
1

Intelligent Reflecting Surface Aided Wireless Power
Transfer with a DC-Combining based Energy

Receiver and Practical Waveforms
Qingdong Yue, Jie Hu, Senior Member, IEEE, Kun Yang, Senior Member, IEEE

Abstract—This paper studies intelligent reflecting surface
(IRS) aided wireless power transfer (WPT) to batteryless Internet
of Everything (IoE) devices. A practical energy receiver (ER)
with multiple antennas is investigated. Multiple RF energy flows
gleaned by all the receive antennas are input multiple energy
harvesters, which are further rectified to direct-current (DC) en-
ergy. The resultant multiple DC energy flows are then combined
in the DC domain for energy storage. Three classic waveforms,
namely deterministic waveform, M-QAM waveform, and Gaus-
sian waveform, are considered for WPT. We maximize the output
DC power by jointly designing the active transmit beamformer of
the transmitter and the passive reflecting beamformer of the IRS
with the above-mentioned waveforms, respectively, subject to the
transmit power constraint at the transmitter and to the limited
resolution constraints on the phase-shifters of the IRS. A low
complexity alternating optimization (AO) algorithm is proposed,
which converges to a Karush-Kuhn-Tucker (KKT) point and
thus results in a locally optimal solution. The numerical results
demonstrate that the Gaussian waveform has the best energy
performance with a low input RF power to the energy harvesters.
By contrast, the deterministic waveform becomes superior with
a high input RF power to the energy harvesters.

Index Terms—Wireless power transfer (WPT), intelligent re-
flecting surface (IRS), MIMO, practical waveforms, practical
energy receiver.

I. INTRODUCTION

Recently, low-power Internet of Everything (IoE) deveices
are massively deployed. Their energy supply normally comes
from embedded batteries. However, quickly drained batteries
largely limit functions of IoE devices. Fortunately, radio fre-
quency (RF) signals are reliable to transfer wireless power to
these devices [1]–[4]. In traditional communications, M-QAM
and Gaussian waveforms are exploited to transmit information.
However, are these waveforms still suitable for wireless power
transfer (WPT)? Furthermore, deterministic waveforms were
considered for dedicated WPT. Clerckx et. al. [5]–[8] studied
a waveform design for the WPT by approximating non-linear
energy harvesters with the classic Taylor expansion. However,
it is only appropriate within a very small region of the input
RF-power. The Taylor expansion based approximation can
not accurately characterise RF-direct current (DC) energy
conversion with a large range of input RF power. Therefore,
we need to carefully design waveforms by considering a more
accurate energy harvesting model.
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In order to improve WPT performance, the multiple-input-
multiple-output (MIMO) technique is invoked for providing
spatial gains. Specifically, Zhang et. al. [9] designed a prede-
coder for simultaneous wireless information and power trans-
fer (SWIPT) in a MIMO aided broadcast system to maximize
the achievable rate, while satisfying the energy requirements
and transmit power budget. Zhong et. al. [10] studied WPT
in the beamspace of a large-scale MIMO system to maximize
the receive RF power by optimizing the transmit beamformer.
Most of MIMO-SWIPT or MIMO-WPT related works [11]–
[15] presumed that the total RF power was the sum of the RF
power gleaned by every receive antenna. The resultant total
RF power input to an energy harvester for being rectified to the
DC power. However, this is impractical in terms of hardware
implementation. This is because the energy stream of every
antenna is alternating current with different phases. They are
not always constructively combined without any intervention.
Therefore, how to deal with the multiple energy flows gleaned
by multiple antennas of an energy receiver is still an open
problem.

Intelligent reflecting surface (IRS) composed of a large
number of low-cost reflecting elements is regarded as a key
enabling technique for future 6G [16]–[18]. An IRS is capable
of passively reflecting incident RF signals by adjusting their
phases in the analog domain [19]–[21]. The passive beams
can be adjusted to accurately aim at receivers to improve
the wireless communication performance, due to the large
spatial gain provided by the IRS. The IRS does not invoke
any active power-consuming RF chains, which substantially
reduces its hardware complexity and energy-consumption.
Furthermore, line-of-sight (LoS) is beneficial for both the
WPT and the SWIPT in order to counteract severe fading
of wireless channels. When the channel from the transmitter
to the receiver is non-LoS, the IRS is capable of creating an
LoS alternative from the transmitter to the receiver via the
IRS [22], [23]. Therefore, the IRS can substantially increase
the WPT performance.

Specifically, Wu et. al. [24] designed transmit precoders
and reflecting phase-shifters at all IRSs in a SWIPT system to
minimize the transmit power at the AP, subject to quality-of-
service (QoS) constraints at both information users and energy
users, respectively. Faissal et. al. [25] explored the outage
probability and average symbol error probability for the IRS
aided wireless networks with SWIPT. Yuan et. al. [26] studied
an IRS-assisted wireless powered communication network,
where two users harvested wirelss energy and transmitted
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information to a common hybrid access point. Pan et. al.
[27] considered an IRS-assisted SWIPT system, where the
transmitter communicated with the information users, while
satisfying the energy requirements of energy users. Zou et.
al. [28] studied a batteryless IRS, which is capable of IRS
harvesting energy and reflecting signal. They designed the
transmit beamformer, the IRS’s time allocation and passive
reflecting beamformer to maximize the achievable rate. Lyu et.
al. [29] studied a wireless powered IRS. They conceived both
the time-switching and power-splitting schemes for the IRS,
which could adaptively switch between the energy harvesting
mode and the signal reflection mode. Niu et. al. [30] studied
the IRS aided MIMO secure SWIPT system. They aimed to
maximize the secrecy rate by optimizing the transmit precoder,
the artificial noise and the phase-shifters of the IRS, subject to
various energy requirements. Wu et. al. [31] deployed an IRS
to assist a access point with multiple antennas. They designed
the transmit precoder and passive reflect beamformer to max-
imize the weighted sum-power received, while satisfying the
individual signal-to-interference-plus-noise ratio.

However, the existing works still have following drawbacks

• Most of works are focused on design the transmit pre-
coder and passive beamformer ,while the ER is usually
equipped with a single antenna. The multi-antenna aided
practical ERs were never considered. The potential spa-
tial gain provided by multiple receive antenna is ignored.

• The conventional WPT waveform design is only ap-
propriate within a very small region of the input RF-
power. The Taylor expansion based energy harvester
approximation can not accurately characterise RF-DC
energy conversion with a large range of input RF power.

Against this background, our novel contributions are sum-
marize as follows:

• The IRS aided MIMO-WPT system is investigated. We
propose a practical architecture of the multi-antenna
aided ER, where every antenna connects to an energy
harvester for rectifying the RF power to DC. Then, the
DC flows converted by all the energy harvesters are
combined.

• Three waveforms, namely deterministic waveform, M-
QAM waveform, and Gaussian waveform are consid-
erred for dedicated WPT. The practical non-linear energy
harvesting model is adopted. The output DC power
is maximized by jointly designing the active transmit
beamformer of the transmitter and the passive reflecting
beamformer of the IRS associated with different wave-
forms, while satisfying the transmit power constraint and
the limited resolution constraints on the phase-shifters of
the IRS.

• A low complexity alternating optimization (AO) algo-
rithm is proposed, which converges to a Karush-Kuhn-
Tucker (KKT) point. The optimal transmit beamformer
is derived in closed-form, when the passive reflecting
beamformer is given. By exploiting the minorize max-
imization (MM) method and Lagrangian duality, the
passive reflecting beamformer is derived in closed-form
when the transmit beamformer is given.

• Numerical results verify the performance advantage of
the IRS-aided WPT system and that of our proposed
ER architecture. The Gaussian waveform has the best
energy performance with a low input RF power to
the energy harvester while the deterministic waveform
becomes superior with a high input RF power to the
energy harvester.

The rest of the paper is organised as follows. System
model is are introduced in Section II, while both the problem
formulation and the joint design are detailed in Section III.
After presenting pivotal numerical results in Section IV, our
paper is finally concluded in Section V.

Notation: (·)H denotes transpose-conjugate operations. |A|
denotes the determinant of matrix A. |a| and ||a||2 are
the magnitude of a scalar a and the norm of a vector a,
respectively. ||A||F denotes the Frobenius norm of a matrix
A. A(i, j) represents the element in the i-th row and the j-th
column in A. vec(A) is the vectorization of the diagonal of
a mateix A. diag(a) is a diagonal matrix constituted by the
vector a

II. SYSTEM MODEL

A. IRS Aided WPT System

The IRS aided WPT system has a single transmitter e-
quipped with Nt > 1 antennas, a single energy receiver (ER)
equipped with Nr > 1 antennas and an IRS equipped with
K > 1 passive reflectors. The wireless channel from the
transmitter to the IRS, that from the IRS to the ER and that
from the transmitter to the ER are denoted as G ∈ CNt×K ,
Hr ∈ CK×Nr and Hd ∈ CNt×Nr , respectively, as illustrated
in Fig.1. We conceive a linear antenna array at both the trans-
mitter and ER and a 2-dimension uniform reflector array at the
IRS. The IRS is connected to the transmitter and controlled
by it. We assume that the direct channel Hd between the
transmitter and the ER follows Rayleigh block fading without
a clear line-of-sight (LOS) path. The channel coefficient
Hd(i, j) form the i-the transmit antenna to the j-th receive
antenna satisfies Hd(i, j) ∼ CN (0, 1) for ∀i and ∀j. For the
IRS related channels, i.e., Hr and G, they both obey Rician
block fading. For example, The 2D array channel model [32]
Hr between the transmitter and the IRS is expressed as

Hr =

√
β

β + 1
Hr

LOS +

√
1

β + 1
Hr

NLOS (1)

where β is the Rician factor, Hr
LOS is the deterministic LOS

portion and Hr
NLOS is the non-LOS (NLOS) portion.

The LOS portion Hr
LOS can be further expressed as

Hr
LOS = ar(θ2, θ1)Hat(θ4, θ3). Assume that the IRS are

equipped with a 2D uniform rectangular array in the xy-plane
with M1 and M2 elements on the x and y axes, respectively.
The arrival steering vector ar(θ2, θ1) of this 2D array is
obtained as

ar(θ2, θ1) = aaz(θ2, θ1)⊗ ael(θ2, θ1), (2)

where θ2 and θ1 are the azimuth and elevation angles, respec-
tively, while ⊗ represents the Kronecker product. Moreover,
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Fig. 1. IRS added MIMO system.

aaz(θ2, θ1) ∈ CM1×1 and ael(θ2, θ1) ∈ CM2×1 are the
uniform linear array steering vector expressed as

[aaz(θ2, θ1)](n) = e−j(n−1)
2π
λ d1sin(θ2)cos(θ1), (3)

[ael(θ2, θ1)](n) = e−j(n−1)
2π
λ d1sin(θ2)cos(θ1), (4)

where λ is the wavelength, d1 is the distance between two
adjacent antennas. The departure steering vector at(θ4, θ3) has
the same form as ar(θ2, θ1), where θ3 and θ4 represent the
azimuth and elevation angles, respectively.

The transmit signal for the dedicated WPT is expressed as
x = fs where s is an 1 × 1 complex signal and f ∈ CNt×1
is the active transmit beamformer. Let us denote the phase-
shifter of the k-th passive reflector of the IRS by φk ∈ F ,
where F , {e

j2πb

2B |b = 1, 2, · · · , 2B}. The passive reflector
simply multiplies the incident multi-path signals by φk and it
then reflects the adjusted signal to the ER. The ER receives
the RF signal directly transmitted by the transmitter and that
reflected by the IRS, which is then expressed as

y = (Hd + GΦHr)fs+ n, (5)

where y ∈ CNr×1 is the received RF signal, Φ ∈ CK×K
is the diagonal phase-shifter matrix having diag(Φ) =
{β1φ1, β2φ2, · · · , βKφK}. Note that βk ∈ [0, 1] is the am-
plitude reflection coefficient of the k-th passive reflector. We
assume that βk = 1 for ∀k, while n is the antenna noise
satisfying n ∼ CN (0, σ2). Let us denote the equivalent
channel between all the transmit antennas and the receive
antennas as [h1,h2, · · · ,hNr ] = H = Hd + GΦHr.

B. Practical Energy Harvester

Boshkovska et. al. [33] found that a diode based rectifier
is non-linear for rectifying the RF power to the DC one.
According to [33], the non-linear rectifying model with a
saturation phenomenon is expressed as

Ψ(P ) =
M

X(1 + exp(−a(P − b)))
− Y, [Watt] (6)

where X = exp(ab)
1+exp(ab) and Y = M

exp(ab) , P is the input
RF power and Ψ(P ) is the output DC power. Moreover, M
denotes the saturated upper-bound of the output DC power,
while the constants a and b represent the joint impact of the
resistances, the capacitances, and the circuit sensitivity on the
rectifying process.

The DC-domain energy combining based architecture is
illustrated in Fig. 1. Each receive antenna is directly connected
to a non-linear energy harvester. The RF power gleaned by
every antenna is input to the corresponding energy harvester.
Then, the output DC of all the energy harvesters are combined
together to be further stored in an energy storage unit.

C. Different Waveforms

When the deterministic sinusoidal waveform is adopted, we
have ||s||2 = 1. As for the random modulated waveform,
we have E||s||2 = 1. As shown in Fig. 2, the deterministic
sinusoidal waveforms have the same amplitudes. By contrast,
a random waveform does not carry stable energy. This is
because amplitude of the waveform are exploited for modu-
lating different information. As shown in Fig. 2, the 16-QAM
based waveform has various amplitudes in different symbol
durations. Especially, there are some symbols carried more
power than the average power. Furthermore, there are more
amplitude variations in the Gaussian waveform.

The discrete baseband signal model is adopted in our paper
for WPT. However, the continuous passband signal model is
implemented in the practice. Therefore, we have the following
proposition.

Proposition 1: The discrete baseband signal model is e-
quivalent to the continuous passband signal model for WPT.

Proof: Please refer Appendix A.
Case 1: Deterministic sinusoidal waveform
When the deterministic sinusoidal waveform is adopted for

WPT, the received signal of the l-th antenna is expressed as

yl = hlfs+ n, (7)
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Fig. 2. Amplitudes of three waveforms with the same average power.

where s is the discrete version of deterministic sinusoidal
waveform. Therefore, we have ||s||2 = 1. The RF power
gleaned by the l-th antenna is expressed as

PRF,l = ||ylyHl ||2 = ||hlfs||2 = ||hlf ||2 (8)

Therefore, the total output DC power of the deterministic
waveform is obtained as

PDDC =

Nr∑
l=1

Ψ(PRF,l) =

Nr∑
l=1

Ψ(||hlf ||2). (9)

Case 2: M-QAM waveform
The energy carried by M-QAM based waveform varies in

different symbol durations, when different modulated symbols
are transmitted. Let us denote a specific transmit waveform
as a tuple (si, pi, qi), for ∀i = 1, 2, · · · ,M , where si
represents the i-th modulated symbol, pi represents its power
and qi represents its transmit probability. Therefore, when si
is transmitted, the corresponding RF power received by the
l-th antenna is expressed as

PQRF,l = ||hlfsi||2 = ||hlf ||2pi (10)

As a result, the average total output DC power is formulated
as

PQDC =

M∑
i=1

Nr∑
l=1

PRF,lqi =

M∑
i=1

Nr∑
l=1

Ψ(||hlf ||2pi)qi (11)

Case 3: Gaussian waveform
Let s represent the complex Gaussian symbol satisfying

s ∼ CN (0, 1) with a probability density function of f(s).
The received signal of the l-th antenna is expressed as

yl = hlfs+ n. (12)

Then, the average total output DC power of the Gaussian
waveform is obtained as

PGRF =

Nr∑
l=1

∫ ∞
−∞

f(s)Ψ(||hlfs||2)ds (13)

III. JOINT DESIGN FOR WPT TRANSCEIVER

A. Joint Design with Deterministic Waveform

Our goal is to maximize the output DC power in the DC
combining based architecture of the ER in Fig. 1. By conceiv-
ing the deterministic waveform. The objective is formulated
as

max
f ,Φ

Nr∑
i=1

Ψ(||hlf ||2). (14)

However, it is challenging to directly deal with the non-linear
energy harvesting function Ψ(·) in Eq.(14). With the aid of
the first-order Taylor expansion, the objective function can be
reformulated as

max
f ,Φ

Nr∑
l=1

(yly
H
l ) + p0 = ||(Hd + GΦHr)f ||22 + p0, (15)

where p0 is the constant in Taylor expansion. The new objec-
tive function Eq. (15) indicates that we aim for maximizing
the sum of the RF power gleaned by every receive antenna.
We design the transmit beamformer f at the transmitter and
passive reflecting beamformer Φ at the IRS by considering
the power budget of the transmitter and the finite resolution
phase-shifter in the IRS. As a result, the optimization problem
is formulated as

(P1): max
f ,Φ
||(Hd + GΦHr)f ||22 + p0, (16)

s.t. ||f ||22 ≤ Pt, (16b)
Φ(k, k) ∈ F , k = 1, · · · ,K, (16d)

where Pt is the upper-bound constraint on the transmit power
and F is the finite resolution set for the phase-shifters. An
AO based iterative algorithm is proposed for solving (P1) for
its non-convexity.

With a given Φ, (P1) is reformulated as

(P1.1): max
f

fH(Hd + GΦHr)
H(Hd + GΦHr)f , (17)

s.t. ||f ||22 ≤ Pt, (17b)

The eigenvalue decomposition of (Hd + GΦHr)
H(Hd +

GΦHr) is expressed as (Hd + GΦHr)
H(Hd + GΦHr) =

UHΣU. The optimal solution to (P1.1) is then obtained in
closed form as

f =
√
Ptu, (18)

where u is the eigenvector corresponding to the largest
eigenvalue of (Hd + GΦHr)

H(Hd + GΦHr).
Given a fixed transmit beamformer f , (P1) is reformulated

as

(P1.2): max
Φ
||(Hd + GΦHr)f ||22 + a, (19)

s.t. Φ(k, k) ∈ F . k = 1, · · · ,K, (19d)
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By relaxing the discrete phase-shifters constrains to the
continuous constrains, (P1.2) is convert to

(P1.3): max
Φc

||(Hd + GΦcHr)f ||22 + a, (20)

s.t. ||Φc(k, k)|| = 1. k = 1, · · · ,K, (20d)

where Φc denotes the continuous phase-shifters in the IRS.
The minorize-maximization (MM) technique can be in-

voked for solving (P1.3). By adopting GΦcHrf =
Gdiag(Hrf)vec(Φc) and Υ = Gdiag(Hrf), an auxiliary
function is defined as

F (vec(Φc)|vec(Φc
[n−1])) = (21)

Re{vec(Φc
[n−1])ΥΥHvec(Φc)

H + 2fHHH
d ΥHvec(Φc)

H},

where vec(Φc
[n−1]) is the solution obtained in the (n − 1)-

th iteration. Therefore, a new optimization problem is then
formulated as

(P1.4): max
Φc

F (vec(Φc)|vec(Φc
[n−1])), (22)

s.t. ||vec(Φc)(k)||2 = 1, k = 1, · · · ,K. (22a)

Let us denote the optimal solution to (P1.4) as vec(Φc
n). The

following inequality can be satisfied

F (vec(Φc
[n])|vec(Φc

[n])) ≥ F (vec(Φc
[n])|vec(Φc

[n−1]))
(23)

≥ F (vec(Φc
[n−1])|vec(Φc

[n−1])).

The derivation details of Eq. (23) is provided in Appendix B.
Therefore, we may achieve a local optimum of (P1.3).

However, (P1.4) is still non-convex because of the unity
constrains (22a) on Φc

n. By relaxing these unity constraints,
the following convex optimization problem is obtained as

(P1.5): max
Φc

[n]
F (vec(Φc)|vec(Φc

[n−1])), (24)

s.t. ||vec(Φc
[n])(k)||2 ≤ 1 k = 1, · · · ,K. (24a)

Proposition 2: The optimal solution to (P1.5) is exactly the
same as that to (P1.4).

Proof: Please refer to Appendix C.
Since (P1.5) is convex, the gap between the (P1.5) and its

Lagrangian dual counterpart is zero. Therefore, the optimal
solution can be obtained by solving the Lagrangian dual
problem. The Lagrangian function of (P1.5) is expressed as

L(vec(Φc
[n]),λ) = Re{(vec(Φc

[n−1]))ΥΥHvec(Φc
[n])H

(25)

+ 2fHHH
d ΥH(vecΦc

[n])H}

+

K∑
k=1

λm(vec(Φc
[n])(k)(vec(Φc

[n])(k))H − 1).

The Lagrangian dual function can be obtained by solving the
following problem

g(λ) , max
vec(Φ[n]

c )

L(vec(Φc
n),λ). (26)

Then, the Lagrangian dual problem is formulated as

(P1.6): max
λ

g(λ), (27)

s.t. λ(k) ≥ 0 k = 1, 2, · · · ,K. (27a)

The KKT conditions on (P1.6) is obtained as

λ(k) ≥ 0, k = 1, 2, · · · ,K,
λ(k)(vec(Φc

[n])(k)(vec(Φc
[n])(k))H − 1) = 0,

k = 1, 2, · · · ,K,
a(k) + b(k) + λ(k)vec(Φc)

[n](k) = 0,

k = 1, 2, · · · ,K,

(28)

where a = (vec(Φc
[n−1]))ΥΥH and b = 2fHHH

d ΥH . By
solving Eq.(28), the m-th element in vec(Φc

[n]) is expressed
in close-form as

vec(Φc
[n])(k) = (a(k) + b(k))H/||a(k) + b(k)|| (29)

Given a fixed vec(Φc
[n−1]), we can obtain vec(Φc

[n]) with
the aid of Eq. (29). As a result, by initialising vec(Φc

0),
we may sequentially obtain vec(Φc

[0]), vec(Φc
[1]), · · · ,

vec(Φc
[n]), · · · . Since both the objective function and the con-

straints are continuous, and the constraints indicate closed in-
tervals according to Eq. (22a), the optimum has a upper bound.
When n is sufficiently large, the objective of (P1.5) eventually
converges. The corresponding vec(Φc

∗) = vec(Φc
[n]) can be

regarded as the local optimal solution to (P1.3). Therefore,
We may obtain the continuous passive reflecting beamformer
Φc of the IRS.

The transmit beamformer f is obtained by (P1.1) with fixed
Φ. And the passive reflecting beamformer Φ is obtained by
(P1.5) with given f . An alternating optimization algorithm
is proposed. According to Eq.(28), the local optimal Φc

[n]

satisfies the KKT condition. Since the transmit beamformer
f is the optimal solution, it also satisfies the KKT condition.
Therefore, our algorithm converges to a KKT point.

The discrete phase-shifters of the IRS solution can be
obtained as

Φ∗(k) = arg min
Φ(k,k)

||Φ(k)−Φ∗c(k, k)||, (30)

which can be solved by a one-dimension exhaustive search.
The main steps for solving (P1) is summarised in Algorithm 1.
The complexity of Algorithm 1 is O(M3IinnerIouter), where
Iinner and Iouter the number of inner and outer iteration,
respectively.

B. M-QAM Waveform Design

When the M -QAM waveform is adopted at the transmitter,
the objective function is formulated as

max
f ,Φ

M∑
i=1

Nr∑
l=1

Ψ(||hlf ||2pi)qi. (31)
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Algorithm 1 Joint Transmit Beamformer and Passive Reflect
Beamformer Design
Input: The channel Hd, Hr and G. Initialize the transmit

beamformer f , energy combiner w and the passive reflecting
beamformer vec(Φc

[0]) of the IRS; error tolerance ε; F 1 =
P 1 = 0; n = 0;

Output: The phase-shifter vec(Φc)
∗ of the IRS;

1: while (∆ > ε) do
2: Update P 0 ← P 1;
3: while (δ > ε) do
4: Update n← n+ 1;
5: Update F 0 ← F 1;
6: Obtain the the phase-shifters vec(Φc

n) of the IRS by
substituting vec(Φc

n−1) into Eq. (29);
7: Update F 1 ← F (vec(Φc

n)|vec(Φc
n−1));

8: Update δ ← ||F 1 − F 0||;
9: end while

10: Obtain the beamformer f∗ by Eq.(18);
11: Update P 1 ← |(Hd + GΦcHr)f ||22;
12: Update ∆← ||P 1 − P 0||;
13: end while
14: Obtain the discrete phase of IRS Φ∗ by Eq. (30);
15: return {f∗ and Φ∗}.

The first-order Taylor expansion of Eq. (31) is then obtained
as

max

M∑
i=1

Nr∑
l=1

Ψ(||hlf ||2pi)qi (32)

≈ max

M∑
i=1

[||(Hd + GΦHr)f ||2piqi + p0qi

= max ||(Hd + GΦHr)f ||2 + p0

By adopting the M-QAM waveform, the optimization problem
is then formulated as

(P2): max
f ,Φ
||(Hd + GΦHr)f ||22 + p0, (33)

s.t. (16b), (16d). (34)

Since (P2) has a similar form as (P1), it can also be solved
by Algorithm 1.

C. Gaussian Waveform Design

As for the Gaussian waveform, the optimization problem
can be formulated as

(P3): max
f ,Φ

2

Nr∑
i=1

∫ ∞
0

f(s)Ψ(||hlfs||2)ds, (35)

s.t. (16b), (16d). (36)

The integral
∫∞
−∞ f(s)Ψ(||hlfs||2)ds in the objective function

(35) can not be expressed in closed-form. According to the ba-
sic definition of integration, this integral can be reformulated
as ∫ ∞

0

2f(s)Ψ(||hlfs||2)ds (37)

= 2 lim
k→+∞

k∑
i=0

f [(2i+ 1)/k]

k
Ψ(||hlf(2i+ 1)/k||2

where lim
k→+∞

∑k
i=0 2f [(2i + 1)/k]/k = 1. Eq.(37) indicates

that when k is sufficiently large, the average of a continuous
random variable s can be approximated by that of a discrete
random variable. Therefore, the optimization for Gaussian
waveform is equivalent to the M-QAM waveform.

IV. NUMERICAL RESULTS

The transmitter is equipped with Nt = 4 antennas, while
the energy receiver is equipped with Nr = 3 antennas. The
number of reflectors in the IRS is M = 200. The distances
from the transmitter to the IRS and that to the ER are 1 m
and 5.5 m, respectively, while the distance form the IRS to
the ER is 5m. The path loss is modelled in dB as PL =
PL0 − 10α log (d/d0), where PL0 is the path loss at the
reference distance d0, d is the signal propagation distance and
α represents the path loss exponent. We set PL0 to -30 dB
when d0 = 1 m. The pass-loss exponent of the transmitter-
IRS-ER link and the transmitter-ER link are set to α = 2.2
and α = 3.6 [27], respectively. The transmit antenna gain is
set to 15 dBi. For the non-linear energy harvesting model of
Eq. (6), we set M = 24 mW as the maximum DC power that
could be output by a single energy harvester. Moreover, we set
a = 150 and b = 0.0022 [34]. The resolution of phase-shifter
in IRS is set to 2 Bit. These parameters are not changed,
except particularly mentioned.
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Fig. 3. Iteration vs output power when Nt = 4,Nr = 3,M = 200.

We demonstrate the convergence of the proposed Algorithm
1 in Fig. 3. As shown in Fig. 3, our algorithm converges pretty
fast. With different transmit power, the algorithm converges
within three or four iterations. Fig.4 illustrates the WPT
performances of different waveforms. Observe from Fig. 4
that the 4-QAM waveform has the same WPT performance
as the deterministic waveform. This is because 4-QAM based
waveform has a stable envelope. When the transmit power is
low, the WPT performance of the 16-QAM based waveform
is higher than that of the deterministic waveform. This is
because some modulated symbols may result in the waveforms
carrying more energy than the average. As a result, the non-
linear energy harvester can be activated to operate with a high
RF-DC energy conversion efficiency, when compared to the
deterministic sinusoidal waveform. Furthermore, the Gaussian
waveform and the 64-QAM based waveform transfer more
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Fig. 4. Transmit power vs output power when Nt = 4,Nr = 3,M = 200.

energy than the 16-QAM based waveform in low transmit
power. When the transmit power is high, the deterministic
sinusoidal waveform achieves a better WPT performance than
the modulated waveform. This is because some modulated
symbols result in the waveforms carrying low energy. The
non-linear energy harvester has to operate with a low RF-DC
conversion efficiency. By contrast, the deterministic sinusoidal
waveform can keep the energy harvesters working with a high
RF-DC conversion efficiency.
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Fig. 5. Number of reflect source vs output power when Nt = 4,Nr =
3,Pt = 40dBm.

We investigate the impact of the number of the reflector in
the IRS on the output DC power in Fig. 5, when the transmit
power is set to 40 dBm. Observe from Fig. 5 that the output
DC power increases as the IRS has more reflectors, since it
may provide higher spatial gain for WPT. When the number
of reflector is 40, the Gaussian waveform performs the best.
When the number of reflector is more than 200, the deter-
ministic sinusoidal waveform has the best WPT performance.
This is because the spatial gain increases, since we have
more reflectors to be adjusted. Therefore, the deterministic
sinusoidal waveform may keep the energy harvesters working
with a high RF-DC conversion efficiency by benefiting from

this large spatial gain.

V. CONCLUSION

In the study of an IRS aided MIMO WPT system, we
propose a practical multi-antenna aided energy receiver with
the DC combining. Three waveforms including deterministic
waveform, M-QAM waveform, and Gaussian waveform are
considerred for the dedicated WPT. We maximize the output
DC power by jointly designing the transmit beamformer of the
transmitter and the passive reflecting beamformer of the IRS
with different waveforms, subject to the transmit power budget
and to the limited resolution constraints on the phase-shifters
of the IRS. A low complexity alternating optimization (AO)
algorithm is proposed, which is capable of returning a local
optimal solution. The numerical results demonstrate that the
Gaussian waveform achieves the best WPT performance when
the transmit power is low or when the IRS has fewer reflectors.
By contrast, when the transmit power is high, the deterministic
sinusoidal waveform achieves a best WPT performance than
the modulated waveform.

APPENDIX A
PROOF OF PROPOSITION 1

Denote xrf,j(t) as the actual transmitted WPT signal on the
j-th antenna, which is expressed

xrf,j(t) =
√

2<{xj(t)ei2πft}. (38)

where xj(t) is the baseband equivalent signal.
The transmit WPT signal propagates via G different trans-

mission paths. Let τg and αg denote the delay and amplitude
profiles of the g-th path, respectively. Moreover, the phase-
shift of the g-th transmission path between the transmit anten-
na j and the receive antenna l is denoted as ζl,j,g . We normally
assume that xj(t) is a narrowband signals. Therefore, we have
xj(t − τg) = xj(t), for ∀g = 1, 2, · · · , G. Moreover, the
baseband channel response between the transmit antenna j
and receive antenna l with a carrier frequency of f is denoted
as hl,j =

∑G
g=1 αge

i(−2πfτg+ζl,j,g).
As a result, the signal received at the receive antenna l (l =

1, · · · , Nr) from the transmit antenna j can be expressed as

yrf,l,j(t) =
√

2<

{
G∑
g=1

αgxj(t− τg)× ei2πf(t−τg)+ζl,j,G

}
,

(39)

=
√

2<
{
hl,jxj(t)e

i2πfnt
}
,

for ∀l = 1, · · · , Nr and ∀j = 1, · · · , Nt. Moreover, the total
signal received by the receive antenna i is expressed as

yrf,l(t) =
√

2<
{
hlx(t)ei2πft

}
+ wA,l(t), (40)

where wA,l(t) is the antenna noise, hl = [hl,1, · · · , hl,Nt ] de-
notes the channel response vector from the Nt transmit anten-
nas to the receive antenna i and x(t) = [x1(t), · · · , xNt(t)]T
represents the signals transmitted by the Nt antennas. The
baseband received signal is then expressed as

yl(t) = hlx(t) + wl(t), (41)
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where wl(t) is the received filtered noise, accounting for both
the antenna and the RF-to-baseband processing noise. Note
that the energy of a passband signal is equal to its baseband
version. The only difference is their carrier frequency. There-
fore, this does not affect our calculation on the wireless power
transfer performance. The discrete complex baseband signal
is equivalence to the continuous real passband signal when
dealing with wireless power transfer. We have discussed the
equivalence between passband signals and their continuous
baseband versions. Due to the assumption that the channel
stays constant during the coherence time, we can drop the
time index t, which is expressed as

yl = hlx + wl. (42)

After stacking the observations from all receive antennas, we
obtain

y = Hx + w. (43)

Therefore, discrete complex baseband signals are equivalent
to continuous real passband signals.

APPENDIX B
PROOF OF EQUATION (20)

We first consider the inequality of
F (vec(Φc

n)|vec(Φc
n−1)) ≥ F (vec(Φc

n−1)|vec(Φc
n−1)).

The function F (vec(Φc)
n|vec(Φc

n−1)) can be expressed as

F (vec(Φc)
n|vec(Φc

n−1)) = Re{vec(Φc
n−1)ΘΘH (44)

× vec(Φn
c )H + 2wH

c HdΘ
Hvec(Φn

c )H}.

We then obtain Φn
c by solving the following optimization

problem:

(P1.3): max
Φn
c

F (vec(Φn
c )|vec(Φc

n−1)), (45)

s.t. ||vec(Φn
c )(k)||2 = 1 k = 1, · · · ,K. (45a)

Note that Φn−1
c is a feasible solution to (P1.3), while Φn

c

is the optimal one. Therefore, we obtain the inequality of
F (vec(Φc

n)|vec(Φc
n−1)) ≥ F (vec(Φc

n−1)|vec(Φc
n−1)).

Next we consider the inequality F (vec(Φc
n)|vec(Φc

n)) ≥
F (vec(Φc

n)|vec(Φc
n−1)). We have

F (vec(Φc
n)|vec(Φc

n))− F (vec(Φc
n)|vec(Φc

n−1)) (46)

= Re{vec(Φc
n)ΘΘHvec(Φn

c )H}
− Re{vec(Φc

n−1)ΘΘHvec(Φn
c )H}.

Observe from this equation that ΘHvec(Φn
c )H is a com-

plex number, while both Φn−1
c and Φn

c have the same
norms. Therefore, the value of the conjugate transpose of
Φn
c is larger than that of Φn−1

c . As a result, we have
F (vec(Φc

n)|vec(Φc
n)) ≥ F (vec(Φc

n)|vec(Φc
n−1)).

APPENDIX C
PROOF OF PROPOSITION 2

Problem (P1.4) is a sub-optimization of (P1.5). Therefore,
the optimal objective value of problem (P1.4) is not higher
than that of (P1.5).

Suppose that Φ̂c is a feasible solution to (P1.5), where
Φ̂c(i) < 1. We can always find a solution Φ̂′c achieving a
better performance, which is defined as

Φ̂′c(j) =

{
Φ̂c(j), for ∀ j 6= i

kΦ̂c(j), j = i
(47)

If (a(i)+b(i))Φ̂c(i) > 0, we set k = 1/Φ̂c(i). Otherwise, we
set k = −1/Φ̂c(i). The difference between the performance
of Φ̂′c and that of Φ̂c is derived as

F (Φ̂′c|Φn−1
c )− F (Φ̂′c|Φn−1

c ) (48)

= (k − 1)(a(i) + b(i))Φ̂c(i) > 0.

where a = vec(Φc
n−1)ΘΘH and b = w∗HH

d Θ. Therefore,
the optimal objective value of (P1.5) is not higher than that
of (P1.4). The proof is completed.
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