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A B S T R A C T   

Acoustic waves have been widely used to inspect pipeline defects, including leakage, blockage and corrosion etc. 
The time-domain excitation of guided waves in the fluid/solid coupled pipeline system has rarely been studied 
theoretically. This requires the incorporation of a source term in the coupled system. This article introduces a 
finite element based numerical model to study the excitation of guided waves in the coupled system with a sound 
source either in the fluid or on the pipe wall. A compatible pair of time-domain Perfectly Matched Layers (PMLs) 
have been proposed to absorb pipe end reflections in the elastic wall and in the fluid respectively. These fluid/ 
solid PML numerical formulations are coupled and the implementation of the coupling is introduced. The nu
merical model is validated against an enlarged model without PML, and excellent agreement has been achieved. 
The numerical model shows that the dominant excited wave mode is a fluid type wave mode when the sound 
source is a fluid source or a radial elastic line source. However, the dominant excited wave mode is a structure 
type wave mode when the sound source is an axial elastic line source.   

1. Introduction 

Acoustic waves are widely used to inspect pipeline defects in non- 
destructive testing and condition monitoring applications. This can be 
based on a pulse-echo principle [1], an acoustic correlation approach [2] 
or a pulse reflectometry technique [3]. In pulse-echo and pulse reflec
tometry applications, the incident sound wave is normally excited by a 
transient sound source and time domain analysis is important to facili
tate direct comparison between scattered signals from theoretical pre
dictions and experimental measurements [1,3]. The time-domain 
excitation of guided waves in fluid-filled pipes is rarely investigated 
theoretically in the literature. In this article, a finite element based nu
merical technique is proposed to study the excitation of guided waves in 
fluid-filled pipes. Two consistent time-domain Perfectly Matched Layers 
(PMLs) have been proposed to close the modelling domain in the elastic 
pipe wall and in the fluid respectively. The elastic PML incorporates a 
mixed displacement-strain un-split formulation, whereas the fluid PML 
incorporates a mixed velocity potential-velocity un-split formulation. 
The two PMLs are structured in a way that facilitates the implementation 
of fluid/solid coupling in the absorbing regions. The numerical tech
nique is validated by comparing PML solutions with solutions obtained 
from an enlarged model without PML. On this basis, the exited wave 
modes from a sound source either in the fluid or on the pipe wall are 

calculated and compared. 
Analytical approaches have been proposed to study wave propaga

tion in fluid-filled pipes. Fuller and Fahy investigated dispersion and 
energy distribution properties of guided waves in a fluid-filled pipe [4]. 
A thin-shell theory has been used which allows the characteristic 
equation to be formed based on the expansion of the determinant of a 
third order matrix. Sinha et al. studied axisymmetric wave propagation 
along fluid-loaded pipes [5,6]. The wave equations are in the framework 
of the linear theory of elasticity, and the displacements are expressed in 
terms of the Bessel functions with unknown coefficients. The classical 
perfect-slip boundary conditions have been used at the solid-fluid 
interface, and modal solutions are obtained when the determinant of a 
six order matrix vanishes. Lowe [7] developed a general method for 
modal solutions of multi-layered elastic waveguides using the global 
matrix technique. This delivers Lamb wave solutions in elastic isotropic 
waveguides. In addition, the global matrix technique is extended to 
include cylindrical layers [8]. These analytical approaches [4–8] require 
an iterative numerical root-search procedure to be used to find the roots 
of the characteristic equations, which limits the computational effi
ciency of these approaches. 

A few approximate analytical solutions have also been proposed 
which avoids the numerical root-searching procedure. Muggleton et al. 
proposed explicit expressions for wavenumber solutions of two 
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fundamental axisymmetric wave modes in a fluid-filled buried pipe [9, 
10]. The slip bonding condition has been used on the pipe/soil interface. 
Gao et al. improved the wavenumber solution for the fundamental fluid 
dominant mode in the fluid filled buried pipe [11]. The perfect bonding 
condition between the pipe and the soil is adopted, which is considered 
to be a more appropriate boundary condition between two elastic do
mains. These approximate wavenumber solutions [9–11] are valid 
below the ring frequency of the pipe because of thin shell 
approximations. 

The semi-analytical finite element (SAFE) method is a highly effi
cient numerical approach to calculate modal solutions of fluid-filled 
pipes. The SAFE method adopts a variable separation technique, and 
an analytical plane wave solution is used in the axial direction of the 
fluid-filled pipe, so that it is only required to mesh the cross-section of 
the fluid-filled pipe. Kalkowski et al. proposed a variational formulation 
to examine fluid-filled pipes that can be immersed in fluid or buried in 
soil [12]. Duan and Kirby introduced a weighted residual formulation 
based on the Galerkin’s principle to study the coupled problem [13]. The 
conventional slip boundary between the fluid and the pipe has been used 
to combine equations in the form of a standard eigenvalue problem [12, 
13]. The frequency domain PML technique is used to close the compu
tational domain for buried or immersed pipe, and the exponential 
stretching function proposed by Duan et al. [14] is seen to work 
particularly well for these modal solutions. 

The SAFE technique is only valid for a waveguide that is uniform in 
the axial direction. This method cannot be directly used to study exci
tation or scattering problems. Williams et al. investigated scattering by a 
single flange in a fluid-filled pipe [15]. The waveguide is divided into 
three uniform sections, and modal expansions are used in each section of 
the waveguide. Point collocation and mode matching techniques are 
used to link modal solutions on the interfaces between these regions. The 
incident sound wave is assumed to be a single mode with known coef
ficient, and the reflection and transmission coefficients are generated. 

The above SAFE, point collocation and mode matching techniques 
are used in the frequency domain. The pipeline system is assumed to be 
infinitely long in these models, which implies that the length of the pipe 
is much longer than the wavelength in practice. To study the excitation 
of guided waves in infinitely long fluid-filled pipes in the time domain, 
the modelling domain has to be closed at both ends of the pipeline 
system. A time domain PML method can be used to absorb outgoing 
waves near the ends of the pipe. Although the frequency domain (time 
harmonic) PML technique has been used in SAFE applications [12–14], 
this cannot be readily extended to the time domain. In frequency domain 
models the systematic matrices are formulated in the complex space. 
Thus the complex PML stretching functions and coordinates can be 
directly incorporated into these equations without further modification. 

However, the systematic matrices are formulated in the real space in 
standard time marching models. As a result, the complex PML stretching 
functions and coordinates cannot be directly included and executed in 
real space models. A common technique to address this is to derive the 
PML governing equations in the frequency domain, and convert the 
frequency domain equations to the time domain through an inverse 
Fourier transform. This conversion can deliver a set of real space 
equations at the cost of introducing auxiliary fields or convolution op
erations in the PML region. Komatitsch and Tromp proposed a split-field 
PML formulation where the gradient operator is split in terms of com
ponents perpendicular and parallel to the interface between the normal 
and PML region, and the displacement is further split into four parts 
[16]. Komatitsch and Martin later used the so named convolutional or 
complex frequency-shifted technique to improve the efficiency of the 
PML at grazing incidence [17]. The equations are presented in the 
first-order velocity-stress mixed formulation, which cannot be readily 
used in numerical schemes which are based on the second-order wave 
equation involving only displacement. Furthermore, the complex 
frequency-shifted PML technique suffers from degrading absorption of 
propagating waves at low frequencies. 

Kucukcoban and Kallivokas proposed a displacement-stress mixed 
two dimensional formulation that is compatible with standard 
displacement only numerical codes for the regular unstretched region, 
and can also be executed with the Newmark time marching scheme [18, 
19]. The wave equation is presented in the displacement-stress mixed 
form, and a separate kinematic equation is proposed which links the 
stretched strain with displacement. The two governing equations can be 
solved with the support of auxiliary variables. This formulation retains 
the advantage of unsplit fields and requires no convolutional or 
complicated time integration schemes. Fathi et al. extended the 
two-dimensional formulation to three dimensions, and discussed several 
time integration schemes [20]. Pled and Desceliers reviewed the latest 
developments on the PML method for modelling elastic wave propaga
tion in unbounded domains [21]. An alternative displacement-strain 
mixed formulation is proposed which is close to the 
displacement-stress mixed formulation [18–20], and an extended 
Newmark time marching scheme is introduced. It should be noted that 
the coordinate stretching function used in Ref. [21] is a simplified 
version of the standard stretching function, with the real part fixed to be 
one. This could reduce the efficiency of the PML technique. 

The time-domain PML has also been used in the fluid domain. Gao 
proposed an unsplit complex frequency-shifted technique to study two- 
dimensional wave propagation in the fluid [22]. Three non-physical 
auxiliary variables are introduced, and the final time domain equa
tions are first-order and second order equations which can be executed 
without convolution operations. Assi and Cobbold studied transient 
wave propagation in a two-dimensional unbounded fluid-solid medium 
[23]. The fluid domain equations are presented in the pressure-velocity 
mixed formulation, and non-physical auxiliary variables are introduced 
in the solid domain. However, the numerical implementation of the 
governing equations is not introduced and the equations are executed in 
a commercial FEM package COMSOL. 

In this article, a time domain fluid/solid coupled finite element 
model is proposed to study the excitation of guided waves in fluid-filled 
pipes. In the solid domain, the computational region is closed by an 
unsplit displacement-strain mixed PML formulation. This is similar to 
the work of Pled and Desceliers [21]. However, the formulation pro
posed here is based on the standard two-parameter stretching function, 
which is more efficient than the single-parameter stretching function 
based formulation especially when evanescent waves are present. In the 
fluid domain, a new unsplit velocity potential-velocity mixed formula
tion is proposed, which is compatible to the elastic domain PML. The 
fluid/solid coupling on the boundary interfaces are discussed in both the 
regular and PML regions. An extended Newmark time marching algo
rithm is used to execute the time domain model. The article is structured 
as follows: in section 2, the theoretical development of the weak form 
equations, the coupling and the time marching scheme are detailed. In 
section 3 the numerical model is validated, and predictions are given for 
excited sound waves from a sound source either in the fluid or around 
the circumference of the pipe. Conclusions are then drawn in section 4. 

2. Theoretical development 

The structure of the fluid-solid coupled system is shown in Fig. 1. The 
pipe is assumed to be infinitely long. PMLs are placed both in the fluid 
and in the elastic pipe wall to close the infinite domain. The fluid and 
solid PMLs both start from the same axial position and terminate at the 
same axial position. The sound source can be either in the fluid or on the 

Fig. 1. Structure of fluid-filled pipe.  
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pipe wall. 
The governing equations are presented based on a general three- 

dimensional model, however, the system studied in this article can be 
simplified as a two-dimensional axisymmetric model, and the simplifi
cation is detailed in this section. The traction free boundary condition 
has been applied on the exterior surface of the pipe. 

2.1. Elastic domain 

The equation of motion for elastic wave propagation in the pipe wall 
can be written as [24]: 

ρ ∂2uq

∂t2 =
∂σqj

∂xj
+ fq (1a)  

or in the matrix form 

ρ ∂2uq

∂t2 =(∇⋅σ)q + fq (1b) 

Here, σqj (q,j = 1,2 ​ or ​ 3) is a symmetric stress tensor of rank two, ρ 
is density, t is time, uq is the displacement in the q direction, and fq is a 
body force. The repeated indices indicate summation throughout this 
article. The cylindrical coordinate system is used here which facilitates 
the simplification of the model for axisymmetric problems. For 
computational reasons, it is practical to rewrite stress in the vector form, 
and the divergence of stress is given in the matrix form in Appendix A1. 

To derive the weak form of Eq. (1), a Galerkin based method is used 
by taking the inner product of Eq. (1) with an arbitrary weighting 
function vq. The resulting product is then integrated over the elastic 
computational domain Ωs (excluding PMLs). Integration by parts and 
the divergence theorem gives: 

∫

Ωs

[
εqjσqj

]
dΩs +

∫

Ωs

(

ρvqüq

)

dΩs −

∫

Γs

(
vqσqjnsj

)
dΓs −

∫

Ωs

(
vqfq
)
dΩs = 0 (2) 

Here, εqj is the strain tensor, and σqj = σjq has been used in the 
development of Eq. (2). The double dot over a variable denotes the 
second order partial derivative with respect to time. Γs is the piecewise 
smooth boundary of the elastic domain Ωs, and ns = [ns1 ns2 ns3] is the 
unit outward normal vector to Γs. The stress-strain constitutive relation 
is given as: 

σqj = cE
qjkl : εkl (3) 

The double dot product of the stiffness and strain tensor is defined by 
the summation over repeated subscripts k and l in Eq. (3). The matrix 
formulation of Eq. (3) is given in Appendix A2. 

In the PML region the coordinate xj is replaced by a stretched coor
dinate x̂j, defined as 

x̂j =

∫xj

0

ξj(s) ​ ds (4a)  

where ξj (xj) is a non-zero, continuous and complex-valued coordinate 
stretching function defining the scaling and damping profiles in the xj 

direction. 
This definition requires that 

dx̂j = ξjdxj, and
∂

∂x̂j
=

1
ξj

∂
∂xj

(4b) 

The stretching function is usually chosen to be frequency dependent 
in the time domain: 

ξj = hj
(
xj
)
+

dj
(
xj
)

iω (5)  

where, hj and dj are real valued scaling and damping functions, ω is the 
radian frequency and i =

̅̅̅̅̅̅̅
− 1

√
. The particular form of iω in Eq. (5) fa

cilitates the easy implementation of the inverse Fourier transform from 
frequency domain equations to time domain equations. Note that the 
real part of the stretching function, hj, can be simplified and fixed to be 
one. However, using a value larger than one in the PML improves the 
attenuation of evanescent waves [18]. 

The elastic equation of motion in the transformed coordinate system 
can be written in the frequency domain as: 

− ρω2 ûq =
1

ξj
(
xj
)

∂σ̂qj

∂xj
(6) 

The over-hat indicates the Fourier transform of the variable, and the 
external body force has been set to zero since it is in the PML. It is 
convenient to start the derivation from the frequency domain, because ξj 

is a complex variable, and it will be shown here that a number of pro
cedures can be used to ensure that when transformed from frequency 
domain to time domain the final systematic equation involves only real 
variables which can be executed in standard time marching 
programmes. 

Multiply Eq. (6) with ζ, where ζ = ξ1ξ2ξ3. It is clear that ξj is a 
function of xj only, and thus ζ

ξj 
is independent of xj. The governing 

equation can be rewritten as: 

Here, DR
3 , D∈

3 and D⊓
3 are given in Appendix A3-A5 respectively. 

The stress-strain constitutive relation in the stretched coordinate 
system is given as: 

σ̂qj = cE
qjkl : ε̂kl (8) 

The strain-displacement kinematic relation in the stretched coordi
nate system is given as [18,21]: 

ε̂ = 1
2
(
(∇û)J− 1 + J− T(∇û)T) (9)  

where û is the displacement vector and the gradient of û in the cylin
drical coordinate system is given in Appendix A6. The stretching tensor J 
is given in Appendix A7. 

It is possible to substitute Eqs. (8) and (9) into Eq. (7), and obtain a 
single equation with only displacements as unknowns. However, the 
resulting time-domain equation will be onerous and no clear procedure 
can be used to solve such an equation. In this article, the strain tensor ̂ε is 
introduced as an auxiliary variable, and the final systematic equation 
will be in a displacement-strain mixed form. 

Eq. (9) can be pre and post-multiplied by iωJT and J, respectively. 
Rearranging and grouping similar terms, the following kinematic 
equation can be obtained [18,19]: 

− ρω2
[

h1h2h3 +
h2h3d1 + h1h3d2 + h1h2d3

iω −
h3d1d2 + h2d1d3 + h1d2d3

ω2 −
d1d2d3

ω2iω

]

ûq =

(

∇⋅
[

σ̂DR
3 +

1
iωσ̂D∈

3 −
1

ω2 σ̂D⊓
3

])

q
(7)   
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iωHT ε̂H +DT ε̂H+HT ε̂D+
1
iωDT ε̂D=

1
2

iω
(
HT(∇û)+ (∇û)T H

)

+
1
2
(
DT(∇û)+ (∇û)T D

)
(10)  

where J = H + 1
iω D has been used in the development of Eq. (10). H and 

D are given in appendix A8-A9. 
The weak form of Eq. (7) is obtained similarly by using the Galerkin’s 

principle. The inner product with an arbitrary weighting function vq is 
taken. The resulting product is integrated over the elastic PML domain 
Ωsp. Finally, integration by parts and the divergence theorem gives: 
∫

Ωsp

{
∂vq

∂xj

[

σ̂DR
3 +

1
iωσ̂D∈

3 −
1

ω2 σ̂D⊓
3

]

+ ρvq

[

− ω2h1h2h3 + iω(h2h3d1 + h1h3d2

+ h1h2d3)+ (h3d1d2 + h2d1d3 + h1d2d3)+
d1d2d3

iω

]

ûq

}

dΩsp

−

∫

Γsp

{(

vq

[

σ̂DR
3 +

1
iωσ̂D∈

3 −
1

ω2 σ̂D⊓
3

]

nsj

)}

dΓsp = 0

(11) 

Here, Γsp is the piecewise smooth boundary of the elastic PML 
domain Ωsp. 

The kinematic Eq. (10) is weighted by an arbitrary weighting func
tion w. The resulting product is integrated over the elastic PML domain 
Ωsp, and the weak form equation can be written as: 
∫

Ωsp

{

w
[

− ω2HT ε̂H + iωDT ε̂H+ iωHT ε̂D+DT ε̂D+
1
2
ω2(HT(∇û)

+ (∇û)T H
)
−

1
2

iω
(
DT(∇û)+ (∇û)T D

)
]}

dΩsp = 0

(12) 

Now Eq. (8) is substituted into Eq. (11), and the inverse Fourier 
transform can be applied to Eq. (11&12) to get time domain equations. 

To facilitate the inverse Fourier transform to Eq. (11&12), we 
introduce additional auxiliary fields, such that: 

Iu(x, t) =
∫t

0

u(x, τ) ​ dτ, Ie(x, t) =
∫t

0

ε(x, τ) ​ dτ, Ju(x, t)

=

∫t

0

Iu(x, τ) ​ dτ, Je(x, t) =
∫t

0

Ie(x, τ) ​ dτ (13a) 

Clearly, 

İu(x, t) = u(x, t), İe(x, t) = ε(x, t), J̇u(x, t) = Iu(x, t), J̇e(x, t) = Ie(x, t)
(13b)  

and 

Iu(x, t) = F− 1
[

û(x,ω)
iω

]

, Ie(x, t) = F− 1
[

ε̂(x,ω)

iω

]

, Ju(x, t)

= F− 1
[

Îu(x,ω)

iω

]

, Je(x, t) = F− 1
[

Îe(x,ω)
iω

]

(13c) 

Here, an over dot denotes differentiation with respect to time, and 
F− 1 denotes an inverse Fourier transform. 

By applying the inverse Fourier transform to Eq. (11&12) and 
substituting Eq. (13) into the transformed equations, we have 

∫

Ωsp

[
∂vq

∂xj

(
cEεDR

3

)
]

dΩsp +

∫

Ωsp

[
∂vq

∂xj

(
cEIeD∈

3

)
]

dΩsp

+

∫

Ωsp

[
∂vq

∂xj

(
cEJeD⊓

3

)
]

dΩsp +

∫

Ωsp

[

ρvq(h1h2h3)üq

]

dΩsp

+

∫

Ωsp

[
ρvq(h2h3d1 + h1h3d2 + h1h2d3)u̇q

]
dΩsp

+

∫

Ωsp

[
ρvq(h3d1d2 + h2d1d3 + h1d2d3)uq

]
dΩsp

+

∫

Ωsp

[
ρvq(d1d2d3)Iu

]
dΩsp

−

∫

Γsp

[
vq
(
σDR

3 + cEIeD∈
3 + cEJeD⊓

3

)
nsj
]
dΓsp = 0

(14)  

and 
∫

Ωsp

[
w
(
HT ε̈H

) ]
dΩsp +

∫

Ωsp

[
w
(
DT ε̇H

) ]
dΩsp +

∫

Ωsp

[
w
(
HT ε̇D

) ]
dΩsp

+

∫

Ωsp

[
w
(
DT εD

) ]
dΩsp −

∫

Ωsp

{

w
[

1
2
(
HT(∇ü) + (∇ü)T H

)
]}

dΩsp

−

∫

Ωsp

{

w
[

1
2
(
DT(∇u̇) + (∇u̇)T D

)
]}

dΩsp

= 0 (15) 

Here, the equations can be simplified by assuming that no coordinate 
stretching is introduced in the circumferential direction of the pipe, so 
that h2 = 1, and d2 = 0. The sub-indexes 1, 2 and 3 corresponds to r, θ 
and z respectively. Furthermore, it is assumed that the sound source is 
placed either at the centre of the pipe or around the circumference of the 
pipe. The general three-dimensional Eq. (14&15) can then be simplified 
as an axisymmetric model, with only radial and axial displacements 
considered in this article. 

The finite element method proceeds by discretising the displacement 
and strain using standard shape functions in the vector form, so that 

u=Nuuq =

[
Nur
Nuz

]

(16)  

and 

ε=Neεk =

⎡

⎢
⎣

Φεrr

Φεθθ

Φεzz

2Φεrz

⎤

⎥
⎦ (17)  

where Nu and Ne are global trial (or shape) functions, uq and εk are nodal 
values of displacement and strain expressed in the column vector form. 
In addition, N is a row vector of length ms, and ms is the number of nodes 
in the elastic region. Φ is a row vector of length msp, and msp is the 
number of nodes in the elastic PML region. Nu is a 2 × 2ms matrix, and 
Ne is a 4 × 4msp matrix. Isoparametric elements are used throughout this 
article, which requires that the weighting functions are equal to the 
shape functions so that vq = [Nu]

T, and w = [Ne]
T. 

Eqs. 2 and (14) &15) can be combined in the matrix form as: 

MsÜ +CsU̇ + KsU + GsIs + HsJs = Fs (18) 

Here 
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U =

{
uq
εk

}

, Is =

{
Iu
Ie

}

, Js =

{
Ju
Je

}

(19)  

Ms =

[
Mu 0
Meu Me

]

, Cs =

[
Cu 0
Ceu Ce

]

, Ks =

[
Ku Kue
0 Ke

]

(20)  

Gs =

[
0 Gue
0 0

]

, Hs =

[
0 Hue
0 0

]

(21)  

Fs =

∫

Γs

[Nu]
T ( σqjnsj

)
dΓs +

∫

Ωs

[Nu]
T fqdΩs

+

∫

Γsp

[Nu]
T ( σDR

3 + cEIeD∈
3 + cEJeDㄇ3

)
nsjdΓsp (22) 

The submatrices in these equations are given in Appendix A10-A29. 
Note that the coordinate stretching starts outwards from the inter

face between the elastic domain Ωs and the PML domain Ωsp, and thus 
DR

3 is an identity matrix, D∈
3 and Dㄇ3 are zero matrices on the Ωs/ Ωsp 

interface. This implies the surface integrations in Eq. (22) can be 
cancelled out on the interface between the two regions, because the unit 
outward normal vectors point towards each other. 

Furthermore, a traction free boundary condition has been applied on 
the exterior surface of the pipe. The residual stresses are also assumed to 
be zero on the far end of the PML surface, because of damping in the PML 
region. Surface integrations on these surfaces can thus be avoided. 
However, the solid pipe is coupled to the fluid on the coupling interfaces 
Γfsi and Γfsp (shown in Fig. 1), and thus surface integrations must be 
carried out on the fluid/solid interfaces. Eq. (22) can be rewritten as: 

Fs =

∫

Γfsi

[Nu]
T ( σqjnsj

)
dΓfsi +

∫

Ωs

[Nu]
T fqdΩs

+

∫

Γfsp

[Nu]
T ( σDR

3 + cEIeD∈
3 + cEJeDㄇ3

)
nsjdΓfsp (23) 

The surface integrations in Eq. (23) will be considered later in section 
2.3. 

All the matrices and vectors in Eq. (18) are real, and Eq. (18) can be 
executed in an extended Newmark time marching procedure, which will 
be detailed in section 2.4. 

2.2. Fluid domain 

The equation of motion for wave propagation in a stationary, uni
form fluid can be written as [25]: 

1
c2

d2ϕ
dt2 − ∇2ϕ = f0 (24)  

where ϕ is the velocity potential, c is the speed of sound, and f0 is a body 
force in the fluid. 

Eq. (24) is multiplied by a weighting function v and integrated over 
the fluid domain Ωf (excluding PMLs). After applying Green’s theorem, 
the weak form equation is given as: 
∫

Ωf

[

∇v∇ϕ +
1
c2 v

d2ϕ
dt2

]

dΩf =

∫

Γf

v∇ϕ⋅nf dΓf +

∫

Ωf

vf0dΩf (25) 

Here, Γf is the piecewise smooth boundary of the fluid domain Ωf , 
and nf = [nf1 nf2 nf3] is the unit outward normal vector to Γf . 

Now we move to the PML region, and the same coordinate stretching 
function defined in Eqs. (4) and (5) are used here. The wave equation in 
the transformed coordinate system can be written in the frequency 
domain as: 

1
ξj
(
xj
)

∂
∂xj

(
1

ξj
(
xj
)

∂ϕ̂
∂xj

)

+
ω2

c2 ϕ̂ = 0 (26) 

The over-hat indicates the Fourier transform of the variable, and the 
external body force has been set to zero since it is in the PML region. 

The following auxiliary vector field is now introduced: 

ψ̂j =
1

ξj
(
xj
)

∂ϕ̂
∂xj

(27) 

Here, ψ̂j is physically interpreted as the fluid particle velocity in the 
PML region. 

Substitute Eq. (27) into Eq. (26) and multiply Eq. (26) with ζ, where 
ζ = ξ1ξ2ξ3. The governing equation can be written as: 

∂
∂xj

(

DR
3 ψ̂j +

1
iωD∈

3 ψ̂j −
1

ω2D⊓
3 ψ̂j

)

+
ω2

c2

[

h1h2h3 +
h2h3d1 + h1h3d2 + h1h2d3

iω

−
h3d1d2 + h2d1d3 + h1d2d3

ω2 −
d1d2d3

ω2iω

]

ϕ̂

= 0
(28) 

The submatrices DR
3 , D∈

3 and Dㄇ3 are given in Appendix A3-A5. It can 
be seen that Eq. (28) is similar to Eq. (7) in form, however, ψ̂j is a vector 
field whereas σ̂qj is a stress field. 

The weak form of Eq. (28) is obtained by taking the inner product 
with an arbitrary weighting function v. The resulting product is inte
grated over the fluid PML domain Ωfp. Finally, integration by parts and 
the divergence theorem gives: 

Here, Γfp is the piecewise smooth boundary of the fluid PML domain 
Ωfp. 

Both sides of Eq. (27) are now multiplied by ξj. The weak form of the 
constitutive equation is obtained by weighting Eq. (27) with an arbitrary 
function w and integrating over the fluid PML domain Ωfp: 
∫

Ωfp

[

w
(

hj ψ̂j +
dj

iωψ̂j −
∂ϕ̂
∂xj

)]

dΩfp = 0 (30) 

To facilitate the inverse Fourier transform to Eq. (29&30), we 

∫

Ωfp

[
∂v
∂xj

(

DR
3 ψ̂j +

1
iωD∈

3 ψ̂j −
1

ω2D⊓
3 ψ̂j

)]

dΩfp

+

∫

Ωfp

{
1
c2 v
[

− ω2h1h2h3 + iω(h2h3d1 + h1h3d2 + h1h2d3) + (h3d1d2 + h2d1d3 + h1d2d3) +
d1d2d3

iω

]

ϕ̂
}

dΩfp

−

∫

Γfp

[

v
(

DR
3 ψ̂j +

1
iωD∈

3 ψ̂j −
1

ω2D⊓
3 ψ̂j

)

nfj

]

dΓfp = 0

(29)   
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introduce additional auxiliary fields, such that: 

Iψ(x, t) =
∫t

0

ψ(x, τ) ​ dτ, Iϕ(x, t) =
∫t

0

ϕ(x, τ) ​ dτ, Jψ(x, t)

=

∫t

0

Iψ(x, τ) ​ dτ, Jϕ(x, t) =
∫t

0

Iϕ(x, τ) ​ dτ (31a) 

Clearly, 

İψ(x, t) = ψ(x, t), İϕ(x, t) = ϕ(x, t), J̇ψ(x, t) = Iψ(x, t), J̇ϕ(x, t) = Iϕ(x, t)
(31b)  

and 

Iψ(x, t) = F− 1
[

ψ̂(x,ω)
iω

]

, Iϕ(x, t) = F− 1
[

ϕ̂(x,ω)

iω

]

, Jψ(x, t)

= F− 1
[

Îψ(x,ω)
iω

]

, Jϕ(x, t) = F− 1
[

Î ϕ(x,ω)
iω

]

(31c) 

By applying the inverse Fourier transform to Eq. (29&30) and 
substituting Eq. (31) into the transformed equations, we have 
∫

Ωfp

[
∂v
∂xj

(
DR

3 ψj

)
]

dΩfp +

∫

Ωfp

[
∂v
∂xj

(
D∈

3 Iψ
)
]

dΩfp +

∫

Ωfp

[
∂v
∂xj

(
D⊓

3 Jψ
)
]

dΩfp

+

∫

Ωfp

[
1
c2 v(h1h2h3)ϕ̈

]

dΩfp

+

∫

Ωfp

[
1
c2 v(h2h3d1 + h1h3d2 + h1h2d3)ϕ̇

]

dΩfp

+

∫

Ωfp

[
1
c2 v(h3d1d2 + h2d1d3 + h1d2d3)ϕ

]

dΩfp

+

∫

Ωfp

[
1
c2 v(d1d2d3)Iϕ

]

dΩfp

−

∫

Γfp

[
v
(
DR

3 ψj + D∈
3 Iψ + D⊓

3 Jψ
)
nfj
]
dΓfp = 0

(32)  

and 
∫

Ωfp

[
whjψ̇j

]
dΩfp +

∫

Ωfp

[
wdjψj

]
dΩfp −

∫

Ωfp

[

w
∂ϕ̇
∂xj

]

dΩfp = 0 (33) 

The equations are now simplified by assuming that no coordinate 
stretching is introduced in the circumferential direction, so that h2 = 1, 
and d2 = 0. Furthermore, it is assumed that the fluid sound source is 
placed at the centre of the pipe. The general three-dimensional Eq. 
(32&33) can then be simplified as an axisymmetric model, with only 
radial and axial particle velocities considered in this article. 

The finite element method proceeds by discretising the velocity po
tential and velocity using standard shape functions in the vector form, so 
that 

ϕ = Nϕϕq (34)  

and 

ψj =Nψψk =

[Φψr

Φψz

]

(35)  

where Nϕ and Nψ are global trial (or shape) functions, ϕq and ψk are 
nodal values of velocity potential and velocity expressed in the column 
vector form. In addition, Nϕ is a row vector of length mf , and mf is the 
number of nodes (or degrees of freedom) in the fluid region. Φ is a row 

vector of length mfp, and mfp is the number of nodes in the fluid PML 
region. Isoparametric elements are used throughout this article, which 
requires that the weighting functions are equal to the shape functions so 
that v =

[
Nϕ
]T, and w = [Nψ]

T. 
Eqs. 25 and (32) &33) can be combined in the matrix form as: 

Mf P̈+Cf Ṗ + Kf P + Gf If + Hf Jf = F0 (36) 

Here 

P =

{
ϕq
ψk

}

, If =

{
Iϕ
Iψ

}

, Jf =

{
Jϕ
Jψ

}

(37)  

Mf =

[
Mϕ 0
0 0

]

, Cf =

[
Cϕ 0
Cψϕ Cψ

]

, Kf =

[
Kϕ Kϕψ
0 Kψ

]

(38)  

Gf =

[
0 Gϕψ
0 0

]

, Hf =

[
0 Hϕψ
0 0

]

(39)  

F0 =

∫

Γfsi

[
Nϕ
]T (

∇ϕ⋅nf
)
dΓfsi +

∫

Ωf

[
Nϕ
]T f0dΩf +

∫

Γfsp

[
Nϕ
]T (DR

2 ψj + D∈
2 Iψ

+ D⊓
2 Jψ
)
nfjdΓfsp

(40) 

The submatrices in these equations are given in Appendix B1-B15. 
Similar to solid domain surface integrations given in Eq. (22&23), it 

is only necessary to carry out the fluid domain surface integrations on 
the solid/fluid interfaces Γfsi and Γfsp in Eq. (40), and the details are 
given in the next section 2.3. Furthermore, it can be seen in Appendix 
B15 that D⊓

2 simplifies to a zero matrix since d2 = 0. Hf is thus a zero 
matrix, and it is kept in Eq. (36) for ease of extension to a three- 
dimensional model only. 

2.3. Fluid/solid coupling 

The coupling between the fluid and solid domains must be consid
ered in surface integrations in Eq. (23&40). The surface integrations 
require boundary conditions to be specified on the fluid/solid interfaces. 

The integrations on the coupling interface Γfsi will be considered 
first. It is assumed that the normal displacements are continuous, i.e., 

uq ⋅ nf = uf ⋅nf (41) 

Here, uf is the fluid particle displacement. The velocity potential is 
defined by: 

vf = ∇ϕ, and vf =
∂uf

∂t
(42)  

where vf is the fluid particle velocity. 
Substitute Eq. (41&42) into Eq. (40). The surface integration on Γfsi 

in Eq. (40) is given as: 
∫

Γfsi

[
Nϕ
]T (

∇ϕ⋅nf
)
dΓfsi =

∫

Γfsi

[
Nϕ
]T
(

∂uq

∂t
⋅nf

)

dΓfsi (43) 

The normal solid traction force and fluid pressure are also continuous 
on the Γfsi interface: 

σqjnsj = pnf (44) 

Note that ns = − nf , and the unit outward normal vector nf points in 
the positive radial direction, i.e., nf = [nfr,0,0]. 

The momentum equation in the fluid is given as: 

p = − ρ0
∂ϕ
∂t

(45)  

where ρ0 is the fluid density. 
Substitute Eq. (44&45) into Eq. (23). The surface integration on Γfsi 

W. Duan                                                                                                                                                                                                                                          



Finite Elements in Analysis & Design 210 (2022) 103813

7

in Eq. (23) is given as: 
∫

Γfsi

[Nu]
T ( σqjnsj

)
dΓfsi = − ρ0

∫

Γfsi

[Nu]
T ∂ϕ

∂t
nfrdΓfsi (46) 

Now we will consider surface integrations on the coupling interface 
Γfsp in the PML region. 

In the stretched coordinate system, the radial component of Eq. (42) 
can be rewritten in the frequency domain as: 

v̂fr =
1
ξ1

∂ϕ̂
∂x1

(47) 

Comparing Eq. (27) with Eq. (47), it is clear that 

ψ̂1 = v̂fr, and ψ1 =
∂ufr

∂t
(48) 

Substitution of Eq. (48) into Eq. (31c) gives: 

ψ̂1

iω = ûfr, and Iψ = ufr (49) 

Furthermore, the fluid radial displacement equals the solid radial 
displacement on the Γfsp interface, i.e., 

ufr =uq|q=1 = u1 (50) 

Substitute Eqs. (43), (48)–(50) into Eq. (40). Considering that D⊓
2 = 0 

and nf = [nfr,0,0], Eq. (40) can be rewritten as: 

F0 =

∫

Γfsi

[
Nϕ
]T
(

∂u1

∂t
nfr

)

dΓfsi +

∫

Ωf

[
Nϕ
]T f0dΩf +

∫

Γfsp

[
Nϕ
]T
(

h3
∂u1

∂t
nfr

+ d3u1nfr

)

dΓfsp (51) 

The boundary condition Eq. (44) is also valid on the Γfsp interface, 
and Eq. (45) can be written in the frequency domain as: 

1
iωp̂ = − ρ0 ϕ̂ (52) 

Substituting Eqs. (44)–(46), (52) into Eq. (23), and considering ns =

− nf , Eq. (23) can be rewritten as: 

Fs = − ρ0

∫

Γfsi

[Nu]
T ∂ϕ

∂t
nfrdΓfsi +

∫

Ωs

[Nu]
T fqdΩs − ρ0

∫

Γfsp

[Nu]
T
(

h3
∂ϕ
∂t

nfr

+ d3ϕnfr

)

dΓfsp (53) 

It is clear that the force term F0 in the fluid domain involves solid 
particle velocity ∂u1

∂t and displacement u1, whereas the force term Fs in 
the solid domain involves fluid potential derivative ∂ϕ

∂t and potential ϕ. It 
is thus a coupled problem with integrations shown on the coupling in
terfaces Γfsi and Γfsp. Note that these ordinary and first order derivative 
terms can be readily obtained in a Newmark time marching algorithm 
which will be shown in the next section. 

To improve the condition of the matrices in the coupled system, the 
fluid potential is normalised by: 

ϕ =
ϕ
fc

(54) 

Here, fc is the centre frequency of the sound source, and the bar over 
a variable denotes normalisation. 

The final systematic Eq. (18) in the solid domain can be normalised 
as: 

1
ρ0fc

MsÜ +
1

ρ0fc
CsU̇ +

1
ρ0fc

KsU +
1

ρ0fc
GsIs +

1
ρ0fc

HsJs = Fs (55)  

where 

Fs = −

∫

Γfsi

[Nu]
T ∂ϕ

∂t
nfrdΓfsi +

∫

Ωs

[Nu]
T f qdΩs −

∫

Γfsp

[Nu]
T
(

h3
∂ϕ
∂t

nfr

+ d3ϕnfr

)

dΓfsp (56) 

The final systematic Eq. (36) in the fluid domain can be normalised 
as: 

fcMf P̈+ fcCf Ṗ + fcKf P + fcGf If + fcHf Jf = F0 (57)  

where F0 is given in Eq. (51). 
Eq. (55&57) can be implemented using an incremental version 

Newmark time marching algorithm detailed in the next section. The 
coupled equations are calculated based on an iterative ‘staggered 
scheme’ in each time step [26]. In this article, the fluid domain Eq. (57) 
is solved first with known initial conditions. The calculated potential ϕ 

and potential derivative ∂ϕ
∂t are then substituted into Eq. (56), and the 

solid domain Eq. (55) can then be solved. This procedure is iterated 
again in each time step, and in the second iteration the updated flu
id/solid domain solution will be used on the coupling interfaces for the 
calculation of F0 and Fs. The numerical solution will be converged after 
only two iterations in each time step [26]. 

2.4. Extended newmark time marching 

Eq. (55) and Eq. (57) are identical in form, and thus can be solved 
using the same time marching algorithm. The wave equations are dis
cretised in the time domain with a time interval Δt, defined as Δt = T/N. 
Here T is the total modelling duration, and N is a positive integer. 

The general time domain discretised equation can be written as: 

Män+1 +Cȧn+1 + Kan+1 + GIn+1 + HJn+1 + f n+1 = 0, 0 ≤ n ≤ N − 1 (58) 

Here, an is denoted as discretised temporal approximation of U in Eq. 
(55), or P in Eq. (57) at time tn, where tn = nΔt for each n = 0,1, 2,⋯N −

1. In and Jn are corresponding discretised auxiliary fields. The initial 
conditions are assumed to be static conditions, i.e., a0 = 0, ȧ0 = 0, ä0 =

0, I0 = 0, J0 = 0 and f0 = 0. 
The incremental version of Eq. (58) is given as: 

MΔän +CΔȧn + KΔan + GΔIn + HΔJn + Δf n = 0, 0 ≤ n ≤ N − 1 (59) 

The incremental quantities in Eq. (59) are denoted as Δan, Δȧn, Δän 

etc, where Δan = an+1 − an and so on. 
The function an and its derivative are expressed as truncated Taylor 

series expansions [27]: 

an+1 = an +Δtȧn +
1
2
(1 − β2)Δt2än +

1
2

β2Δt2än+1 (60a)  

ȧn+1 = ȧn +(1 − β1)Δtän + β1Δtän+1 (60b) 

Here, β1 and β2 are conventionally used Newmark parameters. The 
Newmark algorithm is unconditionally stable when β1 ≥ β2 ≥ 1/2 [27]. 

The auxiliary fields In and Jn are expressed as [23]: 

In+1 = In +(1 − β3)Δtan + β3Δtan+1 (61a)  

Jn+1 = Jn +(1 − β3)ΔtIn + β3ΔtIn+1 (61b) 

The Newmark algorithm is unconditionally stable when β3 ≥ 1/2 
[27]. 

Considering Eq. (60&61), the incremental quantities can be 
rewritten as: 

Δan =Δtȧn +
1
2

Δt2än +
1
2

β2Δt2Δän (62a)  

Δȧn =Δtän + β1ΔtΔän (62b) 
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ΔIn =(1 − β3)Δtan + β3Δt
(

an +Δtȧn +
1
2

Δt2än +
1
2

β2Δt2Δän

)

(62c)  

ΔJn =ΔtIn + β3Δt
[

Δtan + β3Δt
(

Δtȧn +
1
2

Δt2än +
1
2
β2Δt2Δän

)]

(62d) 

Substitute Eq. (62a-d) into Eq. (59). The incremental quantity Δän 

can be obtained as: 

Eq. (63) is the first step of the time marching algorithm. All the in
cremental quantities in Eq. (62) can be updated by substituting the so
lution of Eq. (63) into Eq. (62). Now quantities at the time step tn+1 are 
evaluated by an+1 = an + Δan, ȧn+1 = ȧn + Δȧn and so on [23]. Eq. (63) 
thus permits the evaluation of quantities from the current time step tn to 
the next time step tn+1, and the time marching procedure is now 
complete. 

3. Numerical results and discussions 

The time domain model detailed in section 2 can be executed with 
careful specification of an incident sound wave. It is preferable to choose 
a frequency range within which the incident wave mode is relatively 
non-dispersive so that defect location can be accurately estimated in 
non-destructive testing and condition monitoring applications [1–3]. A 
modal analysis shall be carried out to study dispersion properties of 
guided waves in fluid-filled pipes prior to the numerical excitation 
study, and the SAFE model of Duan and Kirby [13] is used here. The pipe 
is chosen to be a 3 inch steel pipe with an outer radius of 44.65 mm and 
an inner radius of 39 mm respectively [28]. The properties of the steel 
pipe are cL = 5960 m/s, cT = 3260 m/s, and ρ = 8030 kg/ m3. Here, cL 
and cT are the longitudinal and shear bulk wave velocity of the pipe 
respectively. The pipe is filled with water with properties given by c =

1480 m/s, and ρ0 = 1000 kg/m3. 

3.1. Guided wave modal properties 

Phase velocity, energy velocity and energy distribution properties of 
guided waves in the water-filled pipe are shown in Fig. 2. The energy 
distribution (ratio) is defined as the sum of the sound power in the fluid 
divided by the sum of the sound power in the pipe. The labelling of wave 
modes follows the principle introduced by Duan and Kirby [13]. Here, 
FS(0,1) is a fluid type mode at low frequencies below 15 kHz, and energy 
transfers from the fluid to the pipe wall at high frequencies. SF(0,1) is a 
structural type mode at low frequencies below 15 kHz, and energy 
transfers from the pipe wall to the fluid at high frequencies. T (0,1) is 
torsional wave mode in the pipe wall that is uncoupled to the fluid, and 
thus all the energy of this mode is in the pipe wall. SF(0,2), SF(0,3) and 
SF(0,4) are cut-on wave modes with energy mainly in the pipe wall 
above but close to cut-on frequencies. The frequency dependent energy 
transferring properties of fluid/pipe coupled wave modes are also 

discussed in Ref. [13] for immersed and buried pipes. It is clear that 
some wave modes are particularly dispersive around frequencies such as 
18 kHz, 26 kHz etc, and these frequencies shall be avoided in 
non-destructive testing and condition monitoring applications. 

3.2. Convergence and validation 

We will now examine the time domain model presented in section 2. 
The numerical model was programmed in MATLAB® and executed on a 
desktop with a 3.5 GHz AMD CPU and an 16 GB RAM. The incident 
sound wave is chosen to be a narrow frequency bandwidth 10 cycle 
Hanning windowed pulse given as:   

Here, δ is the Dirac delta function, and r0 and z0 are the radial and 
axial location of the sound source respectively. fc is the centre frequency 
of the incident pulse. td is the sound source time delay and Nc is the 
number of cycles. In this article, the time delay is fixed to be zero and the 
number of cycles is 10, i.e., td = 0 and Nc = 10. The force term defined 
in Eq. (64) is a scalar function if the sound source is in the fluid. How
ever, the force term is a vector function if the sound source is on the pipe 
wall. In the latter case, the force is generally applied in the radial or axial 
direction. This can be done by substituting Eq. (64) into the radial 

component fq
⃒
⃒
⃒
q=r 

or the axial component fq
⃒
⃒
⃒
q=z 

of the force term in Eq. 

(23). Note that the second-order Ricker wavelet (or Mexican hat 
wavelet) is often used as the incident function in seismic applications 
[16–19]. However, the frequency bandwidth of the Ricker wavelet is 
wider than the 10 cycle Hanning windowed pulse used here. To avoid 
wave dispersion, the Ricker wavelet is rarely used as the incident wave 
in pipeline inspection applications. 

The complex exponential stretching function proposed by Duan et al. 
[14] is used here. The radial coordinate stretching function is used to 
study pipes buried in elastic media or immersed in fluid. Although the 
numerical model proposed in section 2 can be used to model buried or 
immersed pipes, the additional modal, convergence studies and the 
interpretation of associated trapped or leaky wave modes require further 
investigation and won’t be covered here for the sake of space. No co
ordinate stretching is applied in the radial direction, so that h1 = 1, and 
d1 = 0. In the axial direction of the pipe, the following exponential 
stretching functions are used: 

h3 = eαz (65a)  

and 

d3 = eβz − 1 (65b) 

Δän = −

[

M + β1ΔtC +
1
2
β2Δt2K +

1
2
β2β3Δt3G +

1
2
β2(β3)

2Δt4H
]− 1

{
(
ΔtG + β3Δt2H

)
un +

[
ΔtK + β3Δt2G + (β3)

2Δt3H
]
u̇n +

[

ΔtC +
1
2

Δt2K +
1
2
β3Δt3G +

1
2
(β3)

2Δt4H
]

ün + ΔtHIn + Δf n

} (63)   

f (r, z, t)= 0.5 * δ(r − r0)δ(z − z0)sin(2πfc(t − td)) * [1 − cos(2πfc(t − td) /Nc)], if td ≤ t< td +Nc / fc f (r, z, t)= 0, if 0≤ t< td or t≥ td + Nc / fc (64)   
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where z = |z − ze|/h. ze is the entrance axial position of the PML and the 
thickness of the PML is h. α and β are real valued constants. In this 
article, the scaling parameter is fixed to be three, i.e., α = 3, and the 
damping parameter is defined as: 

β= ceil
[
log
(

1.5 *
cL

h
* log(1 /R0)

)]
(66)  

where the ceil operator indicates rounding the element in the square 
bracket to the nearest integer greater than or equal to that element. R0 is 
the reflection coefficient and fixed to be R0 = 1*10− 10 in this article. 

A commonly used method to validate a PML technique is to compare 
the PML truncated solution with an enlarged domain solution with fixed 
boundaries [18–20]. This method is used here to validate the accuracy of 
the PML model with a sound source located at the centre of the pipe in 

the fluid, i.e., r0 = 0 and z0 = 0. The total length of the pipe is 12 m in 
the PML model, including a PML thickness of h = 0.05 m at each end of 
the pipe. In the enlarged domain model, the total length of the pipe is 40 
m. The centre frequency of the Hanning windowed pulse is 10 kHz. At 
this frequency, SF(0,1) has an energy velocity of 5013.6 m/s and FS(0,1) 
has an energy velocity of 1262.1 m/s. Eight-noded quadratic elements 
are used to mesh the fluid and pipe with an element density of at least 9 
nodes per wavelength for the shortest bulk wave up to 40 kHz. In the 
PML model, 60,000 quadratic elements are generated in the fluid region, 
and 6000 are generated in the pipe region respectively. In the enlarged 
domain model, 160,000 quadratic elements are generated in the fluid 

Fig. 3. Normalised fluid velocity potential at different receiver locations: (a) 
z = 1 m; (b) z = 3 m; (c) z = 5 m. , PML model; - - - - -, enlarged model 
(overlays solid line). 

Fig. 2. Modal properties in water-filled steel pipe: (a) phase velocity; (b) en
ergy velocity; (c) energy distribution. 
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region, and 16,000 elements are generated in the pipe region respec
tively. The marching time step Δt is 0.002 ms. The total modelling 
duration N⋅Δt is 8.19 ms in both models. 

Fig. 3(a–c) show the comparison of time domain velocity potential 
solutions from both models at three receiver locations. The velocity 
potential presented here is normalised according to Eq. (54), and the 
normalised velocity potential is used throughout Section 3. The three 
receivers are all located on the central axis of the pipe, i.e., r = 0. 
Excellent agreement between the PML model and the enlarged model 
can be observed. The reflected sound waves from both pipe ends in the 
PML model have been totally absorbed. This shows the efficiency and 
accuracy of the fluid/solid coupled PML solution proposed in this article. 
Two modes have been excited with the sound source in the fluid. The 
fluid type mode FS(0,1) is the dominant mode, however, the structure 
type mode SF(0,1) can also be observed with an amplitude that is only 
around 1.2% of the amplitude of FS(0,1). In Fig. 3(a), the two wave 
modes are partially superimposed as it takes time for them to separate. 
The velocity of each wave mode can be simply verified by calculating the 
ratio of receiver distance to the travelling time of the corresponding 
pulse between two receivers. However, the accuracy of this method is 
influenced by the dispersion characteristics within the frequency 
bandwidth of the sound source. 

The influence of PML thickness on the absorption of pipe end re
flections is then examined and shown in Fig. 4. The receiver location is 
chosen to be z = 5 m, which is close to the PML entrance. The sound 
source and receiver are both located on the central axis of the pipe, i.e., 
r = 0. The out-going travelling waves at this receiver location have been 
shown in Fig. 3(c). Fig. 4 shows that only out-going waves can be 
observed when PML thickness h = 0.05 m or h = 0.1 m. However, both 
out-going and partially reflected waves from pipe end can be observed 
when PML thickness h = 0.01 m or h = 0.03 m. The radius of the pipe 
and the shortest wavelength of the propagating waves have been used as 
references for setting up the PML thickness. For all the four case studies 
shown in Fig. 4, the pipe end reflection from SF(0,1) has been totally 
absorbed. SF(0,1) has a faster wave speed than FS(0,1), however, the 
amplitude of SF(0,1) is relatively small and it is easier for PML to damp 
this wave mode. The pipe end reflection from FS(0,1) can be clearly seen 
in Fig. 4 when the PML thickness h = 0.01 m. In this case, the amplitude 
of the reflected FS(0,1) is less than 8% of the amplitude of the out-going 
FS(0,1), indicating majority energy of the reflected FS(0,1) has been 
absorbed by the PML. The PML thickness is then increased to h = 0.03 
m, and the amplitude of the reflected FS(0,1) is reduced to be less than 
0.5% of the amplitude of the out-going FS(0,1). However, partial 

Fig. 4. Influence of PML thickness on the absorption of pipe end reflections: 
, h = 0.01 m; , h = 0.03 m; , h = 0.05 m; ───, h = 0.1 m. 

Fig. 5. Propagating waves in the wavenumber-frequency domain. Colormap: 
two-dimensional Fourier transform of time domain signals; white dashed line: 
SAFE solution of Duan and Kirby [13]. 

Fig. 6. Snapshots of fluid velocity potential/pipe radial displacement distribution at different times t = 1, 2, 4, 5, 5.6 ms.  
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reflection from the pipe end can still be seen. The converged solution is 
achieved and shown in Fig. 4 when the PML thickness h = 0.05 m, or h =

0.1 m. Note that the performance of the PML is also dependent on the 
stretching coefficients α and β, and relevant investigations have been 
shown in Ref. [14]. The PML thickness is fixed to be h = 0.05 m in the 
following studies. 

A more accurate method to calculate frequency-dependent wave 
velocities and identify wave modes is to carry out a two-dimensional 
Fourier transform (2 d FFT) to time-domain signals [29]. 128 re
ceivers are placed on the central axis of the pipe with an even interval of 
0.03 m between two adjacent receivers. The location of the first receiver 
is r = 0, and z = 1 m. The location of the last receiver is r = 0, and z =

4.81 m. The time domain velocity potentials at all the 128 receiver 
points are calculated in the PML model, and a two-dimensional Fourier 
transform is then applied to the assembled data stored in the form of a 
matrix. This transfers the data from the space-time domain to the 
wavenumber-frequency domain, shown in Fig. 5. To identify wave 
modes, the wavenumber solution obtained from the SAFE model [13] is 
plotted on Fig. 5 for comparison. It can be seen that the 2 d FFT solution 
matches the SAFE solution very well. This further validates the PML 
model proposed in this article. Note that the wavenumber resolution of 
the Fourier transformed signal shown in Fig. 5 can be further improved 
or reduced by adding or removing sampling points in the space domain. 

3.3. Time domain wave propagation in fluid-filled pipes 

Fig. 6(a–f) show the fluid velocity potential/pipe radial displacement 
distribution at different times. Fig. 6(a–e) are solutions obtained from 
the PML model, and Fig. 6(f) is the solution obtained from the enlarged 
model. Excellent agreement has been observed between sound fields in 
the unstretched region in the PML and enlarged models, however, not all 

solutions from the enlarged model have been presented, for the sake of 
space. Fig. 6(e–f) show zoomed-in solutions from both models at the 
same time t = 5.6 ms, and can thus be compared directly. This time is 
chosen because majority part of the FS(0,1) wave has entered the PML, 
while the remaining part is still outside of the PML. This helps to 
examine whether any sound wave has been reflected by the PML. It can 
be seen in Fig. 6(e) that the PML (with a thickness of only 0.05 m) has 
absorbed all energy of the FS(0,1) wave that has entered the PML. The 
sound field in the unstretched region is identical to that shown in Fig. 6 
(f) from the enlarged model. 

Fig. 6(a–f) also show there is a phase difference between the fluid 
velocity potential field and the pipe radial velocity field, which is seen as 
the slight misalignment between pulses in the axial direction. This is 
consistent with Eqs. 41 and 42, as the gradient of the potential gives 
radial velocity which is continuous across the fluid/pipe interface. In 
Fig. 6(a), both SF(0,1) and FS(0,1) can be observed. The structural type 
SF(0,1) mode has a wavelength of 0.52 m at 10 kHz, and a 10 cycle 
Hanning windowed pulse spans over a width of 5.2 m. The first and last 
2 cycles of SF(0,1) are not clearly visible in Fig. 6(a), due to that the 
amplitude of this mode is very small compared to the FS(0,1) mode. At 
t = 2 ms and afterwards, SF(0,1) has entered the PML region and is 
absorbed, and thus this mode cannot be seen in Fig. 6(b–f). The fluid 
type mode FS(0,1) has a wavelength of 0.134 m at 10 kHz, and a 10 cycle 
Hanning windowed pulse spans over a width of 1.3 m. The pulse span
ning width is actually increasing as this mode propagates along the pipe 
because of the dispersive nature of this wave mode. 

The time domain PML model has been validated in Figs. 3–6 for a 
sound source located in the fluid. Now the PML model is used to study 

Fig. 7. Guided waves excited by a radial line source located around the outer 
circumference of the pipe: (a) fluid potential received at r = 0 and z = 3 m; (b) 
pipe displacement received at r = 0.04465 m and z = 3 m. 

Fig. 8. Snapshots of fluid velocity potential/pipe displacement distribution at 
t = 1 ms with a radial line source located around the outer circumference of 
the pipe. 
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guided waves excited by an axisymmetric line source located around the 
outer circumference of the pipe at r = 0.04465 m, and z = 0. The 
incident sound is the 10 cycle Hanning windowed pulse with a centre 
frequency of 10 kHz. The structural excitation force is applied in the 
radial direction. Fig. 7. (a & b) show the time domain signals received in 
the fluid and on the pipe wall respectively. It can be seen that the 
dominant excited wave mode is the FS(0,1) mode. The velocity potential 
amplitude of SF(0,1) is around 4.1% of the amplitude of FS(0,1). Fig. 7 
(b) show the displacements of these two wave modes. It is clear that FS 
(0,1) has a dominant radial displacement, while SF(0,1) has a dominant 
axial displacement. This implies that the FS(0,1) mode can be better 
detected by measuring the fluid potential field or the pipe radial 
displacement. The SF(0,1) mode can be better detected by measuring the 
pipe axial displacement in the low frequency range studied here. 

Fig. 8 (a & b) show the fluid velocity potential/pipe displacement 
distribution at t = 1 ms with a radial line source located around the 
outer circumference of the pipe at r = 0.04465 m, and z = 0. At this 
time, both FS(0,1) and SF(0,1) can be observed in the PML model. It is 
clear that the axial displacement of SF(0,1) is stronger than its radial 
displacement, which is consistent with Fig. 7 (b). The axial displacement 
of FS(0,1) is slightly distorted in the range between 0 and 1 m, due to the 
superimposition between FS(0,1) and the trailing part of SF(0,1). The 
axial displacement of FS(0,1) is also decreasing from the inner radius of 
the pipe to the outer radius. 

To study the relationship between the excited wave modes and the 
direction of the sound source force term in Eq. (23), the excitation force 
is now applied in the axial direction of the pipe. Fig. 9. (a & b) show the 
time domain signals received in the fluid and on the pipe wall respec
tively, with an axial line source located around the outer circumference 
of the pipe at r = 0.04465 m, and z = 0. Fig. 9(a) shows that the velocity 
potential amplitude of the FS(0,1) mode is around 9% of the amplitude 
of the SF(0,1) mode. Note that SF(0,1) is a structural type mode, with 

most of the energy in the pipe wall. Comparing Fig. 9(a) with Fig. 7(a), 
the maximum fluid potential excited by the axial line source is much 
smaller than that excited by the radial line source. Fig. 9(b) shows that 
only the displacements of SF(0,1) can be observed. The displacements of 
FS(0,1) are too small compared to SF(0,1), that this mode is almost 
invisible. Fig. 9. (a & b) show that the dominant excited wave mode is SF 
(0,1) when the excitation force is applied in the axial direction of the 
pipe. 

Fig. 10 (a & b) show the fluid velocity potential/pipe displacement 
distribution at t = 1 ms with an axial line source located around the 
outer circumference of the pipe at r = 0.04465 m, and z = 0. It can be 
seen that the only visible mode is SF(0,1), and FS(0,1) is invisible 
because of the relative small amplitude of this wave mode. The SF(0,1) 
mode has a dominant displacement in the axial direction of the pipe. 
This mode is an extensional type wave mode, with most of its energy in 
the pipe wall in the low frequency range, which can also be seen in Fig. 2 
(c). The radial displacement of this wave mode is relatively small, and 
consequently the fluid potential amplitude is small following the con
tinuity of radial displacement across the fluid/pipe wall interface. 

4. Conclusions 

In this article, a numerical time-domain PML truncated model is 
proposed to study the excitation of guided waves in fluid filled pipes. In 
the elastic domain, a displacement-strain mixed formulation is proposed 
in the PML, whereas in the fluid domain, a velocity potential-velocity 
mixed formulation is proposed in the PML. The strain in the solid and 
particle velocity in the fluid are auxiliary variables introduced to guar
antee that complex variables can be eliminated and convolution 

Fig. 9. Guided waves excited by an axial line source located around the outer 
circumference of the pipe: (a) fluid potential received at r = 0 and z = 3 m; (b) 
pipe displacement received at r = 0.04465 m and z = 3 m. 

Fig. 10. Snapshots of fluid velocity potential/pipe displacement distribution at 
t = 1 ms with an axial line source located around the outer circumference of 
the pipe. 
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operations can be avoided, following an inverse Fourier transform. The 
final systematic equations in the elastic and fluid domains are presented 
in an identical form and can be executed with the same extended 
Newmark time marching algorithm. Furthermore, the PML formulations 
in the elastic and fluid domains are compatible with each other, and the 
fluid/solid coupling in the PML can be implemented efficiently. This is 
done by substituting the solid particle velocity and displacement into the 
fluid domain on the coupling interface, and substituting the fluid po
tential and its derivative into the solid domain on the coupling interface 
through an iterative ‘staggered scheme’. 

The accuracy and efficiency of the PML model is examined and 
validated. The thickness of the PML is chosen to be 0.05 m in the fluid 
and solid domains. Time domain solutions are obtained. The two- 
dimensional Fourier transform of time domain signals delivers 
frequency-wavenumber solution which can be compared to SAFE based 
modal solution, and excellent agreement has been observed. The PML 
model is then compared to an enlarged numerical model without PML, 
and identical solutions have been achieved in the unstretched region. 
The PML model is used to study the excitation of guided waves with a 
sound source in the fluid or on the pipe wall. In the low frequency range 
studied here, the dominant excited wave mode is the fluid type mode FS 

(0,1) when the sound source is in the fluid or when a radial line source is 
applied on the outer circumference of the pipe wall. However, the 
dominant excited wave mode is the structural type SF(0,1) mode when 
the sound source is an axial line source applied around the circumfer
ence of the pipe. 
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Appendix A. equations in the solid domain 
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Appendix B. equations in the fluid domain 
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⎦ (B11)  

DR
2 =

[
h3 0
0 h1

]

(B12)  

D2f =

[
d1 0
0 d3

]

(B13)  

D∈
2 =

[
d3 0
0 d1

]

(B14)  

Dㄇ2 =

[
d2d3 0
0 d1d2

]

=

[
0 0
0 0

]

(B15)  
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