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Abstract

This thesis describes a search for long-lived heavy neutral leptons using a dataset of
137 fb−1 collected during the 2016–2018 proton-proton runs with the CMS detector. The
search uses a final state containing two leptons and at least one hadronic jet. This is the
first analysis at the Large Hadron Collider which considers universal mixing between
the Standard Model and heavy neutral lepton species. The search makes heavy use of
a deep neural network-based displaced jet tagging algorithm, originally developed to
target heavy long-lived gluino decays. The tagger was trained on both simulation and
proton-proton collision data using the domain adaptation technique, which significantly
improved the modelling of its output in simulation. The tagger has excellent performance
for a range of long-lived particle lifetimes and generalises well to various flavours of
displaced jets. In this analysis, the backgrounds are estimated in an entirely data-driven
manner. No evidence for heavy neutral leptons is observed, and upper limits are set for a
wide range of heavy neutral lepton mass, lifetime, and mixing scenarios. This is the most
sensitive search for heavy neutral leptons in the 1–12GeV mass range to date.
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Introduction

Several models of physics beyond the Standard Model (SM) predict the existence of new
long-lived particles (LLPs). Hadron collider experiments, such as CMS, were mostly
designed to search for particles that decay promptly after being produced during hadron
collisions. A substantial effort has been invested at the Large Hadron Collider (LHC) for
such searches; however, no new particle has been observed yet. On the other hand, a
large amount of phase space remains uncovered when considering various models of
LLPs. Searches for LLPs are difficult because experiments like CMS were not explicitly
designed to detect signatures of significantly displaced decays.

Machine learning (ML) methods are excellent tools to bridge the performance gap of
new LLP searches, considering the recent advances in deep learning (DL). This thesis
presents a search for long-lived heavy neutral leptons (HNLs) decaying to displaced jets
and leptons. The search makes use of a novel deep neural network (DNN) displaced jet
tagging algorithm. This is the first search at the LHC of HNLs with arbitrary coupling to
all three SM lepton generations simultaneously.

The layout of this thesis is as follows: first, an introduction to the SM of particle physics
is provided in Chapter 1. Several unresolved questions within the SM are addressed in
Chapter 2. Possible resolutions of these questions require extensions to the SM, and two
such extensions, called supersymmetry (SUSY) and HNLs, are considered within this
thesis. Crucially, both theories can give rise to LLPs.

An overview of the LHC and the CMS experiment with its subdetectors is given in Chap-
ter 3. The reconstruction of particles, based on the signatures they leave in the CMS
detector, called Particle Flow (PF), is the subject of Chapter 4. Reconstruction algorithms,
that ensure sufficient efficiency of reconstructing displaced particles, are of crucial im-
portance for LLP searches, and are also discussed in this Chapter.

Chapter 5 covers different techniques and methodologies relevant for the data analysis
performed within this thesis. This includes the generation of the simulated signal and
background events; the foundations of various ML methods such as DNNs and boosted
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Introduction 3

decision trees (BDTs) used extensively within this analysis; the statistical framework for
hypothesis testing used to set upper limits (ULs).

Decays of LLPs to displaced jets are often the best detection channels due to typically high
branching ratios (BRs). A displaced jet tagger was initially developed as a proof-of-concept
algorithm to search for energetic displaced jets originating from the decays of heavy
long-lived SUSY gluinos [1]. A crucial development included domain adaptation (DA), a
transfer learning technique that facilitates the neural network (NN) training directly on
data by penalising the use of mismodelled NN input features. The development of the
algorithm is described in Chapter 6.

A search for long-lived HNLs, performed using a proton-proton (pp) collision data set of
137 fb−1 collected in 2016–2018 with the CMS experiment, is described in Chapter 7. A
distinguishing feature of this search is that it considers HNL couplings to all three lepton
generations simultaneously. For this, the search heavily relies on using the displaced jet
tagging algorithm. Several adjustments have since been made to the tagging algorithm
to accommodate the decays of boosted, low-mass LLPs, such as long-lived HNLs.

The backgrounds are estimated using a data-driven techniquewhich is the subject of Chap-
ter 8. Based on the predicted signal and background yields, and the observed counts in
data, ULs are set on various HNL scenarios.





Chapter 1

The Standard Model of particle
physics

In this Chapter, a brief introduction to the SM of particle physics is provided. An overview
of the fundamental particles and the relationship between these particles and the forces
is given. Natural units with ℏ = 𝑐 = 1 are used throughout this thesis, unless stated
otherwise.

1.1 Overview of the Standard Model

The review presented here is based on Ref. [2]. The SM is a theory describing all known
interactions and classifying all known elementary particles. Each interaction is charac-
terised by a quantum field theory (QFT), whose excitations correspond to force mediators.
The SM only includes fundamental particles, i.e. particles that have not been observed to
have an internal structure. These can be divided based on spin: fermions have half-integer
spin, while bosons have integer spin. The fermions, which always have spin-1/2 in the
SM, are further subdivided into quarks and leptons. The quarks participate in the strong
interaction, while the leptons do not.

Almost all the ordinary matter comprises only several particles: the electron, the electron
neutrino, the up quark, and the down quark. Together, these four particles make up
the first fermionic generation of the SM. The SM contains three generations, where the
second and third generations are almost exact copies of the first one, the only difference
being in the particle mass. In contrast, the other quantum numbers remain the same. The
properties of the leptons are described in Table 1.1, while the quarks are listed in Table 1.2.
The interactions between particles aremediated by spin-1 bosons, summarised in Table 1.3.
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1.2. Gauge theories 6

The gauge bosons acquire their mass via the Higgs mechanism, which additionally implies
the presence of a spin-0 Higgs boson with a mass of 𝑚H = (125.10 ± 0.14)GeV [3].

Table 1.1: The three generations of leptons of the SM. The charged lepton masses are
obtained to very high precision from direct measurements [3]. The neutrino masses are
known to be non-zero but orders of magnitude smaller than the quark and charged lepton
masses.

Leptons
Generation Particle Mass Charge

First 𝑒− 511 keV -1𝜈𝑒 ∼ 0 0

Second 𝜇− 106MeV -1𝜈𝜇 ∼ 0 0

Third 𝜏− 1.78 GeV -1𝜈𝜏 ∼ 0 0

Table 1.2: The three quark generations of the SM. The quark masses are reported in the
MS-scheme, except for the top quark mass, which corresponds to the pole mass [3].

Quarks
Generation Particle Mass Charge

First u 2.16+0.49−0.26 MeV +2/3
d 4.67+0.48−0.17 MeV −1/3

Second c 1.27 ± 0.02GeV +2/3
s 93+11−5 MeV −1/3

Third t 172.76 ± 0.30GeV +2/3
b 4.18+0.03−0.02 GeV −1/3

Table 1.3: The force mediators, spin-1 gauge bosons of the SM. The electroweak (EW)
gauge boson masses are obtained from Ref. [3].

Force Particle Mass Charge

Electromagnetic 𝛾 0 0

Weak W± 80.4 ± 0.012GeV ±1
Z 91.1876 ± 0.0021GeV 0

Strong g 0 0

1.2 Gauge theories

In QFTs, particles are described as excitations of fields, 𝜙(𝑥) = 𝜙(𝑡, 𝑥), which are continu-
ous functions of the space-time coordinates. The Lagrangian density is a quantity that
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describes the dynamics of the physical system in terms of the field and its spacetime
derivative, i.e.ℒ = ℒ(𝜙, 𝜕𝜇𝜙). The fields follow the principle of least action, which states
that the action, defined as:

𝑆 = ∬ℒ(𝜙, 𝜕𝜇𝜙)d3𝑥 d𝑡 = ∫ℒ(𝜙, 𝜕𝜇𝜙)d4𝑥, (1.1)

is minimised, which gives rise to the Euler-Lagrange equation for the fields:

𝜕𝜇 ( 𝜕ℒ𝜕 (𝜕𝜇𝜙)) − 𝜕ℒ𝜕𝜙 = 0. (1.2)

The quantitative description of particles and their interactions (forces) comes from the
perturbative QFT approach, where the Lagrangian is decomposed into a free field and an
interaction part:

ℒ = ℒ0 + ℒI. (1.3)

The free field ℒ0 describes freely propagating particles, whereas the interaction termsℒ𝐼 describe processes involving several particles. In the interaction picture of quantum
mechanics, the free-field model can be solved exactly, and solutions to the complete
model are expressed as perturbations of the free-field solutions. Each interaction can be
visually represented as Feynman diagrams, obtained using Feynman rules from ℒ𝐼. The
calculation allows to determine a desired physical quantity 𝑎 to order 𝑛 as a power series:

𝑎 = 𝛼𝑎1⏟
LO

+ 𝛼2𝑎2⏟
NLO

+⋯ + 𝛼𝑛𝑎𝑛⏟
NnLO

, (1.4)

where 𝛼 denotes the strength of the interaction. Given 𝛼 < 1, the series is convergent.
Practically, the calculation in perturbation theory is cut-off at some fixed order, which
describes its accuracy: leading-order (LO), next-to-leading-order (NLO), etc.. The number
of Feynman diagrams used to construct the matrix element (ME) increases factorially
with the number of particles involved in the interaction.

As an example of a basic QFT, let us consider the Lagrangian density for a free non-
interacting scalar field:

ℒ 0
S = 12(𝜕𝜇𝜙)(𝜕𝜇𝜙) − 12𝑚2𝜙2. (1.5)
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Substituting this Lagrangian density into the Euler-Lagrange equation returns the Klein-
Gordon equation for a free scalar field:

𝜕𝜇(𝜕𝜇𝜙) + 𝑚2𝜙 = 0. (1.6)

The excitations of the field are spin-0 scalar particles of mass 𝑚. In the SM, the Klein-
Gordon equation describes the free-field part of the Higgs boson. For free relativistic
spin-half fermion fields, the Lagrangian density is:

ℒ𝐷 = 𝑖𝜓𝛾𝜇𝜕𝜇𝜓 − 𝑚𝜓𝜓 , (1.7)

where 𝜓 is a four-component complex spinor, with the four degrees of freedom corre-
sponding to particle, antiparticle, and left- and right-handed chiral states; 𝛾𝜇 are the
four Dirac (gamma) matrices. In this case, substituting the Lagrangian density into the
Euler-Lagrange equation gives the famous Dirac equation:

𝑖𝛾𝜇 (𝜕𝜇𝜓) − 𝑚𝜓 = 0. (1.8)

1.2.1 Gauge invariance and quantum electrodynamics

The Lagrangians of the SM are required to satisfy a principle called local gauge invariance.
In other words, the Lagrangianmust be invariant under a local phase transformation of the
fields. Curiously, this requirement induces interaction terms in the system. For example,
the theory of electromagnetism can be obtained by imposing a local U(1) symmetry of
the Lagrangian for a particle satisfying the Dirac equation:

𝜓(𝑥) → 𝜓 ′(𝑥) = 𝑒𝑖𝑞𝜒(𝑥)𝜓(𝑥), (1.9)

where 𝑞 is the electric charge of the particle and 𝜒(𝑥) is a space-time dependent phase.
To denote the electromagnetic coupling strength, the fine-structure constant, 𝛼QED =𝑒2/(4𝜋) ≈ 1/137, is sometimes used. The Lagrangian ℒ𝐷 of Equation 1.7 then transforms
as:

ℒ𝐷 → ℒ ′𝐷 = 𝑖𝑒−𝑖𝑞𝜒𝜓𝛾𝜇 [𝑒𝑖𝑞𝜒𝜕𝜇𝜓 + 𝑖𝑞 (𝜕𝜇𝜒) 𝑒𝑖𝑞𝜒𝜓] − 𝑚𝑒−𝑖𝑞𝜒𝜓𝑒𝑖𝑞𝜒𝜓= ℒ𝐷 − 𝑞𝜓𝛾𝜇 (𝜕𝜇𝜒) 𝜓 . (1.10)
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As it stands, the Lagrangian is not invariant under a local U(1) phase transformation. The
required gauge invariance is restored by replacing the derivative 𝜕𝜇 with the covariant
derivative:

𝜕𝜇 → 𝐷𝜇 = 𝜕𝜇 + 𝑖𝑞𝐴𝜇, (1.11)

and by introducing the photon field, 𝐴𝜇, which transforms as:

𝐴𝜇 → 𝐴′𝜇 = 𝐴𝜇 − 𝜕𝜇𝜒. (1.12)

The photon field satisfies the wave equation 𝜕𝜇𝜕𝜇𝐴𝜈 = 0. The complete, gauge-invariant
Lagrangian density can be expressed as:

ℒQED = ℒD − 𝑞𝜓𝛾𝜇𝜓𝐴𝜇 − 14𝐹𝜇𝜈𝐹𝜇𝜈, (1.13)

where 𝐹𝜇𝜈 is the photon (gauge) kinetic energy term:

𝐹𝜇𝜈 = 𝜕𝜇𝐴𝜈 − 𝜕𝜈𝐴𝜇, (1.14)

which is also invariant under the U(1) local phase transformation. The resulting QFT is
called quantum electrodynamics (QED). Thus, a gauge boson, the photon, which interacts
with a matter field, i.e. the electron, emerges naturally by requiring local gauge invariance.
Furthermore, it has been shown that only QFTs with local gauge invariance are renormal-
isable, i.e. predictive beyond a specific (low-energy) regime [4]. All other interactions in
the SM are generated identically, the only difference being that the corresponding gauge
symmetries are based on higher-dimensional (special) unitary groups.

A significant result, known as Nöther’s theorem [5], states that there exists a conservation
law associated with each differentiable symmetry of the Lagrangian. The U(1) symmetry
of the QED Lagrangian results in the conservation of the electric charge, 𝑞. It is important
to stress that even though a global phase invariancewould still lead to charge conservation,
it would not result in the photon field. Finally, the global Poincaré symmetry group,
consisting of translational symmetries, rotational symmetries, and Lorentz boosts, results
in conservation laws of energy, momentum, and angular momentum.
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1.3 Strong interaction

The strong interaction, described by the theory of quantum chromodynamics (QCD),
corresponds to an SU(3) gauge symmetry:

𝜓(𝑥) → 𝜓 ′(𝑥) = exp [𝑖𝑔𝑠𝛼(𝑥) ⋅ T̂]𝜓(𝑥), (1.15)

where 𝛼(𝑥) is a three-dimensional phase, ̂T are the generators of the SU(3) symmetry
group, related to the 3 × 3 Gell-Mann matrices 𝑇 𝑎 = 𝜆𝑎/2, 𝑎 = 1, … , 8, and 𝑔𝑠 encodes the
coupling strength of the strong interaction. The wavefunction has three components:

𝜓 = (𝜓red, 𝜓blue, 𝜓green) , (1.16)

called “colours”, corresponding to the three conserved colour charges of the strong
interaction. A gauge-invariant Dirac Lagrangian density is constructed by introducing
eight gluon fields, one for each of the generators, 𝐺𝑎𝜇(𝑥), which act as the strong force
mediators:

ℒQCD = ∑𝑗=u,d,s,c,b,t 𝜓𝑗 (𝑖𝛾𝜇𝐷𝜇 − 𝑚𝑗) 𝜓𝑗 − 14𝐹 𝑎𝜇𝜈𝐹 𝑎,𝜇𝜈, (1.17)

with the gauge-covariant derivative:

𝐷𝜇 = 𝜕𝜇 + 𝑖𝑔𝑠𝐺𝑎𝜇𝜆𝑎/2. (1.18)

Unlike QED, QCD is a non-Abelian gauge theory — the generators of the SU(3) group
do not commute, instead [𝑇 𝑎, 𝑇 𝑏] = 𝑖𝑓 𝑎𝑏𝑐𝑇 𝑐, where 𝑓 𝑎𝑏𝑐 are the structure constants of the
SU(3) symmetry group. The field strength tensor then becomes:

𝐹 𝑎𝜇𝜈 = 𝜕𝜇𝐴𝑎𝜈 − 𝜕𝜈𝐴𝑎𝜇 + 𝑔𝑠𝑓 𝑎𝑏𝑐𝐴𝑏𝜇𝐴𝑐𝜈, (1.19)

where the additional term is necessary to uphold gauge invariance. The non-Abelian
structure has significant consequences for the theory, as it gives rise to gluon self-
interactions in the gauge term 𝐹 𝑎𝜇𝜈𝐹 𝑎,𝜇𝜈.
QCD has a property called asymptotic freedom, meaning the strength of the interaction,
conventionally denoted as 𝛼𝑠 ∼ 𝑔2𝑠 , decreases with increasing energy transfer between
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world average, we first combine six pre-averages, excluding the lattice result, using a ‰
2 averaging

method. This gives
–s(M2

Z) = 0.1176 ± 0.0011 , (without lattice) . (9.24)

This result is fully compatible with the lattice pre-average Eq. (9.23) and has a comparable error.
In order to be conservative, we combine these two numbers using an unweighted average and take
as an uncertainty the average between these two uncertainties. This gives our final world average
value

–s(M2
Z) = 0.1179 ± 0.0010 . (9.25)
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Figure 9.5: Summary of measurements of –s as a function of the energy scale Q. The respective
degree of QCD perturbation theory used in the extraction of –s is indicated in brackets (NLO:
next-to-leading order; NNLO: next-to-next-to-leading order; NNLO+res.: NNLO matched to a
resummed calculation; N3LO: next-to-NNLO).

This world average value is in very good agreement with the last version of this Review, which
was –s(M2

Z
) = 0.1181 ± 0.0011, with only a slightly lower central value and decreased overall
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Figure 1.1: Summary of measurements of 𝛼𝑠 as a function of the energy scale 𝑄. Figure
taken from Ref. [3].

interacting particles, 𝑄, in particular, 𝛼𝑠 → 0, as 𝑄 → ∞. Various experimental mea-
surements of 𝛼𝑠 as a function of 𝑄 are shown in Figure 1.1. At the confinement scale,ΛQCD ≅ 300MeV, where 𝛼𝑠(ΛQCD) ≥ 1, the theory becomes non-perturbative, as can be
seen from Equation 1.4. On the other hand, perturbation theory can still be employed
at higher energies, e.g. 𝛼𝑠(100GeV) = 𝒪(0.1). Such energies are readily accessible at
hadron colliders such as the LHC. Perturbative calculations in QCD are done by fixing
the physical coupling constant at the renormalisation scale, 𝜇R. For instance, at the Z
boson mass, the coupling constant is 𝛼𝑠(𝑚2

Z) = 0.1179. The contribution of quarks and
gluons to the “bare” coupling constant is absorbed into the physical constant at the scale𝜇R.
Although experimental evidence is abundant for quarks, they have not been observed as
free particles. In the non-perturbative regime 𝑄 < ΛQCD, lattice field theory must be used
to make predictions. In this regime, quarks form bound colourless states, called hadrons.
The principle of colour confinement states that coloured objects only exist as singlet
states [6]. On the contrary, objects with a non-zero colour charge cannot propagate as
free particles. Colour confinement restricts the possible hadronic states, which can be
characterised based on valence quark content as mesons (q ̅q) and baryons (qqq, ̅qq̅q̅). For
example, the quark content of a proton is uud. The LHCb collaboration has also recently
observed exotic tetraquark (qqq̅q̅) and pentaquark (qqqq ̅q) states [7], [8]. Apart from the
valence quarks, a sizeable fraction of the hadron energy is made of virtual gluons and
quarks (sea quarks). Collectively, all strongly-interacting constituents of a hadron are
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referred to as partons.

The energy content of a hadron is given by parton distribution functions (PDFs), describing
the momentum fraction distribution of a given type of parton. The PDFs describe the
internal structure of hadrons. They must be measured experimentally at a given energy
transfer 𝑄2, as perturbation theory is not applicable in the low-energy regime of bound
quark states. However, the evolution of PDFs to the relevant experimental energy scale
can still be calculated from the DGLAP1 equation [9]–[11]. PDFs are indispensable when
calculating interaction cross-section in hadron colliders, such as the LHC, as interactions
between hadrons are modelled as interactions between constituent partons in the hard
scattering process, where a parton of flavour 𝑓𝑖 carries a momentum fraction 𝑥 of the
total hadron energy. The momentum contributions from all parton flavours result in the
following normalisation equation:

∫10 partons∑𝑖 PDF (𝑥, 𝑓𝑖, 𝜇2F) ⋅ 𝑥d𝑥 = 1, (1.20)

The factorisation scale 𝜇F is a key concept in perturbative QCD, and it defines the
boundary between short- and long-distance physics. Collinear emissions of partons with
energy transfers below 𝜇F are implicitly absorbed into the PDFs themselves, i.e. they are
treated as part of the internal proton structure. Emissions of partons above 𝜇F are treated
as part of the hard process. The renormalisation and factorisation scales are typically
chosen to match the expected energy transfer in that process 𝜇2F,R ≈ 𝑄2. It is important
to stress that renormalisation and factorisation scales are not physical quantities and
arise due to calculations being performed at some fixed order in perturbation theory.
The higher-order calculations result in decreasing dependence on the choice of the
scale. Uncertainties in the calculations are conventionally determined by varying the
factorisation and renormalisation scales by a factor of two.

The data analysis performed within this thesis uses pp collision data. As a result, only
the proton PDFs are directly relevant. Proton PDFs have been measured in various
experiments, such as fixed-target electron-proton scattering, high-energy electron-proton
collider experiments, high-energy proton-antiproton collision data from Tevatron, and
high-energy pp collision data from the LHC itself. Most of these measurements are
complimentary, and a combined fit provides tight constraints on proton PDFs. The
analysis described in this thesis uses the neural network parton distribution function
(NNPDF) set [12], [13], which is obtained using NNs as basic interpolating functions and
a Monte Carlo (MC) method to estimate the PDF uncertainties. The proton PDFs for two
different scales are shown in Figure 1.2. The contribution from valence u and d quarks is

1Dokshitzer–Gribov–Lipatov–Altarelli–Parisi
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seen to peak at 𝑥 ∼ 0.1–0.2, the u quark contribution is approximately twice as large as
that of the d quark, as expected from the proton composition. On the other hand, at low𝑥 values the proton is dominated by a “gluon sea” instead.

12 18. Structure Functions
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xf(x,Q2=102 GeV2) xf(x,Q2=104 GeV2)

Figure 1.2: Proton PDFs in the NNPDF3.0 set. The valence (uv, dv) quark, sea quark,
and gluon (scaled down by a factor of 10) distributions are shown at the energy scale of𝑄2 = 102 GeV (left) and 𝑄2 = 104 GeV (right).

Another crucial experimental implication of quark confinement is that high-energy
quarks, such as those produced at the LHC, form collimated bunches of hadrons. This
process is known as hadronisation, and the resulting hadron jets follow the direction of
the original quarks.

1.4 Electroweak sector

The unified Glashow-Salam-Weinberg (GSW) model [14]–[16] combines electromagnetic
and weak forces. The EW sector is described by an internal SU(2) ⊗ U(1) symmetry:

ℒEW = ̄𝜓 𝛾𝜇 ⎛⎜⎜⎝𝑖𝜕𝜇 − 𝑔′ 12𝑌𝐵𝜇⏟⏟⏟⏟⏟⏟⏟⏟⏟
U(1) − 𝑔12𝜎 ⋅W𝜇⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

SU(2)
⎞⎟⎟⎠ 𝜓−14𝐵𝜇𝜈𝐵𝜇𝜈 − 12 tr𝑊𝜇𝜈𝑊 𝜇𝜈, (1.21)
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where 𝜎 = (𝜎1, 𝜎2, 𝜎3) are the three Pauli spin matrices, and W𝜇 = (W(1)𝜇 ,W(2)𝜇 ,W(3)𝜇 ) are
three gauge fields of the SU(2) symmetry group, while 𝑔 and 𝑔′ are the weak coupling
constants. In the GSWmodel, the U(1) gauge symmetry of QED is redefined by a different
U(1) gauge symmetry, where the electric charge and photon field are replaced by a weak
hypercharge and a new gauge field: 𝑞 → 𝑌 , 𝐴𝜇 → 𝐵𝜇. The relationship between the
two sets of quantum numbers is:

𝑞 = 𝑇3 + 12𝑌 , (1.22)

where 𝑇3 is the third component of the weak isospin, the weak charge of the W𝜇 gauge
fields. The physical W bosons, mediators of the charged-current (CC) part of the weak
interaction, are identified as the linear combination:

W±𝜇 = 1√2 ( W(1)𝜇 ∓ 𝑖 W(2)𝜇 ) . (1.23)

A vital feature of the weak interaction is that, unlike QED and QCD, it has been exper-
imentally observed to violate parity [17]. To this end, it is helpful to decompose the
particle state 𝜓 into left- and right-handed components:

𝜓 = 𝜓𝐿 + 𝜓𝑅, (1.24)

by using the chiral projection operators 𝑃𝐿,𝑅 = 12(1 ∓ 𝛾 5), which satisfy:

𝜓𝐿 = 𝑃𝐿𝜓 , 𝜓𝑅 = 𝑃𝑅𝜓 , for particles,𝜓𝐿 = 𝜓𝑃𝑅, 𝜓𝑅 = 𝜓𝑃𝐿, for antiparticles. (1.25)

The CC weak interaction has a V-A (vector minus axial-vector) structure, meaning that
only left-handed (right-handed) chiral (anti-) particle states 𝜓𝐿 (𝜓𝑅) participate in the
interaction. The physical W bosons, the left-handed fermion states, and the right-handed
fermion antiparticle states all form weak isospin doublets with (𝑇 , 𝑇3) = (1/2, ±1/2).
The photon and Z boson fields are obtained as linear combinations of the 𝐵𝜇 and W(3)𝜇
fields:

𝐴𝜇 = +𝐵𝜇 cos 𝜃W +W(3)𝜇 sin 𝜃W,
Z𝜇 = −𝐵𝜇 sin 𝜃W +W(3)𝜇 cos 𝜃W,
with 𝑒 = 𝑔 sin 𝜃W = 𝑔′ cos 𝜃W. (1.26)
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The resulting Z boson, the mediator of the neutral-current (NC) interaction, violates
parity, which has been experimentally established [18]. The photon and Z boson fields,
the right-handed fermions, and the left-handed antifermions form weak isospin singlets
with eigenvalue 𝑇 = 𝑇3 = 0. As a result, electrically uncharged, right-handed neutrinos
(left-handed antineutrinos) are not subject to any interaction, i.e. sterile, in the SM.

The weak mixing (Weinberg) angle has been measured experimentally giving sin2 𝜃W ≅0.22, and hence the weak coupling strength to be 𝛼W = 𝛼QED/ sin2 𝜃W ≈ 0.032 [19]. The
strength of the weak interaction is typically expressed in terms of the Fermi coupling
constant 𝐺F ≅ 1.17 × 10−5 GeV−2:

𝐺F ≈ √2𝑔28𝑚2
W
. (1.27)

The force carriers, as introduced via gauge symmetry invariance, must have zero mass.
Two of the force carriers, the gluon and the photon, are massless, while the W and Z
bosons are massive. However, the EW Lagrangian contains no mass terms for the gauge
bosons or the fermions, which would break the gauge invariance. Thus, it does not
describe the observed universe, where the said particles have non-zero mass. For the EW
gauge bosons to acquire mass and the theory to be self-consistent, a further spin-0 boson,
the Higgs boson, is required.

1.5 Electroweak symmetry breaking

The Higgs mechanism is an essential part of the SM, as it allows the W and Z bosons
to acquire mass without breaking the local gauge symmetries of the SM. The Higgs
mechanism embeds the idea of electroweak symmetry breaking (EWSB) within a local
gauge symmetry. For the SM Higgs mechanism, at least four degrees of freedom are
required, and the simplest Higgs model introduces a set of two complex scalar fields, 𝜙+
and 𝜙0, one charged and one neutral, and both with 𝑌 = 1:

𝜙 = ( 𝜙+𝜙0 ) = 1√2 ( 𝜙1 + 𝑖𝜙2𝜙3 + 𝑖𝜙4 ) , (1.28)

which satisfy the following Lagrangian density:

ℒ = (𝐷𝜇𝜙)†(𝐷𝜇𝜙) − 𝜇2𝜙†𝜙 − 𝜆(𝜙†𝜙)2. (1.29)
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This Lagrangian density possesses a global U(1) symmetry, as it is invariant under the
transformation 𝜙 → 𝜙′ = 𝑒𝑖𝛼𝜙. Assuming 𝜇2 < 0, 𝜆 > 0, the vacuum state of the field will
not be at 𝜙 = 0, but instead at:

𝜙21 + 𝜙22 + 𝜙23 + 𝜙24 = 𝑣2 = −𝜇2𝜆 . (1.30)

There is an infinite number of minima, but only one ground state is realised. Thus, in
EWSB, the U(1) symmetry of the Lagrangian is violated by the system which it describes
around the vacuum state. The excitations of the field, which describe the particle states,
are obtained in perturbation theory by considering small deviations from the vacuum
state. In the unitary gauge, the vacuum state is chosen to correspond to 𝜙+ = 0, 𝜙0 = 𝑣,
and the Higgs doublet is expanded around the vacuum state as:

𝜙(𝑥) = 1√2 ( 0𝑣 + ℎ(𝑥) ) . (1.31)

The required local gauge invariance can be restored by replacing derivatives in the
Lagrangian with the covariant derivative:

𝐷𝜇𝜙 = 12 [2𝜕𝜇 + (𝑖𝑔𝜎 ⋅W𝜇 + 𝑖𝑔′𝐵𝜇)] 𝜙, (1.32)

such that the Lagrangian respects the SU(2) ⊗ U(1) local gauge symmetry of the EW
model. Expanding the kinetic part of the Lagrangian density gives:

(𝐷𝜇𝜙)† (𝐷𝜇𝜙) =12 (𝜕𝜇ℎ) (𝜕𝜇ℎ) + 18𝑔2 (W(1)𝜇 + 𝑖W(2)𝜇 ) (W(1)𝜇 − 𝑖W(2)𝜇) (𝑣 + ℎ)2+ 18 (𝑔W(3)𝜇 − 𝑔′𝐵𝜇) (𝑔W(3)𝜇 − 𝑔′𝐵𝜇) (𝑣 + ℎ)2. (1.33)

From this, the masses of the gauge bosons can be identified by collecting the terms
quadratic in the gauge boson fields. The gauge fields W(3)𝜇 , 𝐵𝜇 are mixed; however, a
diagonalising transformation can be performed, which returns the physical photon and
Z boson fields of Equation 1.26. From quadratic terms in W𝜇 and 𝐵𝜇 we obtain:

𝑚W = 12𝑔𝑣, 𝑚Z = 12𝑣√𝑔2 + 𝑔′2, 𝑚A = 0. (1.34)

Hence, the gauge bosons acquire mass with the Higgs mechanism, while the Lagrangian
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still holds a “hidden” local gauge symmetry. The vacuum expectation value of the Higgs
field, which carries weak isospin but not electric nor colour charge, is given by:

𝑣 = (√2𝐺F)− 12 ≅ 246GeV. (1.35)

1.5.1 Fermion mass generation

The mass term in the Dirac Lagrangian (Equation 1.7):

− 𝑚𝜓𝜓 = −𝑚(𝜓𝑅𝜓𝐿 + 𝜓𝐿𝜓𝑅) (1.36)

does not respect the SU(2) ⊗ U(1) gauge symmetry and cannot be present in the SM
Lagrangian. Remarkably, the Higgs field 𝜙 can generate the SM fermion masses instead.
The mass generation is accomplished by placing left-handed chiral fermions in SU(2)
doublets, denoted as 𝐿, while right-handed chiral fermions are placed in SU(2) singlets,
named 𝑅. The Yukawa interaction term is introduced to the Lagrangian:

ℒ𝑓 = −𝑔𝑓(𝐿𝜙𝑅 + 𝑅𝜙†𝐿), (1.37)

where 𝑔𝑓 is the corresponding Yukawa coupling of the fermion to the Higgs field. For
example, the first SM lepton generation is described as 𝐿 = (𝜈𝑒, 𝑒)𝐿 ≡ (𝜓𝐿𝜈𝑒 , 𝜓𝐿𝑒 ) and𝑅 = 𝑒𝑅 ≡ 𝜓𝑅𝑒 . After EWSB, the Yukawa Lagrangian becomes:

ℒ𝑒 = − 𝑔𝑒√2𝑣(𝑒𝐿𝑒𝑅 + 𝑒𝑅𝑒𝐿) − 𝑔𝑒√2ℎ(𝑒𝐿𝑒𝑅 + 𝑒𝑅𝑒𝐿). (1.38)

The first term is precisely the mass term of Equation 1.36, yet introduced in a gauge-
invariant fashion. It represents the electron coupling to the Higgs field, while the second
term represents the interaction between the electron and the Higgs boson. The Yukawa
coupling is not a predicted parameter of the SM but is related to the fermion masses
through:

𝑔𝑓 = √2𝑚𝑓𝑣 . (1.39)

Curiously, the Yukawa coupling for the top quark is almost unity, 𝑦t ∼ 0.7. A more general
description is employed to accommodate all Dirac fermions, with the following notation
introduced:
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𝑄𝑖𝐿 = ( 𝑢𝑖𝐿𝑑𝑖𝐿 ) , 𝑢1,2,3 = (𝑢, 𝑐, 𝑡), 𝑑1,2,3 = (𝑑, 𝑠, 𝑏),
𝐿𝑖𝐿 = ( 𝜈𝑖𝐿ℓ𝑖𝐿 ) , 𝜈1,2,3 = (𝜈𝑒, 𝜈𝜇, 𝜈𝜏), ℓ1,2,3 = (𝑒, 𝜇, 𝜏 ). (1.40)

The complete Yukawa Lagrangian is:

ℒY = −𝑄𝑖𝐿Y𝑑𝑖𝑗𝜙𝑑𝑗𝑅 + 𝑄𝑖𝐿Y𝑢𝑖𝑗𝜙𝑐𝑢𝑗𝑅 − 𝐿𝑖𝐿Y𝑙𝑖𝑗𝜙𝑙𝑗𝑅 + 𝐿𝑖𝐿Y𝜈𝑖𝑗𝜙𝑐𝜈𝑗𝑅 + h.c., (1.41)

where h.c. means Hermitian conjugate and the conjugate Higgs doublet is:

𝜙𝑐 = −𝑖𝜎2𝜙∗ = ( −𝜙0∗𝜙− ) = 1√2 ( −𝜙3 + 𝑖𝜙4𝜙1 − 𝑖𝜙2 ) . (1.42)

After EWSB, the physical mass states become a mixture of flavour states:

M𝑢 = 𝑣√2Y𝑢,M𝑑 = 𝑣√2Y𝑑,Mℓ = 𝑣√2Yℓ,M𝜈 = 𝑣√2Y𝜈, (1.43)

parameterised by the 3 × 3 coupling matrices: Y𝑑 and Yℓ are chosen to be diagonal; Y𝑢 is
called the CKM2 (quark-mixing) matrix, Y𝜈 is called the PMNS3 (neutrino-mixing) matrix.
Their elements are free parameters in the SM and must be measured experimentally.

2Cabibbo–Kobayashi–Maskawa
3Pontecorvo–Maki–Nakagawa–Sakata





Chapter 2

Physics beyond the Standard Model

In this Chapter, several extensions to the SM, that could address some of its open questions,
are described. These models complement the SM by extending its particle content and,
crucially, can give rise to LLPs.

2.1 Introduction

The SM has been very successful in withstanding various EW precision measurements.
However, several theoretical and experimental observations suggest that the SM is an
effective theory, which breaks down at some energy, ΛUV, below the Planck scale, ΛPl. =1.22 ⋅ 1019 GeV, a point at which the quantum effects of gravity become strong. For
instance, the coupling constants of the fundamental interactions are of a similar order
of magnitude, as are the masses of fermions within a given generation. Related to that,
the large number of free parameters in the SM (26) appears contrived. Strangely, the
SM also possesses four “accidental” U(1) global symmetries, not explicitly used in its
construction, which correspond to baryon and lepton number conservation. It is thought
that the three gauge interactions of the SM, comprising the electromagnetic, weak, and
strong interactions, could be unified into a single Grand Unified Theory (GUT) at high
energies, just like the GSW theory unifies the electromagnetic and weak interactions. In
addition, several critical observations within the realm of high energy physics (HEP),
astrophysics and cosmology, including the smallness of neutrino masses, the existence of
dark matter (DM), and the baryon asymmetry in the universe are not explained within
the SM.

20
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2.1.1 The nature of neutrino masses

The observation of neutrino flavour oscillations from neutrino experiments conclusively
established that at least two SM neutrinos have a non-zero mass. The current results
from the oscillation experiments, expressed in terms of the “atmospheric” and the “solar”
mass differences, are:

Δ𝑚221 = 𝑚22 − 𝑚21 = (7.53 ± 0.18) × 10−5eV2, (2.1)|Δ𝑚32|2 = ||𝑚23 − 𝑚22 || = (2.44 ± 0.12) × 10−3eV2. (2.2)

The oscillation experiments only allow determining the differences between mass states;
whether the neutrino masses follow the normal (Δ𝑚232 > 0) or the inverted mass hierarchy
(Δ𝑚232 < 0) is at present not known. While the absolute values of neutrino masses
are unknown, several measurements place ULs on neutrino masses. One such limit
was established from the Planck collaboration measurements of the cosmic microwave
background (CMB) anisotropies [20]:

∑𝑖=1,2,3𝑚𝜈 < 0.12 eV. (2.3)

Finally, direct measurements of tritium 𝛽-decay from the KATRIN experiment [21] provide
an UL on the electron neutrino mass:

𝑚𝜈𝑒 < 1.1 eV. (2.4)

Based on the previously mentioned measurements, there should be a corresponding
neutrino mass term in the SM Lagrangian. However, the origin of small neutrino masses
remains a mystery. As shown in Equation 1.41, one of the ways to generate neutrino
masses is by postulating a Dirac mass term:

ℒ𝐷 = −𝑚𝐷 (𝜈𝑅𝜈𝐿 + 𝜈𝐿𝜈𝑅) , (2.5)

however, this requires a particle to have both a left-handed and a right-handed chiral state.
As shown in Section 1.4, right-handed neutrinos would not participate in any interaction
in the SM, and there is no direct experimental evidence that they exist. Furthermore,
as the neutrino masses are so small compared to other fermions, it suggests another
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mechanism might be at play. Considering the results of oscillation experiments, the
Yukawa coupling would have to be at least ten orders of magnitude smaller than couplings
of other particles of the third generation, i.e. 𝑦t/𝑦𝜈3 > 1010. Hence, it seems unlikely that
the neutrino masses have the same origin as the other fermions in the SM, and thus,
another mechanism might be at play.

It turns out that it is also possible to generate their mass via the Majorana mechanism
without requiring a right-handed chiral state. The neutrino state can be expressed as a
superposition of left- and right-handed chiral projections according to Equation 1.24:

𝜈 = 𝜈𝐿 + 𝜈𝑅 = 𝜈𝐿 + 𝐶𝜈𝐿𝑇 = 𝜈𝐿 + 𝜈𝐶𝐿 , (2.6)

where a charge-conjugate field 𝜈𝐶𝐿 = 𝐶𝜈𝐿𝑇 is defined, and 𝐶 is the charge-conjugation
operator, which reverses the electric charge. This expression is only possible since
neutrinos are electrically neutral, and as a result, Majorana neutrinos would be their own
antiparticles:

𝜈𝐶 = (𝜈𝐿 + 𝜈𝐶𝐿)𝐶 = 𝜈𝐶𝐿 + 𝜈𝐿 = 𝜈. (2.7)

The Majorana mass term is then:

ℒ𝑀 = −12𝑀(𝜈𝐶𝑅 𝜈𝑅 + 𝜈𝐶𝐿 𝜈𝐿) . (2.8)

Hence, it is possible to construct a Majorana mass term solely from one-handed neutrino
fields. For left-chiral Majorana neutrinos 𝜈𝐿, the Yukawa term would change weak
hypercharge by two units, inconsistent with the standard Higgs doublet, as introduced
in Equation 1.28. Thus, it would require the Higgs field to be extended to include an extra
triplet with 𝑌 = 2. On the other hand, no Higgs extensions are necessary for right-handed
Majorana neutrinos 𝜈𝑅.
The question of whether neutrinos are Dirac or Majorana particles is of great theoretical
interest. One practical consequence of neutrinos being Majorana particles is lepton num-
ber violation (LNV), implying the possibility of observing the phenomenon of neutrinoless
double-𝛽 decay, which is being actively searched for [22].
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2.1.2 Dark matter

The existence of DM provides perhaps the most compelling evidence for beyond Standard
Model (BSM) physics. The most direct evidence of DM comes from galaxy rotational
curves [23], where the velocity of stars do not correspond to the gravitational force
due to the measurable mass content of the galaxy. From this observation, it can be
concluded that there exists a non-luminous component of mass in galaxies. Gravitational
lensing provides further strong evidence for DM [24] and allows to map DM distributions
around galaxy clusters [25]. The existence of DM is also supported by cosmological
measurements, such as those of the CMB anisotropies by the Planck collaboration [20].

2.1.3 Baryon asymmetry

The fact that the universe is primarily made of baryonic matter remains a mystery, as it
is expected that equal amounts of matter and antimatter were produced during the Big
Bang. Sakharov formulated three necessary conditions for baryogenesis to occur: baryon
number violation, C- and CP-symmetry violation, and interactions out of the thermal
equilibrium [26]. CP-symmetry is violated in the weak sector of the SM, namely in the
quark-mixing matrix Y𝑢 and potentially the neutrino-mixing matrix Y𝜈; however, this
could only account for a small fraction of the observed baryon asymmetry [27].

2.1.4 The hierarchy problem

As a generic scalar boson, the Higgs boson mass receives quantum corrections at the
loop level from self-interaction, gauge boson, and fermion loops. Crucially, corrections
due to fermions via Yukawa coupling diverge quadratically at some cut-off scale ΛUV,
where the SM ceases to function as an effective theory:

Δ𝑚2
H = −||𝜆𝑓||28𝜋2 Λ2

UV, (2.9)

where 𝜆𝑓 is the Yukawa coupling to a fermion. In the SM, the dominant contribution
comes from the top quark, the most massive fermion. The smallness of the Higgs boson
mass (ΛPl. = 1017𝑚H) is problematic, as it means corrections to the Higgs boson mass
are many orders of magnitude higher than the mass itself, Δ𝑚2

H ≫ 𝑚2
H, which could only

result from some unnatural fine-tuning of the SM parameters.
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2.2 Supersymmetry

SUSY hypothesises a new symmetry that provides a connection between bosons and
fermions that seemingly have no apparent relationship in the SM [28]–[31]. The Minimal
Supersymmetric Standard Model (MSSM) [32] is a minimal extension of the SM that
doubles its particle spectrum: there is a corresponding supersymmetric boson for every
SM fermion, and every SM boson has a fermionic superpartner. If SUSY were an exact
symmetry, each superpartner would have the same mass as its SM equivalent. Since no
such superpartner has been observed experimentally, SUSY would have to be a broken
symmetry [33], similarly to the Higgs mechanism. In addition, the MSSM contains
two Higgs-doublet fields, instead of one, as well as their superpartners [34]. In the
MSSM, neither the baryon number (𝐵) nor the lepton number (𝐿) is conserved, while the
difference 𝐵 − 𝐿 remains conserved. The conserved R-parity is thus introduced as:

𝑃R = (−1)3(𝐵−𝐿)+2𝑠, (2.10)

where 𝑠 is the particle’s spin. All SM particles have an R-parity of +1, while the super-
symmetric particles are −1. SUSY is very appealing from a theoretical point of view
for several reasons. First, the MSSM could provide a candidate DM particle. A generic
candidate class for DM are weakly interacting massive particles (WIMPs), corresponding
to a new particle only interacting weakly with a mass in the 100GeV range. Due to
R-parity conservation, the lightest supersymmetric particle (LSP) cannot decay and is a
WIMP candidate [35]. Moreover, SUSY could provide a solution to the hierarchy problem,
as contributions from supersymmetric scalar partners could cancel out the SM corrections
of Equation 2.9:

Δ𝑚2
H = [2 × 𝜆𝑆16𝜋2 − ||𝜆𝑓||28𝜋2 ]Λ2

UV, (2.11)

assuming there are two scalars with 𝜆𝑆 = ||𝜆𝑓||2. For this to happen, the symmetry breaking
would have to occur around the TeV scale, i.e. accessible at the LHC. In addition, TeV-scale
superpartners would facilitate the unification of gauge couplings at high energies [36].

In most models, the pair production of gluinos, supersymmetric partners of gluons,
pp → g̃ ̃g, is the dominant SUSY signature at the LHC by cross-section, and hence
one of the golden channels for SUSY discovery. Figure 2.1 shows a summary of recent
searches for gluinos decaying to light quarks (u, d, s) and the LSP, performed by CMS,
which exclude gluinos with masses up to 2 TeV. In the compressed mass scenario, where
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the difference between the LSP and gluino masses is relatively small (≲ 100GeV), the
exclusion limits are not as stringent due to the more challenging low-𝑝T quark final state.
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Figure 2.1: Mass limits for a simplified model of gluino pair production and decay to
pairs of light quarks and the LSP. Figure taken from Ref. [37]

2.3 The seesaw mechanism

In the most general case, the neutrino mass term can be written as a superposition of
Dirac (Equation 2.5) and left- and right-handed Majorana terms (Equation 2.8):

ℒD−M = −12 [𝑚𝐷𝑣𝐿𝑣𝑅 + 𝑚𝐷𝑣𝐶𝑅𝑣𝐶𝐿 + 𝑀𝑣𝐶𝑅𝑣𝑅] + h.c., (2.12)

which alternatively can be expressed as a matrix:

ℒD−M = −12 ( 𝑣𝐿 𝑣𝐶𝑅 ) ( 0 𝑚𝐷𝑚𝐷 𝑀 )( 𝑣𝐶𝐿𝑣𝑅 ) + h.c. (2.13)

Such a term would violate baryon and lepton number but preserve 𝐵 − 𝐿 invariance [38].
The physical states of the system can be identified by diagonalising the mass matrix, as
was done for the gauge bosons of the EW interaction, which gives the following mass
states:
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𝑚1,2 = 𝑀 ± √𝑀2 − 4𝑚2𝐷2 . (2.14)

The type-I seesaw mechanism assumes the Majorana mass is much greater than the Dirac
mass, 𝑀 ≫ 𝑚𝐷, which results in a light neutrino state, 𝜈, and a heavy neutrino state, 𝑁,
with the following masses:

𝑚𝑣 ≈ 𝑚2𝐷𝑀 and 𝑚𝑁 ≈ 𝑀. (2.15)

Naturally, the Dirac mass term could be of a similar magnitude compared to the other
SM fermions, 𝑚𝐷 ∼ 1GeV, but the physical neutrino state is made small by an arbitrarily
large Majorana mass, i.e. 𝑀 ∼ 1011 GeV, as there is no SM principle that would prevent it
from being extremely large. The hypothetical Majorana particle, like the light neutrino 𝜈,
would only experience weak interactions. However, since the heavy mass eigenstate is
almost entirely right-handed, it can effectively be considered sterile under all SM gauge
interactions. Hence, it can only be produced via mixing with the active neutrino, 𝜈. To this
end, the Neutrino Minimal Standard Model (𝜈SSM) [39] has been proposed as a minimal
extension to the SM to accommodate the non-zero neutrino masses. The model proposes
the existence of three heavy right-handed Majorana neutrinos, also called HNLs, denoted
as N1,N2,N3 — one for each SM fermion generation.

The existence of HNLs may not only answer the nature of neutrino masses, but may also
provide a possible candidate for DM. The lightest sterile neutrino, N1, is usually selected
as a DM candidate with a mass in the 1–10 keV range. It couples very weakly to active
neutrinos, and the estimated restriction on its lifetime exceeds the age of the universe by
several orders of magnitude [40]. There are proposals for 𝛽-decay experiments to detect
a sterile neutrino in this mass range [41], however, searches usually target the other two
generations of HNLs (N2,N3) instead. These heavier HNLs, which couple more strongly
to the active neutrinos, are necessary to explain the pattern of neutrino oscillations, and
could be directly accessible at colliders and other experiments.

HNLs could explain the baryon asymmetry of the universe, as the 𝜈SSM can readily
accommodate the required CP-symmetry violation. HNLs created in the early universe
could be a mechanism of leptogenesis [42], a process producing an excess of leptons over
their antiparticles. As examined in Ref. [43], the required matter-antimatter asymmetry
in the universe places restrictions on the mass of the two additional sterile neutrinos:
they should be in the mass range of 0.15GeV ≤ 𝑚N2,3 ≤ 100GeV and be nearly degenerate
(|𝑚N2 − 𝑚N3 | ≪ 𝑚N2,N3). Finally, the lifetime of the neutrinos should be 𝜏2,3 < 0.02 s not to
affect the predictions of Big Bang nucleosynthesis (BBN) [44].
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In the “inverse” variation of the seesaw mechanism [45], the light neutrino masses are
directly proportional to a small lepton-number breaking scale. This scenario can be
considered an extension of the type-I seesaw, as it requires two sets of singlet fermions
instead of one. The coherent superposition of two quasi-degenerate Majorana fermions
behaves like a Dirac fermion, which is the main distinguishing experimental feature of
this variation.
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Figure 2.2: Exclusion limits obtained from a range of measurements on the mixing
between active neutrinos (electron, muon, tau) and a single HNL in the mass range of
0.1–500GeV. Figures taken from Ref. [46].
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As the HNLs can only be discovered through their coupling with SM neutrinos, the
discovery potential is very much dependent on the strength of the coupling between the
active and sterile neutrinos. The coupling strength (mixing angle) is denoted by 𝑉ℓ𝑖, whereℓ = 𝑒, 𝜇, 𝜏 denotes the active neutrino flavours, and 𝑖 is the sterile neutrino generation.
It is found in Ref. [40] that the coupling of N2 and N3 with the active neutrinos must
be almost identical. Hence, to simplify the notation, we use 𝑉ℓ is instead. Due to the
likely degenerate mass and coupling strengths of N2,3 to the active neutrinos, they are
usually considered as a single HNL, denoted as N. Many searches have been performed
for HNLs in the mass range ranging from several keV up to the TeV scale, and several
others are planned, which are summarised in Figure 2.2. The available HNL phase space
is constrained by a variety of complementary measurements and can be subdivided into
different regions with different search strategies, some of them highlighted below:

• For 𝑚Z < 𝑚N < 1TeV, the best sensitivity is derived from direct ATLAS [47] and
CMS [48], [49] searches which probe HNL mixing with the first and second lepton
generations.

• Above B meson masses, 𝑚B < 𝑚N < 𝑚Z, the LHC measurements are complemented
with Z boson precision measurements from the Large Electron-Positron Collider
(LEP) [50], which, crucially, provide sensitivity for third-generation coupling.

• The heavy meson meson range, 𝑚K < 𝑚N < 𝑚B, has been accessed at B-factories
such as Belle [51] and the CHARM beam dump experiment [52]. The two experi-
ments utilised B and D meson decays, respectively. In this parameter space, the
best future sensitivity is expected from a proposed beam dump experiment, such
as SHiP [53], sensitive to HNL mixing with all three lepton generations.

• Finally, the low-mass range (0.1GeV < 𝑚N < 𝑚K) was investigated using kaon
(K) decays to muons in NA62 [54]. In addition, the PS191 experiment used a low-
energy neutrino beam, probing coupling to the first two lepton generations [55].
The future long-baseline Deep Underground Neutrino Experiment (DUNE) [56] is
expected to provide the best sensitivity in this mass range for all three generations.

Finally, for a given 𝑚N, a lower bound on 𝑉ℓ is provided by BBN constraints and from the
type-I seesaw mixing relationship between active and sterile neutrino states:

𝑉ℓ ≃ √ 𝑚𝜈𝑚N
≲ 10−6√100GeV𝑚N

, (2.16)

assuming 𝑚𝜈 < 0.1 eV. A global fit of the favoured HNL parameter space was performed
by the GAMBIT collaboration [57], which employed the previously mentioned results
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comprising HNL searches, EW precision measurements, and active neutrino mixing
experiments. The fit considered HNLs with masses between 60MeV and 500GeV and its
results for various HNL mixing scenarios are shown in Figure 2.3, assuming normal and
inverted active neutrino mass hierarchy. The lines indicate the allowed phase space in a
triangle spanned by the flavour ratios 𝑉 2ℓ /(𝑉 2

e + 𝑉 2𝜇 + 𝑉 2𝜏 ). If the lightest active neutrino
mass is large (black line), there are no strong constraints on the allowed flavour ratios.
However, with decreasing lightest active neutrino mass, large HNL mixing with the first
lepton generation becomes disfavoured for the normal hierarchy, and with the second
and third generation for the inverted hierarchy. In general, simultaneous coupling to
multiple generations is preferred by the fit.

To summarise, such a minimal extension to the SM, which explains several critical
phenomena in a unified way, is very appealing from a theoretical point of view. So far,
no experimental observations have ruled out the possibility of the 𝜈SSM [40].
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Figure 2.3: Allowed parameter space as a fraction of the HNL coupling to a given active
neutrino generation (in percentage) for different HNL ULs for normal (left) and inverted
(right) active neutrino mass hierarchy. The allowed parameter space, resembling an
ellipse, is delineated by solid (dashed) lines marking the 1𝜎 (2𝜎) contours. Figure taken
from Ref. [57].
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2.4 Long-lived particles

In this Section, the properties of LLPs are described. LLPs are introduced as new particles
in several BSM scenarios. Traditionally, searches at the LHC have focused on prompt BSM
particles, i.e. those with a very short lifetime. Such searches could miss an LLP signature,
and hence, dedicated searches for LLPs are required to fully exploit the capabilities of the
LHC detectors.

2.4.1 Introduction

⌥ resonances, and in the continuum regions o↵ the resonances. Operating between 1999 and 2010, the48

two experiments collected data samples totaling about 1600 fb�1. The largest sample used for LLP49

searches was 711 fb�1.50

In many LLP search analyses performed to date, the SM backgrounds have been extremely small,51

sometimes much less than one event. In such cases, the search sensitivity grows roughly linearly with the52

integrated luminosity of the data sample. This is in contrast to background-dominated BSM searches,53

where sensitivity is proportional to the square root of the integrated luminosity. Therefore, LLP searches54

are especially attractive for high-luminosity colliders. In particular, this includes the future runs of the55

LHC [22], but also those of Belle II [23] and proposed high-energy e
+
e
� facilities such as FCC-ee [24].56

As the focus of this review is BSM LLP searches at particle colliders, we aim to cover the broad range57

of theoretical models, their experimental signatures at such facilities, and published searches pursuing58

them. Thus, other than an occasional mention when relevant, we do not discuss experiments at non-59

collider facilities or results from astrophysical observations1. Furthermore, following the definition of60

LLP signatures stated above, we do not include signatures without detectable features of the LLP or61

its decay.62

Basic distance-scale definitions used throughout the review are indicated in Fig. 1. A particle decay63

is considered prompt if the distance between the particle’s production and decay points is smaller than64

or comparable to the spatial resolution of the detector. By contrast, a distance significantly larger than65

the spatial resolution characterizes a displaced decay. Depending on the relevant detector subsystem,66

the typical resolution scale is between tens of micrometers to tens of millimeters. The second distance67

scale of relevance is the typical size of the detector or relevant subsystem, ranging from about 10 cm to68

10 m. A particle is detector stable if its decay typically occurs at larger distances.69

In Sec. 2 we review the theoretical motivation and a variety of BSM scenarios that give rise to70

LLPs. The experimental methods used for identifying LLPs, which frequently give rise to non-standard71

1
For a review including implications of collider-accessible LLPs on cosmology and astroparticle physics, see Ref. [2]

Figure 1: The SM contains a large number of metastable particles. A selection of the SM particle
spectrum is shown as a function of mass and proper lifetime. Shaded regions roughly represent the
detector-prompt and detector-stable regions of lifetime space, for a particle moving at close to the
speed of light.

5

Figure 2.4: Selection of elementary and composite SM particle masses and lifetimes.
The shaded regions indicate regions where the particles are either prompt or stable in a
general-purpose detector like CMS. Figure taken from Ref. [58].

The partial decay width of a particle can be calculated in perturbation theory using
Fermi’s golden rule:

Γ𝑓 𝑖 = 2𝜋|𝑇𝑓 𝑖|2𝜌(𝐸𝑖), (2.17)

where 𝑇𝑓 𝑖 is the transition ME for the process 𝑖 → 𝑓, and 𝜌(𝐸𝑖) is the density of available
decay states at energy 𝐸𝑖. Assuming a particle 𝑖 decaying to several final-state particles 𝑗,
the transition element is expressed in terms of the Lorentz-invariant ME:

|ℳ𝑓 𝑖|2 = 2𝐸𝑖 (∏𝑗 2𝐸𝑗) |𝑇𝑓 𝑖|2. (2.18)
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The ME can be computed using Feynman rules, obtained from the interaction Lagrangian
(Equation 1.3) of a given theory. In general, a particle can decay to several different final
states, with a total decay width:

Γ = ∑𝑗 Γ𝑗. (2.19)

From Equation 2.17, it can be deduced that long lifetimes arise from a weak coupling
leading to a small transition amplitude or a small available decay phase space (density of
states). These conditions are generic features of many BSM models developed to address
the open questions of HEP.

The average number of particles remaining after a time 𝑡 is given by:

𝑁(𝑡) = 𝑁 (0) exp (− 𝑡𝜏0), (2.20)

where 𝜏0 is the proper lifetime of the particle (in its rest frame), inversely proportional to
its total decay width:

𝜏0 = 1Γ. (2.21)

For a given decay, the BR is defined as:

ℬ(𝑗) = Γ𝑗Γ . (2.22)

An LLP with momentum 𝑝will travel, on average, the following distance in the transverse
plane from its production point:

̄𝐿𝑥𝑦 = √23𝛽𝛾 𝑐𝜏0, (2.23)

where 𝛽𝛾 = 𝑝/𝑚 is its boost.

In the SM, particle lifetimes span many orders of magnitudes, from the very prompt Z
boson 𝜏0 ∼ 2 × 10−25 s, to the stable electron. In Figure 2.4, the lifetimes and masses of
several SM particles are shown. Particles are considered detector prompt if the distance
between the particles’ decay and production points is smaller than the spatial resolution of
the detector. At the other extreme, particles with displacements far exceeding the physical
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size of the detector are considered detector stable. These two regimes are indicated with
shaded areas. In this context, long-lived usually refers to particles producing sufficiently
large displacement between the production and decay points that is resolvable by the
detector, but not so high that the LLPs decay exclusively outside the detector acceptance.
This range is 10 μm < 𝛽𝑐𝜏0 < 10m for CMS. It is worth noting that long-lived SM particles
have a small mass, below 5GeV. BSM models can also predict LLPs with a wide range of
possible masses.

2.4.2 Long-lived supersymmetry

With the recent negative CMS results for “natural” SUSY [59], attention has turned to
other variants of SUSY, which relax some of its attractive theoretical properties. This,
in turn, often leads to long-lived superpartners. To this end, it is helpful to consider the
concept of the next-to-lightest supersymmetric particle (NLSP). The decays from the
NLSP to the stable LSP can often be suppressed, making the NLSP long-lived. In the
following, some examples of such scenarios are highlighted.

Split supersymmetry

Models of split SUSY [60] solve some of the issues found in natural SUSY models, includ-
ing the absence of experimental evidence of superpartners, while still providing gauge
unification but give up on solving the hierarchy problem. Split SUSY predicts TeV-scale
fermionic superpartners, while all other particles are assumed to be ultraheavy, hence
the name “split”. Split SUSY can give rise to long-lived NLSP gluinos, which decay to the
LSP neutralinos 𝑔̃ → ̃𝜒01q ̅q via highly virtual squark states, as shown in Figure 2.5. The
proper gluino lifetime can be approximately parameterised as [61]:

P1

P2

g̃

g̃

q̄

q

χ̃0
1

χ̃0
1

q̄

q

Figure 2.5: Pair production of long-lived gluinos and their subsequent decay via a squark
to a pair of light-flavour quarks and the neutralino LSP.
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𝜏0 ∼ ( 𝑚𝑆103 TeV)4 (1TeV𝑚𝑔̃ )5 × 10−4 ns, (2.24)

as the squark propagator amplitude is inversely proportional to the gluino mass. If the
SUSY breaking scale satisfies𝑚𝑆 > 103 GeV, the long-lived gluino hadronises into a colour-
singlet state, known as an R-hadron [62], before decaying. The R-hadron is composed
of the gluino and a light-flavour quark pair, for example, as 𝑔̃u ̄d. The interaction of the
R-hadron with matter is described in terms of QCD interactions of the quark pair. In this
model, the neutralino LSP remains a viable DM candidate. A summary sensitivity plot of
different hadronic CMS long-lived gluino searches is shown in Figure 2.6.
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Figure 2.6: The 95% CL observed exclusion limit on the pair production cross-section of
a long-lived gluino in a split SUSY model. The gluino 𝑔̃ and neutralino ̃𝜒01 masses are
assumed to be 2400GeV and 100GeV, respectively and the gluino is treated as a neutral,
non-interacting particle [63].

Gauge-mediated symmetry breaking

In gauge-mediated symmetry breaking (GMSB) [64], the SUSY partners of SM fermions
receive the dominant part of their masses via Yukawa interactions. The LSP is a very light
gravitino, 𝐺̃, which can be produced in the decay of a long-lived gluino in association
with a gluon, 𝑔̃ → 𝑔𝐺̃. As is the case for split SUSY, all other SUSY particles are assumed
to be ultraheavy and decoupled from the interaction.
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R-parity violating supersymmetry

Even though certain models introduce R-parity violation in SUSY, the R-parity violating
(RPV) coefficients are generally expected to be small [65]–[67]. Hence, displaced decays
of the superpartners are commonplace in RPV models. A long-lived top squark, for
example, can form an R-hadron, before decaying to a b quark and a lepton, ̃𝑡 → 𝑏ℓ.
2.4.3 Long-lived heavy neutral leptons

An exciting signature occurs in the region of parameter space where HNLs are LLPs such
that their decay products are sufficiently displaced with respect to the primary event
vertex and distinguishable from it. For long-lived HNLs produced at the LHC, the phase
space corresponding to the proper lifetime range 0.01mm–10m and the mass range of
1–20GeV is the most relevant. Figure 2.7 shows the constant-𝑐𝜏0 curves for Majorana
HNLs in the HNL mass-coupling plane, assuming an equal (“democratic”) coupling to all
three active neutrino generations simultaneously.

Several direct searches for long-lived HNLs at the LHC have been performed recently.
The CMS collaboration performed a search in events with three prompt leptons, with
an interpretation provided for long-lived HNLs in the mass range of 1–20GeV [48]. The
ATLAS experiment did a search for prompt and long-lived HNLs, probing the HNLmixing
with the second neutrino generation in the long-lived case by requiring a displaced vertex
in the mass range of 4.5–10GeV [47]. A search for HNLs in the mass range of 5–50GeV
was published by the LHCb collaboration [68]. These searches are used as a benchmark
for the results obtained within this thesis.
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Figure 2.7: Contour lines indicate the HNL decay length 𝑐𝜏0 in the mass-coupling
plane. Shaded areas correspond approximately to HNL scenarios excluded by various
experiments. Figure taken from Ref. [69].
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2.5 Summary

The SM has been a very successful theory, correctly describing most known physical
phenomena. Several issues within the SM remain open, and leading candidate BSM
theories predict new particles such as supersymmetric partners or HNLs. These particles
can be long-lived and produce displaced signatures in the CMS detector, and much of the
phase space for LLPs remains uncovered at the LHC.





Chapter 3

Experimental setup

The analysis presented in this thesis is based on pp collision data recorded with the CMS
detector in 2016, 2017, and 2018 at a centre of mass energy of 13 TeV. In this Chapter, a
brief overview of the European Organisation for Nuclear Research (CERN) accelerator
complex and the LHC is provided. The major subdetectors of the CMS experiment
are described: the solenoid magnet, the tracking system, the calorimeter systems, and
the muon detector. Finally, the data acquisition system (DAQ) and trigger systems are
discussed.

3.1 The Large Hadron Collider

The LHC is a superconducting hadron collider installed in a 26.7 km tunnel at CERN [70].
One of the main aims of the LHC is to search for BSM physics by colliding beams of
protons or heavy ions (lead, xenon) with energies of up to 7 TeV or 2.76 TeV per nucleon,
respectively. To achieve this, a multi-stage accelerator complex, depicted in Figure 3.1,
is required. The following description refers specifically to the case of the acceleration
of protons. The acceleration is done in several stages. Protons from hydrogen gas are
first accelerated by LINAC2 to 50MeV and injected into the Proton Synchrotron Booster
(PSB). The PSB then accelerates the protons to 1.4 GeV. The following two stages are
the Proton Synchrotron and the Super Proton Synchrotron (SPS), which achieve beam
energies of 25GeV and 450GeV, respectively. Finally, the beams are injected into the
LHC, with a maximum design beam energy of 7 TeV.

Each of the two LHC beams is designed to contain up to 2808 distinct bunches of protons,
separated by 25 ns (around 7.5m). The beams have up to 1011 protons. The beams
are steered using superconducting dipole magnets, providing magnetic fields of up to

38
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Figure 3.1: A schematic representation of the CERN accelerator complex. Image credit to
CERN.

8 T. Each collision between bunches is referred to as a “bunch crossing”; the resulting
interactions between protons and their products are referred to as an “event”. The number
of events per second produced in the LHC collisions is:

𝑑𝑁𝑑𝑡 = 𝐿𝜎, (3.1)

where 𝜎 is the cross-section for a particular process, while 𝐿 is the instantaneous luminos-
ity. The luminosity is determined purely by the particle beam parameters. For a Gaussian
beam, it can be expressed as:

𝐿 = 𝑁 2𝑏 𝑛𝑏𝑓rev𝛾𝑟4𝜋𝜀𝑛𝛽∗ 𝐹 , (3.2)

where 𝑁𝑏 is the number of particles per bunch, 𝑛𝑏 is the number of bunches per beam, 𝑓rev
is the revolution frequency, 𝛾𝑟 is the Lorentz factor, 𝜀𝑛 the normalised transverse beam
emittance, 𝛽∗ the beta function at the collision point, and 𝐹 the geometric luminosity
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reduction factor at the interaction point (IP), arising because the beams are colliding at a
non-zero crossing angle 𝜃𝑐. Assuming two equal round beams, where the RMS bunch
length is 𝜎𝑧, and 𝜎 is the transverse beam size at the IP, 𝐹 can be expressed as:

𝐹 = (1 + (𝜃𝑐𝜎𝑧2𝜎∗ )2)−1/2 . (3.3)

The integrated luminosity (ℒ) is a measure for the total amount of recorded data:

𝑁 = ∫ 𝑑𝑁𝑑𝑡 𝑑𝑡 = 𝜎ℒ. (3.4)

3.2 The CMS experiment

CMS [71], [72] (shown schematically in Figure 3.2) is one of the two general-purpose
detectors at the LHC, designed to investigate pp collisions at high energies and instanta-
neous luminosities. The central feature of the CMS apparatus is a large superconducting
solenoid of 6m internal diameter, providing a magnetic field of 3.8 T in the 𝑧-direction
over a radius of 3.15m [73].

Multiple subdetectors are used to track, reconstruct and finally identify particles that
traverse the detector in each bunch crossing. In increasing radial distance from the beam
IP, these are the silicon pixel and silicon strip tracker, the electromagnetic calorimeter
(ECAL), the hadronic calorimeter (HCAL), and the muon system. The goal of the CMS
detector is to reconstruct particles as physics objects based on the detector signals they
produce when traversing the active parts of the detector. By combining information
from various subdetectors in an optimal way, CMS identifies the particle species as either
muon, electron, charged or neutral hadron, or photon. This is called the PF algorithm
and is further described in Section 4.1.

The CMS coordinate system has its origin placed at the IP and the 𝑧-axis pointing in the
beam (longitudinal) direction. In the transverse (𝑥𝑦) plane, 𝑟 is the radial distance, and 𝜙
is the azimuthal angle. Finally, 𝜃 is the polar angle relative to the beam axis; however,
pseudorapidity is typically used instead:

𝜂 = − ln tan ( 𝜃2) . (3.5)

The pseudorapidity is defined differently than rapidity, 𝑦, which also depends on the
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particle’s momentum, 𝑝. However, for relativistic particles, where 𝑝 ≫ 𝑚, the pseudora-
pidity converges to the rapidity, i.e. 𝜂 ≈ 𝑦. Differences in 𝑦 are Lorentz-invariant and do
not depend on longitudinal boosts of particles. The CMS detector has full coverage in 𝜙,
but not in pseudorapidity, where the coverage is 0 < |𝜂| < 5. The “forward” direction in
a hadron collider experiment, such as CMS, is defined as being close to the beam axis,
i.e. corresponding to high-values of 𝜂. The lack of complete coverage in pseudorapidity
is due to the difficulty in measuring particles in the forward region, where radiation is
high, and the presence of the beam pipe.

Figure 3.2: A schematic of the CMS detector, with the physical dimensions, weight, and
the number of components in various subdetectors specified. Image credit to CERN.

3.2.1 The inner tracking system

The inner tracking system [74] is located closest to the IP and serves to find charged
particle trajectories (“tracks”) that are bent in the magnetic field, as well as to estimate
their points of origin (“vertices”). The tracker system is crucial to the scientific goals of
CMS: it requires good momentum resolution for high-energy (100–1000GeV) particles,
good reconstruction efficiency for soft (few GeV) tracks, the ability to resolve nearby
tracks, as well as excellent vertex resolution of ∼ 10 μm.

Situated around the collision point, the cylindrical tracker, depicted in Figure 3.3, measures
the momenta of charged particles in the range |𝜂| < 2.5. The tracker system has a diameter
of 2.5m and a length of 5.8m and uses silicon as the active material, with an effective
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area of 200m2. The basic working principle of the silicon devices is to apply a reverse
bias voltage to a p-n junction to create a depletion zone free from charge carriers. A
passing charged particle induces electron-hole pairs and creates a measurable signal that
is digitised using readout electronics. These “hits” are used as building blocks in the
reconstruction of particle tracks and vertices.

Directly around the IP and extending up to 𝑟 of 20 cm, where the particle flux is maximal,
finely segmented pixel detectors are used to perform three-dimensional hit position
measurements, with a resolution of 10 (30) μm in the traverse (longitudinal) plane [75].
The pixel sensors are used to maintain reasonable hit occupancy and ensure good vertex
resolution close to the IP. The pixel detector consisted of three barrel layers and two
disks for each endcap during the 2016 data-taking period. In total, its 1440 modules cover
an area of about 1m2 and have 66 million channels, with each module having a cell size
of 100 × 150 μm2. It was upgraded to include four barrel layers and three endcap disks for
the 2017–2018 data-taking period, resulting in significantly better track reconstruction
efficiency and resolution performance.

The remaining 199m2 is covered by larger silicon strip detectors further out, at 𝑟 > 20 cm,
where the particle flux drops. Some of the modules are placed in a “stereo” configuration
by tilting modules with respect to one another, a setting that allows measuring two-
dimensional hit positions. Overall, the strip modules are organised into four regions; two
inner regions are called tracker inner barrel (TIB) and tracker inner disk (TID). These
provide position measurements in the 𝑟𝜙 plane with a resolution of 13–38 μm. The inner
regions are surrounded by tracker outer barrel (TOB) and tracker endcaps (TECs), where
the resolution drops to 18–47 μm. In total, the strip detector contains 9.3million strips.

Notably, the tracker and most of the calorimeter system are accommodated inside the
magnet, ensuring particle properties can be measured using these subsystems before any
interaction with the magnet material. Nonetheless, the active tracker layers and their
supporting services make up a non-negligible amount of material that particles have to
traverse before reaching the calorimeters. Consequently, multiple scattering, photon
conversion, electron bremsstrahlung, and hadron nuclear interactions are common and
complicate the task of the track reconstruction algorithms.

For charged hadrons with 𝑝T = 20GeV (momentum in the transverse plane), the momen-
tum resolution is 1% and degrades with increasing 𝑝T as the bending radius decreases,
reaching calorimeter levels of accuracy at a few hundred GeV [75]. Charged hadrons of
this energy are deviated by a few cm in the magnetic field. Due to the high strength of
the magnet and the fine granularity of the calorimeter system, this can be resolved from
a neutral hadron emitted in the same direction.
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Figure 3.3: A schematic cross-section of the CMS tracker in the 𝑟𝑧 plane. Strip tracker
modules that provide 2-D hits are shown by thin, black lines, while those permitting the
reconstruction of hit positions in 3-D are shown by thick, blue lines. The pixel modules,
shown by the red lines, also provide 3-D hits. Within a given layer, each module is shifted
slightly in 𝑟 or 𝑧 with respect to its neighbouring modules, which allows them to overlap,
thereby avoiding gaps in the acceptance. Figure taken from Ref. [75].

3.2.2 The electromagnetic calorimeter

The ECAL, shown in Figure 3.4, allows for high precision measurements of photon
and electron positions and energies by measuring the properties of electromagnetic
showers they induce in the active material. The ECAL [76] is made of high-density lead
tungstate (PbWO4) crystals, incorporated in a cylindrical electromagnetic barrel (EB)
region (|𝜂| < 1.48) containing 61200 crystals, which is enclosed by two electromagnetic
endcaps (EEs) (1.48 < |𝜂| < 3.0), each containing 7324 crystals. Lead tungstate is a very
dense (𝜌 = 8.3 gcm−3) and radiation-hard material with a short radiation length (𝑋0 =0.89 cm). As the ECAL is around 25𝑋0 deep, it almost entirely absorbs the electromagnetic
showers produced by electrons and photons, containing more than 98% of energy for
electrons and photons with energies of up to 1 TeV. Lead tungstate also has a small Molière
radius that approximately matches the transverse crystal size. This combination of crystal
properties results in a finely segmented, homogenous ECAL, with each crystal having
a cross-section of 0.0174 × 0.0174 in the 𝜂𝜙 plane, which corresponds to a rectangular
wedge shape. This translates to a rectangular cross-section of 22 × 22mm2 at the front
face and 26 × 26mm2 at the rear face in the barrel region. With such compact crystals, it
is possible to resolve energy deposits from different particles separated by as little as 5 cm,
which significantly helps to separate charged and neutral particles when considering the
tracker information.

The particle signals are measured by collecting the scintillation light produced in the
lead tungstate crystals. As the light yield of the crystals is relatively low, the signal is
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amplified by avalanche photodetectors in the barrel system and vacuum phototriodes
in the endcaps. Another advantage of lead tungstate is its fast response time of 25 ns,
corresponding to the typical bunch spacing, to collect 80% of the scintillation light.

To account for the reduced granularity and extra passivematerial at the endcaps, the ECAL
is equipped with a electromagnetic pre-shower (ES) component covering 1.653 < |𝜂| < 2.6,
a silicon detector with a few active layers, which helps to distinguish photons from
neutral pion decays (𝜋0 → 𝛾𝛾) from prompt photons.

The energy response of the EB has been determined in test beam measurements for
electron energies between 20 and 250GeV and can be expressed as [77]:

( 𝜎𝐸[GeV])2 = ( 2.8%√𝐸[GeV])2 + ( 12%𝐸[GeV])2 + (0.3%)2, (3.6)

where the energy of incident electrons was determined by summing the energy deposits
of a 3 × 3 crystal grid centred around a centrally hit crystal.

Crystals in a

supermodule
Preshower

Supercrystals

Modules

Preshower

End-cap crystals

Dee

Figure 1. Schematic layout of the CMS electromagnetic calorimeter, presenting the arrangement of crystal
modules, supermodules, endcaps and the preshower in front (left). Geometric view of one quarter of the
ECAL (right).

setup, additional contributions to the energy resolution are present in the real CMS environment.
Material upstream of the ECAL can cause electron bremsstrahlung and photon conversions that
affect all terms of the energy resolution. Moreover, residual miscalibrations of the channel-to-
channel response and channel response changes with time due to radiation damage of the crystals
and environmental instability impact on the constant term of the resolution. These effects have to
be controlled to a fraction of a percent to maintain the excellent intrinsic resolution of ECAL.

3. The ECAL performance with collision data

3.1 Triggering e /� candidates

Triggers for e /� candidates are provided through the two-level trigger system of CMS. At Level-
1, trigger primitives are formed at 40MHz from sums of the transverse energy (ET) measured by
groups of crystals (e.g. arrays of 5⇥ 5 crystals in EB). Coarse information on the lateral extent
of the shower is provided by the front-end trigger electronics and exploited to suppress spurious
triggers, such as those originated by direct ionization in the APD sensitive region [7]. This feature
has allowed the single-photon L1 trigger to be operated unprescaled at a low threshold of ET =

20GeV in 2012. From offline data analysis, this trigger has been verified to be > 99% efficient for
ET > 40GeV, providing full efficiency for the H ! �� search.

3.2 Electromagnetic shower energy reconstruction and calibration

Electrons and photons deposit their energy over several ECAL crystals. Clusters of energy deposits
are spread along the azimuthal direction due to the combined effect of secondary interactions in
the tracker material (bremsstrahlung or photon conversions) and the 3.8T magnetic field of CMS.
Dynamic clustering algorithms are used to merge clusters belonging to the same electromagnetic
shower into so-called superclusters (SC) [8]. The best estimate of the e /� candidate energy (Ee /�)
is obtained from the sum of the signal amplitudes (Ai, in ADC counts) of the individual channels
in the cluster, weighted with channel-dependent coefficients to correct for time response variations
(Si(t)). The different channel responses are equalized by means of inter-calibration coefficients
(Ci) and calibrated by the ADC-to-GeV conversion (G). Finally, imperfect clustering, material and

– 3 –

Figure 3.4: A schematic layout of the CMS ECAL, presenting the arrangement of crystal
modules, supermodules, endcaps and the ES in front (left). Geometric view of one quarter
of the ECAL (right).

3.2.3 The hadron calorimeter

The HCAL, shown in Figure 3.5, is designed to measure the hadronic properties of jets
and provide good hermiticity to ensure that all particles, except for neutrinos, can be
contained in the transverse plane of the CMS detector [78]. This allows for accurate
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measurement of the energy imbalance from neutrinos and potential new physics particles,
such as non-interacting, long-lived DM candidates.

The HCAL is a sampling calorimeter that consists of alternating layers of non-magnetic
brass absorber and plastic scintillator tiles, with a sampling fraction of about 7%. The
HCAL surrounds and compliments the ECAL by absorbing showers initiated by charged
hadrons in the ECAL. Traversing particles create hadronic showers in the brass layers and
induce detectable light in the subsequent scintillators. The scintillation light, typically in
the blue-violet region of the electromagnetic spectrum, is collected bywavelength-shifting
fibres and translated and amplified by multichannel hybrid photodiodes proportionally to
the magnitude of the energy deposits. The HCAL has both hadronic barrel (HB) (|𝜂| < 1.4)
and hadronic endcap (HE) (1.3 < |𝜂| < 3.0) regions. The HCAL towers have a cross-section
of 0.087 × 0.087 in 𝜂𝜙 space for |𝜂| < 1.6, and vary in size with |𝜂| after that. Because of the
space constraints within the magnet cryostat, the HB thickness is limited to 5.8 hadronic
interaction lengths (𝜆I) at 𝜂 = 0, increasing to 10 𝜆I at |𝜂| = 1.2. Hence, to catch the
energy leakage from HB, layers of scintillators are placed outside the magnet: this is the
hadronic outer “tail-catcher” (HO, |𝜂| < 1.26), which increases the effective thickness of
the combined HB+HE+HO system to over 10 𝜆I. The HCAL is complimented by hadronic
forward (HF) calorimeters, designed to endure high radiation levels and extending the
coverage to 3 < |𝜂| < 5 in coarse calorimeter towers. The ECAL and the HCAL fraction of
the energy deposited in each calorimeter varies non-linearly with energy, and, as a result,
the raw energy measurements require substantial corrections. The combined energy
resolution of the calorimeter system depends on both the ECAL and HCAL and was
parameterised to be [79]:

(𝜎𝐸𝐸 )2 = ( 85%√𝐸[GeV])2 + (7.0%)2. (3.7)

3.2.4 The muon system

One of the main design goals of CMS is to achieve precise muon identification and energy
reconstruction, as muons are key signatures of various SM and BSM processes. The muon
system [81], located outside the magnet cryostat, covers |𝜂| < 2.4 and is interleaved with
iron structures containing and guiding the magnetic field. This return yoke also doubles
as a filter and ensures only muons and neutrinos escape the inner part of the detector. A
schematic depiction of the muon system is shown in Figure 3.6.

The basic principle of operation of the muon spectrometer is gas ionisation. Three types
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Figure 3.5: A schematic representation of the CMS HCAL. Figure taken from Ref. [80].

of separate ionisation chambers make up the muon system. As muons traverse the
chambers, they ionise the gas, and the resulting freed electrons are collected using a
strong electric field, which eventually causes a signal to be produced in the wires and
strips in the chambers. Two system types are drift tubes (DTs), covering |𝜂| < 1.2, and
cathode strip chambers (CSCs), used for 0.9 < |𝜂| < 2.4. DTs are used in the central
region where the muon rate is relatively low and the magnetic field is weak (0.4 T). With
increasing 𝜂, however, the opposite conditions arise, and CSCs must be used. Hence, the
muon spectrometer can be distinguished by three regions: barrel, (|𝜂| < 1.2), two endcaps
(0.9 < |𝜂| < 2.4), and an overlap region (0.9 < |𝜂| < 1.2). The third type of system, called
resistive plate chambers (RPCs), acts as a complementary system, covering the range|𝜂| < 1.6. RPCs offer a fast response and are crucial in associating signals to the correct
bunch crossing for triggering; however, they have a much coarser position resolution
than the DTs or CSCs.

The hit and track segment reconstruction efficiency for traversing muons is 94–97% [82].
Using 13 TeV measurements with cosmic ray data and combining both the inner tracker
and muon systems, the momentum resolution was measured at 1% for muons of 𝑝T =10GeV, decreasing to 6% at 𝑝T = 1000GeV.

3.2.5 The data acquisition and trigger system

At the LHC, the current bunch spacing is 25 ns, meaning collisions happen at a rate of
40MHz. An entire event takes about a megabyte of disk space, so it is impossible to write
out all events to disk due to bandwidth and storage limitations. Furthermore, the cross-
sections of “interesting” processes, such as EW processes and potential BSM physics, are
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Figure 3.6: A quadrant of the CMS detector. The IP is at the lower-left corner. The
locations of the various muon stations and the steel flux-return disks (dark areas) are
shown. The DTs stations are labelled muon barrel (MB) and the CSCs are marked as
ME. RPCs are mounted in both the barrel and endcaps of CMS, labelled RB and RE,
respectively. Figure taken from Ref. [82].

very low compared to that of the inelastic scattering of partons. Inelastic pp scattering
has a cross-section of 69mb and results in an event rate of ∼ 1GHz, corresponding to
about 25 simultaneous pp interactions per bunch crossing, referred to as “pileup”.

As a result of these enormous rates, no meaningful data collection can occur without a
trigger in place, which performs coarse data analysis and selectively stores events via a
two-tier structure [83]–[85]. The first stage is the Level-1 (L1) trigger that consists of
hardware and firmware and reduces the event rate to 100 kHz. This rate is low enough for
processing by a processor farm, known as the high-level trigger (HLT), further reducing
the rate to about 1 kHz. The trigger system plays a core role in the DAQ system, which
stores complete event data to disk for each event passing the L1 and HLT decisions.

The primary purpose of the L1 system is to discard almost all simple QCD-inducedmultijet
events, which are produced abundantly, while at the same time allowing a low-enough
threshold for precision SM measurements and potential BSM signals. The L1 trigger
temporarily stores events in the detector front-end pipelines, which store information
for 128 bunch crossings. The event selection algorithms must therefore operate within a
latency of < 4 μs. Due to bandwidth limitations, the L1 trigger is only capable of using
coarse information from trigger primitives (TPs) from calorimeter and muon systems,
while the tracker is read out only if the trigger provides a positive response. Event
selection is performed in several stages based on combined detector information, before
deciding to keep interesting events in the global trigger (GT).
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Isolated high-𝑝T leptons are key objects in the triggering process, as they can indicate
the production of EW bosons and are thus crucial for several studies. Isolation criteria
can be imposed to veto leptons originating from heavy quark (b or c) jets. In addition to
triggering on isolated leptons, retaining events with energetic jets is essential as these
can result from heavy new particle decays. Good efficiency for high-energy jets and
energy sum quantities, such as missing transverse momentum, 𝑝miss

T , or the scalar sum
of jet energies, 𝐻T, at the L1 trigger is a critical ingredient in searches for heavy particles,
which lead to significant 𝐻T and 𝑝miss

T .

A crucial component of the trigger is a field-programmable gate array (FPGA) — an
integrated circuit that can be configured by the user after manufacturing. This allows
changing the trigger menu as needed to keep up with the evolving CMS physics pro-
gramme and the detector performance. Several FPGAs, interconnected by high bandwidth
optical links, make up the trigger cards. Trigger boards process and concentrate the data
in several stages for final decision-making in the GT. Currently, the GT allows for up
to 512 algorithms to cope with the broad CMS physics programme. A single algorithm
could require, for example, to only accept events above a specific missing transverse
energy threshold.

Events passing the L1 trigger are transferred to the HLT for further filtering. Its trigger
decision calculation is based on more sophisticated processing that includes information
from the inner tracking system. The HLT software is efficiently structured into paths that
trigger events with different topologies and physics objects of interest, yet share common
information to increase performance. An event is stored as soon as it is accepted by at
least one trigger path or discarded once it is established that no path will accept it.

For specific certain algorithms which select standard physics processes, only a fraction
of events passing the trigger criteria can be retained to restrict the output rate. This
is referred to as prescaling. For a given algorithm, the prescale is adjusted during data
taking as required to match the given instantaneous luminosity.

3.2.6 Data-taking performance

For the LHC data taking period of 2015–2018, referred to as Run 2 and pertinent for the
data analysis discussed in this thesis, beam energy of 6.5 TeV was achieved, i.e. a centre
of mass energy of √𝑠 = 13TeV. During Run 2, the LHC achieved 𝐿 = 2 ⋅ 1034 cm−2 s−1,
which exceeded the design value of 1 ⋅ 1034 cm−2 s−1 through various improvements. The
2015 data set corresponds to a negligible fraction of the total Run 2 integrated luminosity
and hence was not analysed in this thesis. The total integrated luminosity was measured
using the pixel cluster counting method to be 137 fb−1 for the 2016–2018 pp collision data
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Figure 3.7: Run 2 pp collision data (2015–2018) delivered by the LHC and recorded by
CMS.

set [86]–[88]. As can be seen from Figure 3.7, the overall data-taking efficiency was over
92%. The average pileup was found to be 23 (32) during the 2016 (2017–2018) data taking
period, which poses a substantial challenge to particle reconstruction algorithms.





Chapter 4

Event reconstruction

This Chapter describes the identification and reconstruction of particles and their proper-
ties based on the signatures they leave in the detector during an event. In CMS, comple-
mentary information from all subdetectors is combined using the PF algorithm [89], the
name of which alludes to the flow of (particle) energy throughout the detector. The PF
algorithm’s primary goal is to provide a global event description by identifying all stable
particles produced during the collision. CMS is particularly suited for PF reconstruction
due to its fine spatial granularity, which minimises the merging of signals from different
particles. The primary particle type (electron, photon, muon, charged or neutral hadron)
and properties (energy and direction) are identified using the PF algorithm, and physics
objects are defined starting from the PF candidates, such as jets and missing energy. This
Chapter aims to describe the reconstruction of the essential physics objects used within
the analysis and various corresponding corrections used to describe the said objects’
properties more accurately. The reconstruction of physics objects is two-fold: energy
deposits from the detector are initially reconstructed as tracks, vertices, and calorimeters
clusters. These are then used in PF as building blocks for physics objects in global event
reconstruction.

The event selection of the search for long-lived HNLs described in this thesis requires the
presence of at least two leptons, one of which can be displaced, and at least one jet. As a
result, this Chapter places a particular emphasis on the reconstruction of muons, electrons,
and jets. As the CMS detector has not been designed to target displaced signatures arising
from LLPs explicitly, the reconstruction efficiency of various algorithms is studied to
ensure they are suitable for an LLP search. Missing energy is also of particular importance
as it used to train amultivariate (MVA) classifier. These objects are also crucial for defining
control regions (CRs) used to train the first iteration of the DNN jet tagger, targetting
long-lived split SUSY gluinos.

51
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4.1 Particle flow event reconstruction

4.1.1 Track reconstruction

With typical instantaneous luminosities achieved at the LHC, the CMS tracker is expected
to be traversed by about 1000 charged particles at each bunch crossing. In this challenging
environment, maintaining a high track-finding efficiency, while ensuring that the tracking
software runs fast enough in the HLT, is challenging. To this end, a different version of
the tracking algorithm, which employs fewer iterations, is used at the HLT. Furthermore,
it is crucial to ensure that the fraction of “fake” reconstructed tracks is small, where
“fake” refers to tracks resulting from a combination of unrelated hits or a genuine particle
trajectory that is poorly reconstructed.

The first step of the reconstruction process, called local hit reconstruction, involves
clustering zero-suppressed signals left by traversing particles in pixel and strip modules
into hits, and estimating the cluster positions and their corresponding uncertainties. The
hit efficiency, defined as the probability to find a cluster in a given silicon sensor that
a charged particle has traversed, is typically >99% [75]. The hits can then be used to
estimate the charged particle position and momentum parameters.

In the magnetic field inside the solenoid, charged particles follow helical trajectories.
Twelve iterations of a combinatorial track finder algorithm are used to reconstruct the
trajectory properties. In each iteration, hits assigned to tracks in the previous iteration
are removed from the hit collection to reduce the combinatorial complexity. Such an
approach is advantageous because it removes easy-to-reconstruct tracks in the first few
iterations. This leaves more challenging classes, such as soft or significantly displaced
tracks, for the later stages.

The first four iterations aim to find prompt tracks, i.e. tracks originating close to the pp IP,
while iterations 5–9 recover tracks outside the beam spot. Iterations 10–12 are unique in
that they target tracks of high-𝑝T jets and muons. Each of the twelve iterations proceed
in four stages. First, seed generation provides initial track candidates found using a few
hits. A seed is the initial estimate of the helical particle trajectory parameters and their
corresponding uncertainties. The second step is based on a Kalman filter [90], where the
seed trajectories are extrapolated along the expected flight path of the particle to search
for hits that could be assigned to the track candidate. The third step involves fitting
the assigned hits to provide the best possible estimate of the track parameters. Once
the final tracks are obtained, fake tracks are reduced by imposing quality requirements.
Tracks are selected based on the number of layers that have hits, the goodness-of-fit, and
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how compatible they are with originating from a primary interaction vertex. The main
difference between the generations is in the seed generation configuration and final track
selection steps. At the end of the track selection, the tracks found by each of the twelve
iterations are merged into a single collection [75], [91].

The tracking performance as a function of track 𝑝T and simulated vertex radius is shown
for Run 2 data-taking conditions in Figure 4.1 for simulated t ̄t events. It can be seen
that later iterations of the tracking algorithm are critical to achieving good efficiency for
displaced tracks which is crucial for LLP searches. In addition, the tracking efficiency
is >99% for isolated muons with 1 < 𝑝T < 100GeV. However, the efficiency is around
90% at 𝑝T = 10GeV for charged pions, with tracking inefficiencies arising due to nuclear
interactions experienced by charged hadrons. For electrons, a large fraction of energy is
lost via bremsstrahlung before reaching the end of the active tracker material, leading to
substantial inefficiencies when using the default track reconstruction algorithm. There-
fore, an additional dedicated electron reconstruction algorithm is used to improve the
tracking efficiency, as described in Ref. [75].
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Figure 4.1: Track reconstruction efficiency for each of the twelve tracking iterations
(denoted in the legend) as a function of simulated track 𝑝T (left) and production vertex
radius (right). Figures taken from Ref. [91].

4.1.2 Vertex reconstruction

In a high pileup environment, the main goal of the vertexing algorithm is to identify
the primary vertex (PV) and all tracks associated with it, mask particles originating
from additional collision (pileup) vertices, and identify secondary vertexs (SVs), a crucial
feature in searches for LLPs.

The PV reconstruction proceeds in three steps: first, tracks consistent with being produced
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at the IP are identified by imposing various quality requirements. The selected tracks are
then clustered based on their 𝑧-coordinates at their point of closest approach to the centre
of the beam spot to identify all pp interactions produced in the same bunch crossing. The
clustering is performed using a deterministic annealing algorithm [92], which performs a
stochastic search for minima via a Markov chain MC method. The algorithm is analogous
to the scenario of a physical system undergoing a series of temperature reductions
and gradually approaching a final state of minimal energy. Finally, candidate vertices
identified by the deterministic annealing procedure that contain at least two tracks are
fitted to determine the position of each vertex, the corresponding uncertainty, as well as
various fit quality indicators [93].

The resulting vertex with the highest 𝑝2T sum of the associated tracks is taken to be the
leading PV and is used for physics object identification and reconstruction, while all
other PVs are treated as pileup interactions. For vertices with many tracks, characteristic
of interesting events, the PV reconstruction efficiency is close to 100%, while the typical
PV resolution is about 10–12 μm in each of the three spatial dimensions [75].

4.1.3 Cluster reconstruction

The calorimeters are used to reconstruct the energies of incident particles from shower
deposits made in the active material. Energy clusters left in the calorimeter system are
the only way in CMS to reconstruct the energies of photons and neutral hadrons. These
are identified in the PF algorithm by finding energy clusters not associated with the
extrapolated trajectory of a charged particle’s track.

In the ECAL, for example, clustering algorithms are used to sum together energy deposits
in adjacent crystals belonging to the same electromagnetic shower. The clustering
algorithm starts by finding seed crystals, corresponding to a local energy maximum
above a predefined threshold, which is generally 2 or 3 times bigger than the electronic
noise expected for these crystals. Adjacent crystals with recorded energy deposits are
iteratively added to the bare cluster as long as they are not assigned to a different cluster
already. The resulting bare clusters are then merged to form a supercluster extended in 𝜙
to recover the radiated energy due to electron bremsstrahlung or photon conversions.
The energy measurement is provided by summing all the energy deposits recorded within
the supercluster’s crystals. The energy measured by the superclustering algorithm is
subject to losses for several reasons: electromagnetic shower energy in the ECAL can be
lost through shower leakages, in intermodular gaps or dead crystals. An MVA regression
technique, described in Ref. [94], is used to correct the supercluster energy for these
energy deposits.
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4.1.4 Muon tracking

The muon system allows the identification of muons with high efficiency. It provides
a very high purity measurement, as most other particles (except neutrinos) are fully
absorbed within the calorimeters, whereas muons only leave minor energy deposits
there.

Hits within each DT and CSC detector are clustered to form seed track segments, used
for pattern recognition in the muon spectrometer. The algorithm then finds all DT, CSC,
and RPC hits along the muon trajectory. By fitting all hits, a so-called standalone-muon
track is obtained. The muon spectrometer information is later combined with the inner
tracker in the PF algorithm to obtain a more precise energy measurement.

4.2 Physics object reconstruction

One particle can, in general, produce several PF elements in different subdetectors. Hence,
the first step of PF is a link algorithm, matching particle signals produced in different
subdetectors:

1. A link between tracks in the central tracker and a calorimeter cluster is made by
extrapolating the track direction from the last hit in the tracker to the ECAL and
the HCAL within a given geometric acceptance.

2. Tangents to the electron trajectory are extrapolated to the ECAL from the track
and tracker material’s intersection points to collect photons resulting from electron
bremsstrahlung.

3. Links are formed between ECAL and HCAL clusters.

4. Finally, links between tracks in the central tracker and the muon subsystem are
established.

The linking algorithm produces PF blocks of linked elements. The reconstruction and
identification sequence then proceeds for each block as follows:

1. Muon candidates are identified by linked tracker and muon chamber hits. The
tracks, as well as any associated calorimeter clusters, are removed from the blocks.
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2. The PF electron seed candidates are formed by tracks linked to ECAL clusters, and
isolated photon seed candidates are likewise considered if there is no matching
electron track. In both cases, a requirement of no more than 10% of the supercluster
energy in a surrounding HCAL region, defined as all clusters within 0.15 in the 𝜂𝜙
plane, is imposed. All selected tracks and clusters in the PF block are masked from
further processing. Bremsstrahlung photons associated with the electron track are
also removed and added to the electron energy.

3. At this stage, the remaining particles are products of jet fragmentation and
hadronisation. Calorimeter clusters not matched to any tracks are reconstructed
as PF neutral hadrons and (non-isolated) photons. The precedence in the ECAL is
given to photons over neutral hadrons. Finally, tracks that are linked to compatible
ECAL and HCAL clusters form PF charged hadrons.

The particles identified and reconstructed by the PF algorithm are used in the analysis
to build physics objects. In the presence of no pileup interactions, these objects would
correspond to the collision’s stable final state products (except for neutrinos). Recon-
struction and identification of isolated electrons and muons is a crucial part of the CMS
detector design, as this is the key signature of the production of W/Z/H bosons. For a
given particle, relative isolation is a dimensionless quantity calculated as the transverse
momentum sum of all other particles present in a cone of a given radius Δ𝑅max in the 𝜂𝜙
plane around that particle, relative to the 𝑝T of the particle itself:

𝐼rel = ∑𝑖 𝑝𝑖T𝑝T , Δ𝑅(p,p𝑖) < Δ𝑅max∀𝑖. (4.1)

In the following Sections, the reconstruction of each type of object is explored in more
detail.

4.2.1 Muon reconstruction

Muon identification in the PF algorithm exploits the information from the inner tracking
system tracks and the muon spectrometer, resulting in “global” and “tracker” muon
classes. Each standalone-muon track is matched to an inner track if the parameters
of the two tracks propagated onto a common surface are compatible to obtain global
muons. The inner tracks and standalone-muon tracks are combined and fit to form a
global-muon track. The combined fit improves the momentum resolution with respect
to the tracker-only fit, especially for 𝑝T > 200GeV. Tracker muons, on the other hand,
are found by extrapolating inner tracks to the muon system. If the extrapolated track
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matches at least one segment, the muon is considered a tracker muon. About 99% of the
muons produced within the muon system’s geometrical acceptance are reconstructed
either as a global muon or a tracker muon. All muons considered in this analysis are
required to be either tracker or global muons.
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Figure 4.2: Efficiency for the tight PF muon isolation and identification working point
versus 𝑝T (left) and versus 𝜂 for muons with 𝑝T > 20GeV (right) for the Run 2 data-taking
conditions. Figure taken from Ref. [82].

Charged hadrons can be misreconstructed as muons if some of the hadron shower
penetrates through to the muon system (punch-through). Different identification criteria
can be applied to the muon tracks to sufficiently reduce the rate of fake muon tracks.

In the analysis, several types of muon candidates are considered. To preferentially target
genuine muons produced in prompt decays of W and Z bosons, tight muon identification
and isolation requirements are imposed. For tight muon candidates, a global muon
track with 𝜒2/ndof < 10 is required using at least one hit from the muon system and
at least six hits from the inner tracker, of which at least one is in the pixel detector.
Additionally, muon track segments are required in at least two muon stations, which
suppresses accidental association of tracks to uncontained hadronic showers spilling into
the muon system. In addition, the muon track needs to originate from the vicinity of the
PV within |𝑑𝑥𝑦| < 0.01 cm and |𝑑𝑧| < 0.05 cm. The requirement is used to suppress muons
from decays of b and c hadrons with minimal loss of efficiency for prompt muons.

Tight muon candidates are required to be isolated with a PF-based combined relative
isolation of 𝐼 𝜇rel. < 15%. The relative “delta-𝛽” isolation for muons is defined as:

𝐼 𝜇rel. = 𝐼ch.had. +max (0, 𝐼neut.had. + 𝐼𝛾 − 𝛽 ⋅ 𝐼PU)𝑝𝜇T , 𝛽 = 12 , (4.2)
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where 𝐼ch.had., 𝐼neut.had., 𝐼𝛾 denote the summed energy deposits of charged hadrons, neutral
hadrons, and photons within a cone of Δ𝑅 < 0.4 around the muon direction, respectively.
Half of the contribution by tracks associated with pileup vertices, 𝐼PU, is taken to estimate
the neutral energy deposit from pileup, and used as a correction. The efficiency of tight
criteria, shown in Figure 4.2, was measured using tag-and-probe methods [82] and is
generally at least 90%.

On the other hand, only loose muon identification requirements are employed to recon-
struct displaced muon candidates; no requirement on the muon isolation nor the loose
muon track’s compatibility with the PV is employed. Loose muons are required to have
a transverse momentum of at least 3 GeV within |𝜂| < 2.4. The efficiency for a displaced
muon from an HNL decay to be reconstructed a PF muon and subsequently identified
using the loose criteria, is shown in Figure 4.3. The reconstruction efficiency is close to
95% for prompt muons with 𝑝T > 5GeV, decreasing to 80% at a displacement of 10 cm as
the outer layers of the inner tracking system are being reached. On the other hand, the
identification efficiency is close to 100% due to the muon spectrometer.
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Figure 4.3: Muon from HNL decay reconstruction and identification efficiency as a
function of generator-level lab frame displacement (left) and generator-level 𝑝T (right).

4.2.2 Electron reconstruction

Electron candidates obtained from tracks linked to calorimeter superclusters must satisfy
specific identification criteria. These are two-fold: one requires the electron to satisfy a
sequential set of requirements (“cut-based”); the other is based on an MVA approach.

As is the case for muons, one of the essential quantities which allows identifying electrons
originating from W and Z bosons is the relative isolation based on effective areas, which
is defined as:
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Figure 4.4: Electron identification efficiency measured in data (upper panels) and data-to-
simulation efficiency ratios (lower panels), as a function of the electron energy, for the
cut-based identification veto working point (left) and the BDT-based (without isolation)
loosest working point (right). Figure taken from Ref. [94].

𝐼 erel. = 𝐼ch.had. +max (0, 𝐼neut.had. + 𝐼𝛾 − 𝜌 ⋅ 𝐴eff.)𝑝eT , (4.3)

where the charged and neutral energy deposits within a cone of Δ𝑅 < 0.3 around the
electron candidate are used. A pileup correction is appliedwhose contribution is estimated
as 𝐼PU = 𝐴eff ⋅ 𝜌, where 𝐴eff denote 𝜂-dependent areas and 𝜌 the median of the transverse
energy density in 𝛿𝜂 × 𝛿𝜙, calculated from all PF particles within an event. Non-prompt
electrons are rejected based on exploiting shower-shape variables. For instance, even
though it may not be possible to fully resolve a pair of photons decaying from a neutral
hadron, a wider shower profile is still expected, on average, compared with a single
incident electron. Some typically used handcrafted variables include 𝐸had./𝐸EM i.e. the
hadronic over electromagnetic energy ratio as well as 𝜎𝑖𝜂𝑖𝜂; defined as the second moment
of the log-weighted distribution of crystal energies in 𝜂. Several variables related to
the electron track properties are also employed. One such variable is 𝐸−1SC − 𝜌−1, where𝐸SC is the supercluster energy, and 𝜌 is the track momentum. Another pair of angular
variables that are used is Δ𝜂inseed, defined as the difference in 𝜂 of the seed cluster and the
extrapolated track position as well as Δ𝜙in, which uses the supercluster energy-weighted
position in 𝜙 instead of the seed cluster. An important source of backgrounds to prompt
electrons arises from secondary electrons produced in photon conversions in the tracker
material. The presence of missing hits in the first tracker layer is exploited to reject this
background. The exact combination of these requirements depends on the electron 𝜂 and
is described in detail in Ref. [94].

The MVA approach combines the variables mentioned above and is expanded by several
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others in a BDT. Two versions of the BDT are trained, with and without including the
isolation variable, to allow maximum flexibility.

The efficiencies of the MVA-based and cut-based approaches were measured using tag-
and-probe methods and are shown in Figure 4.4. Considering also the false positive rate
of misidentified electrons, the MVA-based identification substantially outperforms the
cut-based approach, and, for that reason, is used in this analysis to target prompt electrons
from vector boson decays. However, the cut-based ID can be more easily customised
by adjusting certain requirements; for this reason, it is used to ensure sufficiently high
efficiency for displaced electron candidates resulting from long-lived HNL decays. Loose
electrons are required to have a transversemomentum of at least 5 GeVwithin |𝜂| < 2.4 and
fulfil a set of cut-based criteria listed in Table 4.1. The efficiency for a displaced electron
from an HNL decay to be reconstructed as a PF electron and subsequently identified
using these criteria is shown in Figure 4.5. The efficiency to reconstruct a prompt
electron of 𝑝T > 10GeV is around 80%, dropping to 50% for electrons of 𝑝T = 5GeV or𝐿𝑥𝑦 = 10 cm. Electrons, especially low-𝑝T ones, exhibit significantly worse reconstruction
and identification performance compared with muons. This is not surprising as muon
reconstruction benefits heavily from the identification capabilities of the muon chambers.

Table 4.1: Cut-based loose electron identification criteria.

Quantity EB EE𝜎𝑖𝜂𝑖𝜂 < 0.0112 < 0.0425Δ𝜂inseed < 0.00377 < 0.00674Δ𝜙in < 0.0884 < 0.169𝐸had./𝐸EM < 0.05 + 1.16/𝐸SC + 0.0324𝜌/𝐸SC < 0.0441 + 2.54/𝐸SC + 0.183𝜌/𝐸SC𝐸−1SC − 𝜌−1 < 0.193 < 0.111
conversion veto yes yes
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Figure 4.5: Electron from HNL decay reconstruction and identification efficiency as a
function of generator-level lab frame displacement (left) and generator-level 𝑝T (right).
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4.2.3 Jet reconstruction

Collimated jets of particles are produced by the hadronisation of partons (quarks and
gluons) resulting from deep inelastic pp collisions. By combining all particles produced
in this process, the four-momentum of the original parton can be obtained. For the
jet properties to be theoretically tractable, the jet clustering algorithm needs to satisfy
the requirements of infrared safety, i.e. not be sensitive to the addition of soft particles,
and that of collinear safety, i.e. insensitivity to the collinear splitting of particles. In
CMS, PF candidates are clustered into jets using the anti-𝑘𝑇 [95] algorithm, satisfying
the properties mentioned above. The determination of the flavour of the parton and its
charge is challenging and relies on ML algorithms.

The input clusters for the jet clustering algorithm are the momenta of PF candidates
or previously clustered 4-vectors of several PF candidates. The algorithm starts by
introducing a distance measure, 𝑑𝑖𝑗, between pairs of clusters (𝑖, 𝑗), as well as a beam-
cluster distance, denoted as 𝑑𝑖𝐵:

𝑑𝑖𝑗 = min ( 1𝑝2T,𝑖 , 1𝑝2T,𝑗)(Δ𝑅𝑖𝑗𝑅 )2, 𝑑𝑖𝐵 = 1𝑝2T,𝑖 , (4.4)

where Δ𝑅𝑖𝑗 = √(𝜙𝑖 − 𝜙𝑗)2 − (𝜂𝑖 − 𝜂𝑗)2, and 𝑅 determines the maximum distance for cluster-
ing pairs, as well as fixes the maximum jet area to 𝜋𝑅2. The algorithm then calculates
and ranks all distances 𝑑𝑖𝑗 and 𝑑𝑖𝐵 for all clusters in the event. If the smallest distance
happens to be an inter-jet distance, 𝑖 and 𝑗 are combined into a new cluster. If the smallest
distance is a beam-jet cluster, the cluster is considered a final state jet and removed from
further clustering. The procedure is then repeated until no more clusters remain. The
anti-𝑘𝑇 algorithm preferentially clusters hard and closeby particles before continuing
with soft and distant ones. It results in desirable experimental properties, such as robust
reconstruction of the jet axis, and a circular shape in the 𝜂𝜙 plane.

In this analysis, PF candidates are clustered with a jet size of 𝑅 = 0.4, optimal to capture
particles associated with a jet at √𝑠 = 13TeV, while being resilient against pileup. Charged
jet constituents not belonging to the PV are removed from the jet to reduce pileup in a
method known as charged hadron subtraction [96]. The fine-grained tracker allows for
a pure reconstruction of charged particles (65% of jet energy), while the ECAL allows
for charged hadrons, neutral hadrons, and photons to be clearly separated, adding an
excellent measurement of another 25% of PF jet energy. The HCAL provides the remaining
10% of jet energy, albeit with a modest resolution.

To match the energy of the reconstructed jet to that of the parton that produced it, the jet
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four-momentum must be calibrated. This is done in CMS in a factorised approach named
jet energy corrections (JECs) to obtain the corrected jet four-momentum [97]. The JECs
are derived using a detailed MC simulation of the detector and adjusted with data:

• The first stage of JECs is to remove the “offset” energy originating from pileup
interactions and detector noise. The pileup offset corrections are determined from
the simulation of a sample of QCD dijet events, processed with and without pileup
overlaid.

• After correcting for pileup, the relative “response” corrections aim to calibrate the
detector response of truth-level jets, which are obtained by clustering all generator-
level particles excluding neutrinos. The response function is derived as a function
of particle jet 𝑝T and 𝜂 by matching nearby truth-level and reconstructed jets in
simulated dijet events. The obtained response function is then inverted to find the
required correction to the reconstructed jet four-momentum.

• After the first two stages, residual corrections are applied to data to correct for
remaining minor differences (of the order of a few per cent) within jet response be-
tween data and simulation. These corrections are determined with a well-measured
reference object, e.g. jet recoil from Z bosons.

• An optional step, not applied in this analysis, is to correct for the jet flavour
composition. This is done to account for the variations in jet fragmentation energy
and the particle composition between jets of different flavours.

All steps in the chain have uncertainties associated with the corresponding JECs. As
shown in Figure 4.6, the JEC uncertainties for Run 2 data taking conditions can be as large
as 6% for jets with 𝑝T = 30GeV [98], which is typical for displaced jets resulting from
HNL decays. Finally, to account for the different jet energy resolutions (JERs) between
data and simulation, the jet energy for simulated jets is smeared to match the jet energy
resolution to the one observed in data.

Additional requirements, referred to as jet identification criteria, are applied to reject
spurious jets from detector noise. The criteria are motivated by the fact that a genuine
jet consists of several PF particles, both charged and neutral. The exact requirements
are adjusted slightly for each year of data taking. Typically, jets are required to consist
of at least two constituents, and for the neutral hadron fraction and neutral electromag-
netic energy fraction to be both less than 90%. In addition, for jets within the tracker
acceptance (|𝜂| < 2.4), at least one constituent must be a charged hadron, and the charged
electromagnetic energy fraction is usually required to be less than 99%. The efficiency
for a jet that results from an HNL decay to be reconstructed and subsequently identified
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Figure 4.6: JEC uncertainty breakdown for anti-𝑘𝑡, 𝑅 = 0.4 charged hadron-subtracted
central jets as a function of 𝑝T (left) and for jets with 𝑝T = 30GeV as a function of 𝜂
(right). Figure taken from Ref. [98].

is shown in Figure 4.7. Due to a finite jet energy resolution, a turn-on effect is observed;
otherwise, the efficiency to reconstruct and identify a jet from a prompt HNL decay is
close to unity, dropping to 80% for 𝐿𝑥𝑦 = 1m. Overall, the PF jet algorithm has excellent
performance for displaced jets, even at the outer edge of the CMS detector, as a significant
fraction of neutral PF jet constituents is still reconstructed, as shown in Figure 4.8.
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Figure 4.7: Jet reconstruction and identification efficiency as a function of generator-level
lab frame displacement (left) and generator-level 𝑝T (right).

4.2.4 Missing energy reconstruction

Because the system of colliding partons has little initial transverse momentum, the
transverse momentum of all final state particles must add up to zero within the detector
resolution. Any deviation in this is referred to as missing transverse energy, 𝑝miss

T , and
it signals the presence of neutrinos or other weakly interacting particles escaping the
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Figure 4.8: Average charged and neutral PF candidate energy fraction as a function of jet
generator-level lab frame displacement.
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Figure 4.9: Distributions of 𝑝miss
T in Z → 𝜇+𝜇− (left) and Z → 𝑒+𝑒− (right) samples.

Figure taken from Ref. [99].

detector and is, therefore, an essential quantity in BSM physics searches. The 𝑝miss
T is

defined as the negative vectorial sum of all reconstructed PF candidates, and 𝑝miss
T is its

magnitude:

𝑝miss
T = −∑𝑝PFT , 𝑝miss

T ≡ |𝑝miss
T |, (4.5)

The calculation of 𝑝miss
T is biased by effects like minimum calorimeter energy thresholds,

inefficiencies in tracking, non-linear calorimeter responses, and electronics noise. These
effects are accounted for by propagating JECs to the calculation of 𝑝miss

T as:

𝑝miss
T

,corr. = 𝑝miss
T − ∑

jet
(𝑝corrT jet − 𝑝T jet), (4.6)

which uses all corrected jets with 𝑝T > 15GeV that have less than 90% of their energy
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deposited in the ECAL. This requirement ensures photons and electrons reconstructed
as jets are not considered in the missing energy correction. The four-momenta of any
muons found in jets are subtracted when performing the correction and added back to
the corrected object. The scale and resolution of 𝑝miss

T are verified in Z → 𝜇+𝜇− and
Z → 𝑒+𝑒− candidate events, as shown in Figure 4.9 [99]. The propagated JEC uncertainties
are also displayed.

Anomalies causing high-𝑝miss
T signatures can arise from spurious deposits due to particles

directly striking ECAL photodetectors or from real particle showers caused by hadronic
activity not associated with pp collisions, so-called beam halo effects. These are usually
caused by the production of particles in upstream collisions, which travel parallel to
the beam axis at a constant 𝜙. Another source of fake 𝑝miss

T is poor reconstruction in
the muon chambers, leading to muons being considered as charged hadrons in the PF
algorithm. Dedicated cleaning algorithms are performed and are crucial for not mistaking
a spurious high-𝑝miss

T signature as a signal of new physics [100].





Chapter 5

Analysis techniques

In this Chapter, several techniques used in this analysis are described. A high-level
overview of MC event generators, used to simulate the final state particles resulting
from pp collisions, is provided. Subsequently, two families of ML classification algo-
rithms, namely NNs and BDTs, are described. Lastly, the frequentist maximum likelihood
framework for statistical inference is introduced.

5.1 Monte Carlo event generation

It is practically unfeasible to perform an analytical calculation of the expected multi-
particle collision signature in the detector for a given physical process. Hence, the
experimental signatures have to be simulated via MC integration. The analysis makes
use of simulated samples for studying the event selection, training MVA discriminants,
and performing statistical inference. The simulation is factorised into several main
stages [101]: the hard parton scattering, parton shower (PS), secondary interactions,
hadronisation, and hadron decays. These steps are shown schematically in Figure 5.1,
and a typical general-purpose MC event generator, such as pythia [102], can perform
most of them.

5.1.1 Parton-level event generation

The event simulation is based on and starts with a specific hard scattering process of
interest. The process can be both an SM process or a BSM process. The factorisation
theorem allows expressing the cross-section for a given process with large momentum
transfer by treating the soft initial state physics independently from the hard parton

67
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scattering process [103]. In this approach, the colliding partons are treated as free particles
in an essentially “frozen” proton, as the interactions between the partons within the
proton occur over significantly longer space-time scales:

𝜎(pp → 𝑋) = ∫10 ∫10 ∑𝑖,𝑗 PDF (𝑥1, 𝑓𝑖, 𝜇F) PDF (𝑥2, 𝑓𝑗, 𝜇F) 𝜎 (𝑓𝑖𝑓𝑗 → 𝑋) d𝑥1 d𝑥2, (5.1)

where 𝜎 (𝑓𝑖𝑓𝑗 → 𝑋) is the cross-section for the production of a final state, 𝑋, from two
partons of flavours 𝑖, 𝑗. The cross-section can be calculated by considering the relativistic
formulation of Fermi’s golden rule (Equation 2.17) and a Lorentz-invariant formulation
of the particle flux. For instance, the cross-section of the two-body process 𝑖 + 𝑗 → 𝑎 + 𝑏
can be expressed as:

𝜎 = ∫ d𝜎
dΩdΩ = ∫ 164𝜋2 ̂𝑠 𝑝∗𝑗𝑝∗𝑖 ||ℳ𝑖𝑗→𝑎𝑏(𝜇F, 𝜇R)||2 dΩ, (5.2)

where dΩ = d(cos 𝜃)d𝜙 is a differential solid angle element, √ ̂𝑠 = √𝑥1𝑥2√𝑠, where √𝑠 is the
centre-of-mass energy of the pp system, and 𝑝∗𝑖,𝑗 are momenta of the two partons in the
centre-of-mass frame. ℳ𝑖𝑗→𝑎𝑏 is the ME, introduced in Equation 2.17, and computed to
some order in perturbation theory. MC event generators perform the integral of Equa-
tion 5.1 by employing MC sampling techniques according to Equation 5.2. These methods
are advantageous for simulating high-dimensional final-state parameter space integrals,
as the uncertainty does not depend on the number of dimensions but only on the number
of events as ∼ √𝑁. The events are generated in such a way that they all contribute with
the same probability to the integral. For a given physical process with a cross-section, 𝜎,
for which 𝑁 events have been generated, an event weight can be calculated as:

𝜔gen = 𝜎ℒ𝑁 , (5.3)

and applied to simulated events to match the expected number of events in a data set of
integrated luminosity ℒ.

In a pp collision, secondary “remnant” interactions not associated with the hard parton
scattering can occur. This is referred to as the underlying event (UE) and collectively
comprises initial state radiation (ISR) and final state radiation (FSR) with small momentum
transfer, beam-beam remnants, and multiple parton interactions.
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Figure 5.1: Schematic representation of event simulation using MC generators. The
incoming partons are shown as blue lines. Stages of the simulation are displayed: the
hard process (red circle), PS (red gluon lines), hadronisation (light green circles), the
UE interactions (purple circle), and hadron decays (in dark green). Figure taken from
Ref. [104].

5.1.2 Parton showering and hadronisation

The final state partons resulting from the hard interaction process possess a colour charge
and can radiate gluons. The resulting FSR is predominantly very soft or almost collinear
with the outgoing partons. This radiation gives rise to further gluons or quark-antiquark
pairs, and the process of showering repeats until the energy of the final state particles
are low enough to form bound states. Event generators treat PS as a Markov chain and
recursively simulate it using MC techniques until the parton energy evolves to a scale of𝒪(1GeV). PS models have several free parameters which are tuned to match observed
UE data [105].

As perturbative QCD can no longer be used at low energies, PS is replaced by various
QCD-inspired hadronisation models, such as the string model [106]. In these models,
colour-connected systems of partons are hadronised collectively, which ultimately results
in colour-neutral hadronic final states. Finally, unstable hadrons are decayed until a set
of detector-stable particles is obtained.

A complication arises because the FSR of partons can produce additional partons that
are indistinguishable from partons produced in the equivalent hard scattering process.
To avoid this double-counting, which would result in an overestimation of the hadronic
activity in an event, a jet matching procedure is employed [107]. The ME calculation of
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the hard process cannot reliably describe soft gluon emissions. On the other hand, shower
algorithms are inaccurate for hard, wide-angle emissions, i.e. additional resolved jets.
Hence, such matching schemes typically introduce a specific cut-off scale, below which
only partons from the showering are retained. Above this scale, partons originating from
the ME calculation are used instead. An alternative approach to deal with this issue is to
employ a jet merging scheme instead, where jets from ME and PS calculation are merged.

For the generated samples used in this analysis, minimum bias events are overlaid with
the hard scattering event to simulate pileup interactions, with the multiplicity distribution
matched to that observed in pp collision data. The pythia program is used to describe
the PS and hadronisation for all simulated samples. The NNPDF3.0 LO and NLO parton
distribution functions [12] are used with the event generators.

In summary, a general-purpose MC event generator can simulate a range of interesting
physical processes occurring during pp collisions at the LHC, and can likewise be used
to simulate the signatures of new particles.

5.1.3 Detector simulation

The final step of event generation is simulating the interactions of all final state particles
with the active detector material. In CMS, the detector simulation is done based on the
Geant4 toolkit [108]. It consider interactions with matter, the production of secondary
particles, and propagates particles through electromagnetic fields. Finally, the readout of
various detector components is simulated in the digitisation step.

5.1.4 Background samples

For the analysis described in this thesis, the simulated background samples are separated
into two categories: those used in the statistical analysis and those used to train various
MVA discriminants. Independent samples must be used for the two purposes to prevent
a bias arising from an ML algorithm performing better on the training data set.

Long-lived SUSY and HNL used for training the displaced jet tagger are further described
in Section 6.4.5 and Section 7.2, respectively. In all cases, the signal samples are partitioned
into independent samples for the training and evaluation of MVA algorithms.

For the samples used in the statistical analysis, major SM background processes resulting
in at least one and potentially several leptons in the final state are simulated. The
MadGraph5_amc@nlo event generator is used to produce samples of W+jets at NLO
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precision in QCD with up to two additional partons at the ME level and are merged with
jets from the subsequent pythia PS simulation using the FxFx scheme [109]. Samples of
Z/𝛾 ∗+jets are produced in two “slices” depending on the dilepton invariant mass, 𝑚ℓℓ, at
NLO (LO) precision, with MadGraph5_amc@nlo (MadGraph), and merged (matched)
using the FxFx (MLM) [107] scheme. The powheg generator is used to simulate t ̄t
production [110] as well as t-channel [111] and tW [112] production of single top quarks
at NLO accuracy. Additionally, leptons can be produced during the hadronisation of jets;
hence, the QCD multijet process is essential to consider. Multijet events are simulated
at LO accuracy using pythia. As the production of leptons in the final state in QCD
multijet events is rare, during the generation of QCDmultijet samples, a filter is optionally
applied, requiring at least one lepton at the generator level. The samples are summarised
in Table 5.1.

For the training of various MVA classifiers described within this thesis, LO samples of
W+jets, Z/𝛾 ∗+jets, and t ̄t generated with MadGraph were used. Independent 𝑝T-binned
samples of QCDmultijet production, generated with pythia, were also used. The samples
are summarised in Table 5.2.

Table 5.1: Background samples for statistical inference.

Process Samples (ME) Generator Colour

W+jets
W+0 jets

MadGraph5_amc@nloW+1 jet
W+2 jets

Z/𝛾 ∗+jets 𝑚ℓℓ > 50GeV MadGraph5_amc@nlo10 < 𝑚ℓℓ < 50GeV MadGraph

top-quark

t ̄t → ℓℓ𝜈𝜈𝑏𝑏
powhegt ̄t → ℓ𝜈𝑏 + q ̅q′𝑏

single-top, t-channel
single-top, tW-channel

QCD multijet 𝑝T-binned, 𝜇(𝑒)-enriched pythia𝐻T-binned

V𝛾⋆+jets Z(→ ℓℓ)𝛾⋆+0,1 jets MadGraph
W(→ ℓ𝜈)𝛾⋆+0,1 jets MadGraph5_amc@nlo
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Table 5.2: Background samples for MVA discriminant training.

Process Samples (ME) Generator

W+jets inclusive MadGraph

Z/𝛾 ∗+jets 𝑚ℓℓ > 50GeV MadGraph

t ̄t inclusive powheg

QCD multijet 𝑝T-binned pythia

5.2 Machine learning

ML is a subfield of artificial intelligence concerned with the development of a computer
algorithm (model) that can automatically improve through experience. Conventional ML
algorithms can be broken down into three main parts:

Decision process ML algorithms involve making either classification or regression
tasks. Classifications tasks aim to accurately predict a discrete class label given
an example or the corresponding probability, while regression is concerned with
predicting a continuous value, i.e. a number. Algorithms are also subdivided
depending on whether the training data is labelled or not, called supervised and
unsupervised learning, respectively. The final possibility is that of semi-supervised
learning, where the training data is partially unlabelled. Typically, supervised
ML algorithms are employed in HEP to perform object identification or event
classification and rely on labelled simulated samples. A canonical example of
unsupervised learning is clustering algorithms.

Loss function A loss (cost) function, which the algorithm aims to minimise, and which
assigns a single number (“cost value”) associated with a given sample (event).

Model optimisation process An optimisation algorithm aims to determine the internal
model parameters that minimise the chosen loss function for a given training data
set.

The focus of this Section is on classification algorithms, which are employed extensively
within this thesis.
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5.2.1 Neural networks

Neuron

A single artificial neuron is a mathematical function described by a set of weights (𝜔)
and a bias term (𝑏) which act on a set of inputs x to produce a single output:

𝑦 = 𝜎 (∑𝑖 𝜔𝑖𝑥𝑖 + 𝑏) ≡ 𝜎(𝑧), (5.4)

where 𝜎 is a (typically non-linear) activation function, and we have defined the weighted
input as 𝑧.
Neural networks

The simplest NN, called a perceptron, corresponds to a single neuron. A feed-forward NN
consists of a series of layers of neurons in which the connections between the neurons
do not form a cycle. In such a network, where the signals flow in the forward direction
only, the outputs of a given layer play the role of inputs to the following one. As all
the neurons in each layer “see” the same inputs, their output can only be different if the
weights themselves are different. For a vector of neurons in a layer 𝑙, the output of the
layer can be expressed in matrix form as:

y𝑙 = 𝜎𝑙 (Ω𝑙y𝑙−1 + b𝑙) ≡ 𝜎𝑙 (z𝑙) , (5.5)

where Ω𝑙 = ℝ𝑁×𝑀, and y𝑙, b𝑙, z𝑙 = ℝ𝑀. Assuming there are 𝐿 layers in total, x ≡ y0
denote the NN inputs, and ̂y ≡ y𝐿 its output. The intermediate (hidden) layer (1 < 𝑙 < 𝐿)
outputs are usually called latent features. The set of network weights can be collectively
expressed as:

Ω = Ω1 ∘ … ∘ Ω𝑙 ∘ … ∘ Ω𝐿, (5.6)

with the bias term absorbed into the definition. The same notation is adopted for the
activation functions:

𝜎 = 𝜎1 ∘ … ∘ 𝜎𝑙 ∘ … ∘ 𝜎𝐿−1. (5.7)
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For the final network layer, an activation function is not applied on each score separately;
instead, a softmax function transforms the output vector to a vector of class probabilities:

̂𝑦𝑘 = 𝑒𝑧𝑘𝐿∑𝑛 𝑒𝑧𝑘𝐿 , (5.8)

where 𝑛 is the number of classes considered. The network output (class probability) is
then used as a discriminant in a physics analysis. The set of weights and activation
functions is called a model and completely describes the response of the network to input
data:

̂y = 𝑓 (x|Ω, 𝜎). (5.9)

A simple example of a NN used for binary classification is shown in Figure 5.2. To define
a procedure for optimising the model, a loss function, describing its accuracy, has to
be determined. A powerful result, called the universal approximation theorem [113],
states that a sufficiently wide NN with only a single hidden layer can approximate any
well-behaved one-dimensional function over a specific interval.

Loss function

The typical loss function used for classification tasks is categorical cross-entropy, defined
for two discrete probability distributions, 𝑝 and 𝑞, as:

𝐻(𝑝, 𝑞) = − 𝑛∑𝑖=1 𝑝𝑖 log 𝑞𝑖 = 𝐻(𝑝) − 𝐷KL(𝑝, 𝑞), (5.10)

where 𝑝𝑖, 𝑞𝑖 are probabilities for occurrence (class) 𝑖 ∈ ℝ𝑛, and 𝐻(𝑝) is the entropy of 𝑝:
𝐻(𝑝) = − 𝑛∑𝑖=1 𝑝𝑖 log 𝑝𝑖. (5.11)

Finally, 𝐷KL is the Kullback-Leibler (KL) divergence, a measure of divergence of 𝑝 from 𝑞:
𝐷KL(𝑝, 𝑞) = 𝑛∑𝑖=1 𝑝𝑖 log (𝑝𝑖𝑞𝑖 ). (5.12)
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Figure 5.2: An example of a simple NN model that could solve binary classification prob-
lems. The network has three input features, one hidden layer, and outputs probabilities
for the two classes. The activation function of the hidden layer is not shown explicitly.

In the particular case of solving a binary classification problem by using binary cross-
entropy, a single neuron with a sigmoid activation function, i.e. 𝜎(𝑧) = 1/(1 + 𝑒−𝑧),
corresponds precisely to the logistic regression model, one of the simplest and easiest to
interpret classification models in ML.

The Shannon mutual information (MI) entropy is used [114] in the analysis described
within this thesis to quantify the independence between variables. In the discrete case,
this is defined in terms of the individual and joint entropy distributions:

𝑀(𝑝, 𝑞) = 𝐻(𝑝) + 𝐻(𝑞) − 𝐻(𝑝, 𝑞). (5.13)

Entropy is an additive quantity for statistically independent variables, and hence the MI
is zero in this case. This is a stronger statement than the linear (Pearson) correlation
coefficient (𝜌) being zero. An exact relationship between the two exists, assuming both
marginal distributions are normally distributed:
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𝑀 = −12 log (1 − 𝜌2) . (5.14)

Finally, to make similarity comparisons between two probability distributions, it is
helpful to consider the Jensen-Shannon divergence (JSD), a symmetrised version of the
KL divergence:

JSD(𝑝, 𝑞) = 12𝐷KL(𝑝, 𝑚) + 12𝐷KL(𝑞, 𝑚), (5.15)

where 𝑚 = (𝑝 + 𝑞)/2 is the mean of the probability distributions. Hence, the JSD is often
called the total distance to the average. The JSD is bound to [0, 1], and takes a zero value
for identical distributions.

In supervised learning, a single labelled training example 𝑦𝑖 is usually encoded as a
one-hot (dummy) variable:

𝑦𝑖 = 𝛿𝑖𝑗, (5.16)

where 𝛿𝑖𝑗 is the Kronecker delta and 𝑗 is the class label. For a sample of size 𝑁, the total
loss is defined in terms of the cross-entropy as:

𝐿(y, ŷ(x)) = − 1𝑁 𝑁∑𝑚=1 𝑛∑𝑖=1 𝑦𝑚𝑖 log 𝑦̂𝑚𝑖 (x), (5.17)

where 𝑦̂𝑚𝑖 (x) is the NN probability estimate for class 𝑖 for a single training example, 𝑚, as
defined in Equation 5.9. The goal of training the NN is to find a set of weights, Ω, which
minimises the loss function.

Gradient descent

The loss function is minimised through an iterative procedure known as gradient descent.
A small change in the loss function due to a change in the weights is calculated as:

Δ𝐿 = ∑𝑙 ( 𝜕𝐿𝜕Ω𝑙 ⋅ ΔΩ𝑙) ≡ ∇𝐿 ⋅ ΔΩ. (5.18)

In each iteration, the network weights are updated in the direction of the gradient, i.e.
steepest descent in the gradient space:
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ΔΩ𝑙 = −𝜂 ⋅ ∇𝐿𝑙, (5.19)

where 𝜂 is the learning rate of the algorithm, restricted to 0 < 𝜂 < 1 to ensure convergence.
There are two main practical implementations of gradient descent, called batch and
stochastic gradient descent (SGD). Batch gradient descent computes the gradient by using
the entire available dataset, which is computationally inefficient for large data sets, in
which case using SGD becomes critical. In SGD, the gradient is repeatedly computed for
subsets (minibatches) of data, approximating the entire batch’s gradient.

Various extensions to the SGD algorithm are used, and one such widespread algorithm is
called Adaptive Moment Estimation (Adam) [115], where the weights are updated by first
calculating the bias-corrected mean and variance estimates 𝑚𝑡, 𝑣 𝑡 of gradients at iteration𝑡:

𝑚̂𝑡𝑙 = (𝛽 𝑡1 ⋅ 𝑚𝑡−1𝑙 + (1 − 𝛽 𝑡1) ⋅ ∇𝐿𝑙) /(1 − 𝛽 𝑡1),̂𝑣 𝑡𝑙 = (𝛽 𝑡2 ⋅ 𝑣 𝑡−1𝑙 + (1 − 𝛽𝑡2) ⋅ ∇𝐿𝑙2) /(1 − 𝛽 𝑡2), (5.20)

where 𝛽 𝑡1,2 are exponentially decaying coefficients with decay rates (𝛽1,2) for each of the
moment estimates, respectively. The weights are updated as:

ΔΩ𝑡 = −𝜂 ⋅ 𝑚̂𝑡𝑙√ ̂𝑣 𝑡𝑙 + 𝜀 , (5.21)

where 𝜀 is a small number to prevent division by zero. While SGD can be interpreted
as a massless ball rolling down the slope of a multi-dimensional surface, Adam can be
compared with a heavy ball with friction, which tends to travel in the same direction,
preventing perturbations from local minima. Another advantage of the Adam algorithm is
that the learning rate is effectively adapted for each weight. The authors of the algorithm
have shown that the algorithm compares favourably to other adaptive learning-method
algorithms.

Backpropagation

The backpropagation algorithm [116] allows to compute the gradient in the Ω-space
of the NN efficiently. It proceeds by computing the gradient recursively backwards,
layer-by-layer. To derive this recursive principle, let us consider the derivative of the loss
with respect to the weights of the layer 𝑙:
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∇𝐿𝑙 = 𝜕𝐿𝜕Ω𝑙 = 𝜕𝐿𝜕z𝑙 𝜕z𝑙𝜕Ω𝑙 = 𝜕𝐿𝜕z𝑙y𝑙−1, (5.22)

where we have made use of the chain rule and Equation 5.5. We now derive a recursive
relation between the gradients for layers 𝑙 < 𝐿 and 𝑙 + 1:

𝜕𝐿𝜕z𝑙 = 𝜕𝐿𝜕z𝑙+1 𝜕z𝑙+1𝜕z𝑙 = 𝜕𝐿𝜕z𝑙+1 𝜎 ′𝑙 (z𝑙) Ω𝑙+1, 𝑙 < 𝐿. (5.23)

As a final step, we need to explicitly consider the output layer of the network, 𝑙 = 𝐿, with
the softmax function defined in Equation 5.8, which can be shown to give:

𝜕𝐿𝜕z𝐿 = 𝜕𝐿𝜕 ̂y d ̂y
dz𝐿 = 1𝑁 𝑁∑𝑖=1 ( ̂y𝑖 − y𝑖) . (5.24)

Thus, the total gradient can be calculated recursively, starting from the last layer and
propagating back. This is summarised in Algorithm 1.

Algorithm 1 Backpropagation and SGD

Require: Initial weights Ω0, learning rate 𝜂, minibatch size 𝑁.
1: Shuffle the training data set and divide it into 𝑛 minibatches of size 𝑁.
2: while Ω has not converged do
3: for minibatch = 1… 𝑛 do
4: Propagate input through the network, storing values of z𝑙, Ω𝑙 for each layer.
5: Calculate the loss 𝐿(y, ŷ(x)) according to Equation 5.17.
6: Determine the error and gradients of the last layer via Equation 5.24 and Equa-

tion 5.22.
7: Recursively update the gradients according to Equation 5.23, Equation 5.22,

and Equation 5.19.
8: end for
9: end while

The choice of initial weightsΩ0 can have a significant impact on the training procedure. In
general, the initialisation strategy should be adapted according to the shape of the weight
matrix Ω as well as the chosen activation function 𝜎 by sampling from an appropriate
uniform or normal distribution. Commonly used initialisation procedures are Lecun,
Glorot, and He [117]–[119].

Input features are often transformed to have a similar range to make backpropagation
more efficient. A common normalisation is to have zero mean and unit variance for each
input feature distribution [117].



5.2. Machine learning 79

Activation functions

Non-linear activation functions are essential for NNs to approximate non-linear functions,
as the final output of a NN with only linear activation functions will be based on a linear
combination of the input features. Additionally, a continuously differentiable function
is necessary to enable gradient descent-based optimisation algorithms to work. Typical
activation functions are shown graphically in Figure 5.3. While the rectified linear unit
(ReLU) and LeakyReLU functions are not differentiable at the singular computationally
rare point of 𝑥 = 0, the gradient is usually manually set to zero in such cases.

The choice of suitable activation functions is motivated by their desirable mathematical
properties and empirical performance. The original development was based onmimicking
the behaviour of biological neurons, which resulted in using the sigmoid, and later the
hyperbolic tangent activation functions. The rectifier function and its variants are the
most widely used activation function nowadays due to their practicality. When using
the sigmoid or tanh activations, the output, and hence the maximum gradient in a layer,
saturates and decreases exponentially in the subsequent layers of backpropagation, as
can be inferred from the recursive relation of Equation 5.23. This phenomenon is known
as the vanishing gradient problem and can be mitigated using the ReLU activation, as the
gradient is constant. This is of particular importance when training DNNs.

Bias-variance trade-off

The bias-variance trade-off is a central problem in supervised learning, which means that
it is impossible to have a model that perfectly captures the features in the training data
while generalising well to previously unseen data. Having an algorithm that does not
adequately capture the underlying structure of the data is called underfitting. On the
other hand, having a model too sensitive to noise in the training data set is referred to
as overfitting. This is highly undesirable as using an overtrained classifier in a physics
analysis would introduce bias and result in an avoidable loss of sensitivity. To monitor
for under and overfitting, the available data is usually split into training and validation
samples, and only the training set is used in the algorithm’s training. The loss function of
the validation data set is then monitored as a function of the training cycle, as shown in
Figure 5.4. In addition, the similarity between classifier score distributions, obtained by
evaluating the NN on training and validation data sets, is compared using, for example, a
Kolmogorov-Smirnov (KS) test [121].
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Figure 5.3: Commonly used activation functions (a) sigmoid 𝜎(𝑥) = 1/ (1 + 𝑒−𝑥); (b)
hyperbolic tangent 𝜎(𝑥) = (𝑒𝑥 − 𝑒−𝑥) / (𝑒𝑥 + 𝑒−𝑥); (c) ReLU 𝜎(𝑥) = max(0, 𝑥) [120]; (d)
LeakyReLU 𝜎(𝑥) = max(𝛼𝑥, 𝑥) where 𝛼 = 0.1 is the leakage factor.

No free lunch theorem

The “no free lunch theorem” is an important result stating that it is impossible to train a
single MVA discriminant with optimal performance for all possible problems [122]. In
other words, it is futile to try to find a general-purpose, universal optimisation strategy.

Regularisation

To avoid overfitting, regularisation techniques are often employed. For NNs, a commonly
used method is dropout [123], where a fraction of neurons and their connections are
randomly severed during the network training.
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Figure 5.4: The progression of the training and validation data set loss as the NN is
trained using backpropagation and SGD. At some point, the validation loss starts to
increase again, which signals that the network is overfitting the training data set.

Hyperparameters

The free parameters (weights) of the network are optimised during the training procedure.
Conversely, the overall network architecture, the optimisation algorithm parameters,
such as the learning rate, and regularisation parameters, such as the dropout rate, need
to be set in advance. These parameters are called hyperparameters and are subject to
manual optimisation outside of the training process.

Deep learning

DL refers to the training of a class of NNs that involve multiple hidden layers. Deep
NNs have achieved state-of-the-art performance in various tasks such as speech recog-
nition [124], computer vision [125], and natural language processing [126]. It has been
shown in Ref. [127] that networks of width 𝑛 + 4 with ReLU activation functions can ap-
proximate any continuous function in 𝑛-dimensional input space, assuming the network
depth is allowed to grow.

5.2.2 Decision trees

A decision tree is a very popular algorithm due to its simplicity and interpretability [128].
One advantage of decision trees is that, unlike NNs, they do not require input feature
distribution normalisation, and work well with both categorical and numerical features.
The process of building a decision tree is called decision tree learning. Decision tree
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learning algorithms typically work in a top-down approach, choosing the best feature to
split a data set into two new samples. The information gain is a commonly used metric
that measures the relative decrease in entropy due to a given split:

IG(𝑏, 𝑎) = 𝐻(𝑏) − 𝐻(𝑏 ∣ 𝑎), (5.25)

where 𝐻(𝑏) and 𝐻(𝑏 ∣ 𝑎) are the sample entropies before and after the separation, respec-
tively. Supposing we have a training sample of size 𝑁, the entropy before the split can be
obtained by substituting the fraction of samples of each class 𝑖:

𝑝𝑖 = 𝑁𝑖𝑁 , (5.26)

into Equation 5.11. At a given node, the sample is split into two subsamples, 𝑎1,2, with𝑁 (1) + 𝑁 (2) = 𝑁. The entropy after the separation is found as a weighted sum of the
individual resulting entropies:

𝐻(𝑏 ∣ 𝑎) = 𝑁 (1)𝑁 𝐻(𝑏 ∣ 𝑎1) + 𝑁 (2)𝑁 𝐻(𝑏 ∣ 𝑎2). (5.27)

The split is chosen as the one which maximises the information gain, and tree learning
algorithms proceed recursively on the partitioned subsets until some specified stopping
condition is met. This happens, for example, when a given node contains less than some
predefined number of events. At this point, the algorithms make class assignments by
creating leaf nodes.

Although decision trees are interpretable and straightforward, they are relatively inaccu-
rate and prone to overtraining. To overcome these shortcomings, decision trees are often
combined in ensemble methods such as random forests [129] or gradient BDTs [130].
These algorithms work by combining several weak classifiers into a single strong learner.

Boosted decision trees

A gradient-boosted decision tree or simply a BDT is an ensemble of decision trees, where
the individual learners (trees) are trained via gradient boosting, which is somewhat
similar to the gradient descent algorithm used to train NNs, described in Equation 5.18.
For the case of NNs, the network parameters (weights) are simply numbers. Decision
trees, on the other hand, need to be parameterised by a function. New trees are added
iteratively during the training, with each new tree following the gradient while keeping



5.2. Machine learning 83

BS

B S

BS

S B

f(x) +ηg(x) f(x) +ηg(x) + ηh(x)  

…

f(x)

Figure 5.5: A sketch of several decision trees combined into a BDT.

the previous ensemble of trees fixed. To make a prediction, the ensemble trees perform
a weighted majority vote, with later trees contributing less to slow down the learning
by the algorithm. This weighting, as before, is called the learning rate. Practically, it
has been observed that such algorithms have good performance even if the individual
decision trees are stumps, i.e. they only have a single node. A rudimentary sketch of
a BDT is shown in Figure 5.5. One fast and scalable gradient-boosting algorithm, that
achieves state-of-the-art performance on a wide range of problems and is widely used in
HEP, is called XGBoost [131].

5.2.3 Domain adaptation

Domain adaptation (DA) is a general area of ML, relevant whenever there is a substantial
difference between the features of an algorithm’s training data set, and the data set it
encounters once deployed. Specifically for our case, this means the situation of training
an algorithm on simulated samples (jets) yet applying it to real pp collision data. The
features of simulated jets might be mismodelled due to, for instance, limitations in the
simulation software, an overly naive detector description, or the impossibility to model
specific background processes such as nuclear interactions of particles with the detector
material. Hence, the discriminant distribution might not be very representative of the
actual data. In the presence of many input features, manual selection of well-modelled
input features is impractical.

A common approach in HEP adopted to a posteriori account for the mismodelling of a
discriminator output, which ultimately arises due to mismodelling of the algorithm’s
input features, is to derive correction scale factors that quantify the disagreement in
the discriminator output between the data and simulation. This is typically done in a
particular CR, enriched by a specific process of interest. However, it might be more
beneficial to a priori account for any such mismodelling when training the algorithm,



5.2. Machine learning 84

which DA ultimately allows.

In this analysis, unsupervised DA by backpropagation [132] is used, enabling a straight-
forward extension to a standard feed-forward NN architecture to accommodate the
differences between the domains of interest, which are data and simulation. Here, “unsu-
pervised” refers to the fact that the target domain (pp collision data) does not possess
any class labels; however, this is not necessary for the algorithm to work. The search
described in this thesis is the first data analysis using DA at the LHC. DA was also
succesfully used at the MINERvA neutrino experiment to reduce NN model bias [133].

The desired behaviour can be achieved by requiring that the latent network features
discriminate between classes of the source domain and are invariant with respect to the
differences between the source and target domains. As was first shown in Ref. [132],
this can be easily achieved by introducing a single gradient reversal layer (GRL) and
trainingwith the standard backpropagation algorithm. The class (source) data set contains
simulated samples from the source domain with class labels, whereas the domain (target)
data set includes samples that only possess a source or target domain label, corresponding
to simulation and data. Ideally, the two data sets would correspond to the same region of
phase space. However, the two data sets can also be drawn from different regions, i.e. a
particular set of fiducial requirements can be required on the class data set but not on the
domain data set. The classification problem for the source domain is described by the
usual loss term of Equation 5.17, denoted as 𝐿c, and an additional loss term for the target
domain is introduced:

𝐿d = − 1𝑀 𝑀∑𝑚=1(𝑦𝑚 log 𝑦̂𝑚 + (1 − 𝑦𝑚) log (1 − 𝑦̂𝑚)), (5.28)

where 𝑦𝑚 = 1 if the 𝑚-th sample belongs to the target domain (data) and zero if it belongs
to the source domain (simulation).

The network input is mapped to a space of latent features f using a standard feed-forward
architecture. We call this part the feature extractor and denote its weights as Ωf. The NN
architecture is extended to have two independent branches originating from the latent
feature layer f: one branch to classify samples from the source domain, and another
to determine the sample domain, as shown in Figure 5.6. The two branches are called
the class predictor and the domain predictor, with their weights denoted as Ωc and Ωd,
respectively.

As before, the training goal is to obtain a set of weights Ωf and Ωc, which minimises
the class loss 𝐿c, as this would achieve the goals of class discrimination. Crucially, we
would also like to obtain a set of weights Ωf, which maximises the domain loss 𝐿d, while
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Figure 5.6: Sketch of a NN architecture to perform DA by backpropagation. The feature
extractor (blue) and a label predictor (red) together form a standard feed-forward archi-
tecture and predict class labels. A domain classifier (green) is connected to the feature
extractor via a GRL that multiplies the gradient by a certain negative constant during the
training via backpropagation.

simultaneously getting a set of weights Ωd, which minimises 𝐿d. This would achieve the
goal of domain invariance, as the domain predictor would not be able to tell the domain
label based on the latent space vector f. The total loss function of the NN is introduced
as the sum of the class and domain contributions:

𝐿 = 𝐿c(Ωf, Ωc) + 𝜆𝐿d(Ωf, Ωd), (5.29)

where 𝜆 is a hyperparameter controlling the strength of DA and has to be optimised. The
GRL is the final ingredient, introduced as an interface between the feature extractor and
the domain predictor. The GRL acts as the following:

𝑓 (𝑥) = {𝑥 forward pass,−𝑥 backpropagation. (5.30)

The GRL ensures that the following function is effectively minimised for the feature
extractor when trained in a standard way using backpropagation:

𝐿f = 𝐿c(Ωf) − 𝜆𝐿d(Ωf), (5.31)

which forces the network to penalise mismodelled input features while retaining discrim-
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ination between classes.

5.3 Statistical inference

This Section describes the framework for frequentist statistical inference, specifically for
setting ULs on model parameters.

5.3.1 Likelihood model

The first step of statistical inference is constructing a likelihood model that describes
the compatibility of a given parameter of interest (POI) with a given set of observations.
For a multi-channel cut-and-count experiment, given an expected background yield 𝑏𝑖,
and an expected signal yield 𝑠𝑖 in channel 1 ≤ 𝑖 ≤ 𝑁, the expected number of events in
channel 𝑖 is:

𝐸[𝑛𝑖] = 𝑏𝑖(𝜃) + 𝜇𝑠𝑖(𝜃), (5.32)

where 𝜇 is a signal strength parameter. Both the signal and background yields depend on
a set of nuisance parameters (NPs), 𝜃, which are used to model the effects of systematic
uncertainties. A Poisson likelihood model for the POI 𝜇, given an observation 𝑛𝑖, is
constructed as:

ℒ𝑖(𝜇, 𝜃 ∣ 𝑛𝑖) = Poisson (𝑛𝑖 ∣ 𝑏𝑖(𝜃) + 𝜇 ⋅ 𝑠𝑖(𝜃)) ⋅ 𝑝(𝜃), (5.33)

where

Poisson(𝑛 ∣ 𝜆) ≡ 𝑒−𝜆𝜆𝑛𝑛! . (5.34)

The notation ℒ𝑖(𝜇, 𝜃 ∣ 𝑛𝑖) is used to stress the fact that the likelihood is not a probability
density function of the POIs. The prior distribution for NPs is assumed to be Gaussian:

𝑝(𝜃𝜅) = 1√2𝜋𝑒− 12 𝜃2𝜅 . (5.35)
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5.3.2 Nuisance parameters

NPs introduce a Bayesian component to an otherwise frequentist treatment. The NPs
modify the nominal expected signal or background yield as:

𝑠𝑖(𝜃) = 𝑠𝑖 ⋅ dim 𝜃∏𝜅 𝜋(𝜃𝜅). (5.36)

The NPs are described either as rate-changing or as shape-changing.

Rate-changing nuisance parameters

Rate-changing NPs are conventionally chosen to be represented by a log-normal distribu-
tion, which gives:

𝜋(𝜃𝜅) = (1 + 𝜎𝜅)𝜃𝜅 , (5.37)

where 𝜎𝜅 is the uncertainty on the NP, obtained from some auxiliary measurement or
theory. Using a log-normal distribution ensures that the predictions, calculated by varying
the NP, cannot go negative.

Shape-changing nuisance parameters

Shape-changing NPs are produced by recreating a template within the analysis where the
systematic uncertainty is varied according to the boundaries of its central 68% confidence
interval. For the likelihood function to be applicable, a “morphing” procedure is per-
formed to obtain a continuous relation between 𝜃𝜅 and 𝜋(𝜃𝜅). The morphing algorithm
interpolates between the central template 𝜋(0) and two templates varied at a single
deviation 𝜋 (±𝜎𝜅) using a polynomial of the third degree, whereas a linear extrapolation
is applied outside that region.

5.3.3 Profile likelihood ratio

The likelihood is a function of the POI, i.e. the signal strength 𝜇, and the NPs. In this
context, the primary purpose of frequentist statistical inference is the determination
(fitting) of the signal strength given the input data, obtained by maximising the likelihood
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function. On the other hand, the NPs are specific to the measurement and are not of
great general interest. To deal with the prior distributions of NPs, the profile likelihood,
obtained by finding a conditional set of NPs that maximise the likelihood for a given
value of 𝜇, is used:

𝐿(𝜇) = sup𝜃 ℒ(𝜇, 𝜃 ∣ 𝑛). (5.38)

The profile likelihood is a function of the POIs only, and can be used in frequentist
inference. The profile likelihood ratio is a normalised version of the profile likelihood:

𝜆(𝜇) = sup𝜃ℒ(𝜇, 𝜃 ∣ 𝑛)
sup𝜃,𝜇ℒ(𝜇, 𝜃 ∣ 𝑛) ≡ ℒ(𝜇, ̂𝜃̂(𝜇) ∣ 𝑛)ℒ(𝜇̂, 𝜃̂, ∣ 𝑛) , (5.39)

where the denominator is the overall maximum unconstrained likelihood. We have
introduced ̂𝜃̂(𝜇) and 𝜃̂ as the conditional (for a fixed 𝜇) and unconstrained (arbitrary𝜇) maximum likelihood estimators of 𝜃, respectively, and 𝜇̂ is the maximum likelihood
estimator of 𝜇.
In a search of a new process that can only increase the mean event rate beyond what is
expected from background alone, the signal strength is strictly non-negative, i.e. 𝜇 ≥ 0,
and so a one-sided profile likelihood ratio is used instead:

𝜆̃(𝜇) = ⎧⎪⎨⎪⎩
ℒ(𝜇, ̂𝜃̂(𝜇)∣𝑛)ℒ(𝜇̂,𝜃̂∣𝑛) 𝜇̂ ≥ 0,ℒ(𝜇, ̂𝜃̂(𝜇)∣𝑛)ℒ(0, ̂𝜃̂(0)∣𝑛) 𝜇̂ < 0. (5.40)

The choice of the test statistic is motivated by the Neyman-Pearson lemma, which states
that a likelihood-ratio test has the highest statistical power or the lowest type-II (false
positive) error among all variants [134].

5.3.4 Hypothesis testing

A search for new physics aims to perform a statistical hypothesis test to distinguish
between a null (background-only) hypothesis and an alternative (signal-plus-background)
hypothesis, for which an appropriate test statistic needs to be defined. A single measure-
ment corresponds to a single value of the test statistic, i.e. the test statistic summarises
the characteristics of the data relevant to a specific statistical inquiry. The test statistic is
chosen depending on whether a discovery is being tested or an UL is set.
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Given a test statistic, 𝑥, distributed according to a probability density function 𝑓 (𝑥), the𝑝-value is calculated as follows for a one-sided right-tail test:

𝑝 = ∫∞̂𝑥 𝑓 (𝑥)d𝑥, (5.41)

where 𝑥̂ is the measured test statistic value. The null hypothesis is rejected in favour
of the alternative hypothesis if 𝑝 < 𝑝0, where 𝑝0 is the significance level set in advance.
The 𝑝-value is commonly translated to the number of standard deviations of the normal
distribution, such that the right-sided area of the normal distribution above this number
equals 𝑝0 [135]:

𝑝0 = 1 − Φ (𝑍) , (5.42)

where Φ(𝑥) is the cumulative distribution function of the normal distribution and 𝑍 is the
required significance, conventionally taken to be 𝑍 = 5 for discovery. For setting ULs,𝑝0 = 0.05 (95% confidence level) is usually required, which corresponds to 𝑍 ≈ 1.64.
Discovery

In discovery testing, the null hypothesis corresponds to the SM being true with 𝜇 = 0.
The alternative hypothesis is some BSM scenario being true, where 𝜇 > 0. The discovery
test statistic is [136]:

𝑞0 = { −2 ln 𝜆(0) 𝜇̂ ≥ 0,0 𝜇̂ < 0, (5.43)

where 𝜆(𝜇) is defined in Equation 5.39. The value of test statistic is larger the more the
data is inconsistent with the background-only hypothesis.

Upper limit setting

For deriving ULs, the roles of the null and alternate hypotheses are reversed. The null
hypothesis corresponds to the case where a BSM scenario is true, whereas the alternate
hypothesis is 𝜇 ≤ 𝜇̂. The following test statistic is widely used [136]:

𝑞̃𝜇 = { −2 ln 𝜆̃(𝜇) 𝜇̂ ≤ 𝜇,0 𝜇̂ > 𝜇. (5.44)
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From the definition of the test statistic, it can be seen that higher values of 𝑞̃𝜇 represent
greater incompatibility between the data and the hypothesised value of 𝜇. In the case of
an upward fluctuation of data, corresponding to 𝜇̂ > 𝜇, the test statistic is assigned a zero
value.

Goodness-of-fit

A goodness-of-fit (GOF) test describes the compatibility of observation with a given pre-
diction hypothesis in the absence of an alternative. This scenario arises when comparing
a background-only hypothesis with the observation in the absence of a signal-plus-
backgound hypothesis. In this case, there is no single optimal test, but a likelihood-ratio-
like test statistic can be constructed as follows [137]:

𝑞sat = −2 ln 𝜆sat(𝜇, 𝜃) = −2 ln ℒ(𝜇, 𝜃)ℒsat
. (5.45)

The saturated likelihood ℒsat is constructed by solving 𝜕ℒ𝜕𝜇 = 0 and hence provides the
best possible fit to data. It effectively acts as a normalisation term. For the simple Poisson
likelihood model, the test statistic would correspond to:

𝑞sat = −2 ln (Poisson(𝑛 ∣ 𝜆)
Poisson(𝑛 ∣ 𝑛)) = −2(𝑛 − 𝜆 + 𝑛 ln 𝜆 − 𝑛 ln 𝑛). (5.46)

The goodness-of-fit test statistic asymptotically follows a 𝜒2 distribution.

The 𝐶𝐿𝑠 criterion
For a single measurement, a single value of 𝑞̃obs will be obtained. The 𝑝-value given this
measurement can be calculated as:

𝑝s+b = ∫∞̃𝑞obs 𝑓 (𝑞̃𝜇 ∣ 𝜇) 𝑑𝑞̃𝜇, (5.47)

where 𝑓 (𝑞̃𝜇 ∣ 𝜇) is the probability distribution of 𝑞̃. The equation would have to be solved
to find a value of 𝜇 which gives the required significance level corresponding to a 𝑝-value𝑝s+b = 0.05. However, it turns out that it is preferable to use the so-called 𝐶𝐿s criterion
instead [138], which is defined as:
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𝑝s = 𝑝s+b𝑝b , (5.48)

where we have normalised by the background-only 𝑝-value:
𝑝b = ∫∞̃𝑞obs 𝑓 (𝑞̃𝜇 ∣ 0) 𝑑𝑞̃𝜇. (5.49)

The 𝑝-value is effectively penalised by dividing by 𝑝b. As a result, 𝑝s is found to be a
more conservative approach than 𝑝s+b, and the difference between the two is especially
pronounced in case of strong overlap between 𝑓 (𝑞̃𝜇 ∣ 𝜇) and 𝑓 (𝑞̃𝜇 ∣ 0). Figure 5.7 shows
scenarios of moderate (left) and strong (right) overlap between the two test statistics. In
both cases, 𝑝s+b is small, suggesting that the null hypothesis should be rejected. However,
excluding such cases based on 𝑝s+b is undesirable in the latter case where the null and
the alternative hypotheses are not well separated. On the other hand, using 𝑝s would
reject the alternative hypothesis in the former, but not in the latter case. The use of 𝑝s
remains controversial among statisticians; a more detailed discussion can be found in
Refs. [139], [140].

ps+b = P (q ≥ qobs|s + b) =
∫

∞

qobs

f(q|s + b) dq . (1)

In a similar way, one takes the p-value of the background-only hypothesis to be

pb = P (q ≤ qobs|b) =
∫ qobs

−∞

f(q|b) dq . (2)

In what is called the “CLs+b” method, one carries out a standard statistical test of the
s + b hypothesis based on its p-value, ps+b. The signal model is regarded as excluded at a
confidence level of 1 − α = 95% if one finds

ps+b < α , (3)

where, e.g., α = 0.05. A confidence interval at confidence level CL = 1−α for the rate of the
signal process can be constructed from those values of the rate s (or cross section) that are
not excluded, and the upper limit sup is the largest value of s not excluded. By construction,
the interval [0, sup] will cover s with a probability of at least 95%, regardless of the value of
s.

The problem with the CLs+b procedure is that one will exclude, with probability close to
α (i.e, 5%) hypotheses to which one has little or no sensitivity. This corresponds to the case
where the expected number of signal events is much less than that of background. Such a
scenario is illustrated in Fig. 2, and corresponds to having the distributions of q under both
the b and s + b hypotheses almost overlapping with each other.
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Figre 2 Distributions of the test vari- 
able q under the s + b and b hypotheses in 
an example where one has very little sen- 
sitivity to the signal model

ATLAS Statistics Forum
5 July, 2011

The CLs method: information for conference speakers

This note provides a brief description of the CLs procedure used for setting upper limits.
More information can be found in the original references for the method [1]. This is one of the
three methods for setting limits mentioned in the Review of Particle Physics by the PDG [2],
and has been widely used in HEP in recent years. The primary motivation for using CLs at
this time in ATLAS is to allow for comparison with other experiments (CMS and Tevatron).

As with all (frequentist) upper limits, those from the CLs method are desiged to be greater
than the true value of the parameter with a probability at least equal to the stated confidence
level (CL), taken by convention to be 95%. The CLs method is conservative in the sense that
this coverage probability can, depending on the true value of the parameter, be greater than
95% (see below).

Upper limits from the CLs procedure are the same as those from the Bayesian method in
two important special cases, namely, for limits on the mean value of a Poisson or Gaussian
distributed measurement. In both cases, a Bayesian limit based on a constant prior for the
mean leads to the same limit as CLs.

Background information

We assume that the analyst has constructed a test statistic q used to distinguish between the
hypothesis that the data contain signal and background (s + b) and that of background only
(b). These correspond to the distributions f(q|s + b) and f(q|b), as indicated in Fig. 1. For
the moment we leave open the details of how the test statistic q is defined.
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Figure 5.7: The 𝐶𝐿s criterion construction in case the signal+background and background
hypotheses, denoted as 𝑓 (𝑞̃𝜇 ∣ 1) and 𝑓 (𝑞̃𝜇 ∣ 0), respectively, for well separated (left) and
strongly overlapping (right) scenarios.

The asymptotic approximation

The probability distribution 𝑓 (𝑞̃𝜇 ∣ 𝜇) cannot be obtained from the first principles, and
approximate approaches are used to derive it. One computationally expensive solution is
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to rely on MC simulation by generating toy experiments that approximate the probability
distribution. The second approach, used in this analysis, makes use of the asymptotic
approximation [136]. The approximation is based on Wilk’s theorem [141], which states
that the probability distribution of a likelihood-ratio test statistic 𝑓 (𝑞̃𝜇 ∣ 0) can be approx-
imated by a 𝜒2 distribution if the null hypothesis is true and the sample size is sufficiently
large. An extension byWald [142], which applies to the alternative hypothesis, states that
the probability distribution 𝑓 (𝑞̃𝜇 ∣ 𝜇) asymptotically follows a non-central 𝜒2 distribution.
The Asimov data set

The Asimov data set is used to obtain expected limits from simulation. The Asimov data
set is a fictitious data set in which all free parameters are set to their expected values
from simulation [136]. The Asimov data set allows approximating the median outcome
under a given hypothesis straightforwardly.

Discovery significance

In the asymptotic limit, the median expected discovery significance can be approximated
from the Asimov data set as [136]:

𝑍 = √2 ((𝑠 + 𝑏) ln (1 + 𝑠𝑏) − 𝑠), (5.50)

where 𝑠 (𝑏) are the expected signal (background) yields. The approximation is a useful
quantity for identifying optimal event selection criteria in the design phase of a physics
search.

Nuisance parameter impacts

The impact of a NP determines the shift in the best-fit value of a POI when the NP is
fixed to ±1𝜎 of its nominal value:

impact = Δ𝜇± = 𝜇̂𝜃±𝜎𝜃 − 𝜇̂. (5.51)

The impact reveals the correlation between the POI and the NP in question. NPs with
low impacts values do not contribute significantly to the best fit value of the POI.





Chapter 6

Deep neural network-based displaced
jet tagger

6.1 Introduction

Experiments at the CERN LHC routinely employ ML algorithms to perform event re-
construction, particle identification, event classification, and other tasks when analysing
data samples [143]. Specifically, ML techniques have been widely adopted to classify jets.
For example, jets originating from the hadronisation of b quarks exhibit characteristic
experimental signatures that dedicated algorithms can exploit to identify b jets in a
procedure known as b-tagging. B mesons, with proper lifetimes of 𝒪(10−12 s), travel
distances of approximately 1–10mm before decaying. As a result, charged particle tracks
in b jets can originate from displaced vertices and have significant impact parameter
values.

The latest b-tagging algorithm developed by the CMS Collaboration is the DeepJet tag-
ger [144], a multiclass classifier that discriminates between jets originating from the
hadronisation of heavy- or light-flavour quarks or gluons with substantial performance
gains over its predecessors. The algorithm is based on a DNN suited to exploit low-level
particle-level features. This information can be combined with high-level engineered
features, such as, for example, the pseudoangular distance between the jet axis and the
four-momentum sum of all the tracks, which have been used in preceding b-tagging algo-
rithms [145]. Likewise, the ATLAS collaboration adapts DL by combining jet constituent
inputs and the outputs of low-level algorithms into a single BDT or a DNN [146].

Inspired by the advances in b-tagging, we have developed a novel displaced jet tagger
based on a DNN to achieve high sensitivity to models predicting displaced jets [1]. The
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main difference with respect to flavour tagging is that the LLP lifetime is a free model
parameter, unlike the fixed heavy meson lifetime. As a result, the properties of the
resulting jets will range from detector-prompt to highly displaced decays at the edge
of the detector acceptance. To consider multiple possibilities at once, the network was
parameterised based on the LLP lifetime. The network is trained on jets obtained from
simulated and real pp collision events with DA to ensure that only well-modelled jet input
features are exploited. In this Chapter, the architecture of the algorithm is motivated,
and its technical implementation is described. The modelling of the DNN output in data
and the performance achieved for different LLP models is presented.

6.2 Signal samples

The simplified split SUSY models, used for both training and evaluation of the displaced
jet tagging algorithm, are defined by three parameters: the 𝑐𝜏0 of the gluino, the mass
of the gluino 𝑚𝑔̃, and the neutralino mass, 𝑚 ̃𝜒 01 . In training the displaced jet algorithm,
direct detection of the gluino decay is targeted. The following mass parameter space,
motivated by prompt SUSY searches, is considered when generating the samples: 1000 <𝑚𝑔̃ < 2500GeV, and 𝑚𝑔̃ − 𝑚 ̃𝜒 01 > 100GeV. The production of gluino pairs is generated at
LO precision in QCD with the MadGraph5_amc@nlo program [147]. The decay of the
gluino is performed with the pythia program. The rhadrons package within the pythia
program describes the formation of 𝑅 hadrons through the hadronisation of gluinos [148],
[149]. The gluino is assumed to decay democratically to any light quark flavour pair.
The samples are generated separately for fourteen fixed, geometrically-spaced values of
gluino 𝑐𝜏0, ranging from 30 μm to 30m, resulting in approximately 3.4M events in total.
The lower and upper bounds of the 𝑐𝜏0 range are motivated by the 𝒪(10 μm) position
resolution of the tracker and the physical dimensions of the CMS detector, respectively.
Figure 6.1 shows the number of generated events in bins of the gluino and ̃𝜒01 mass for
two selected gluino lifetimes. Overall, the samples are preferentially generated to have
more events for challenging compressed mass spectra, i.e. 𝑚𝑔̃ − 𝑚 ̃𝜒 01 ≪ 𝑚𝑔̃, which result
in softer jets with a lower selection efficiency.

A similar procedure is performed for the GMSB- and RPV-inspired benchmark models
used as auxiliary samples to assess the tagger performance. These samples are generated
only for two benchmark lifetimes of 1mm and 1m. The two lifetimes are motivated by
the physical extent of the tracker and calorimeter systems, respectively. Altogether, we
define the following four long-lived SUSY benchmark scenarios, which result in different
flavours of displaced jets in the final state:
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Figure 6.1: Split SUSY samples used for training the DNN jet tagger algorithm. The
number of generated events as a function of the gluino and ̃𝜒01 mass is shown for lifetimes
of 𝑐𝜏0 = 1mm (left) and 1m (right).

Uncompressed A split SUSY scenario with a large mass difference between the gluino
and the ̃𝜒01 , namely (𝑚𝑔̃, 𝑚 ̃𝜒 01 ) = (2000, 0)GeV. The scenario results in energetic
final state jets resulting from the hadronisation of displaced uds quarks.

Compressed A nearly degenerate split SUSY spectrum, (𝑚𝑔̃, 𝑚 ̃𝜒 01 ) = (1600, 1400)GeV,
with relatively soft final state jets compared to the uncompressed scenario.

GMSB A GMSB scenario with a long-lived gluino of 2500GeV and a light gravitino of
mass 1 keV. In this case, the jets originate from the hadronisation of displaced
gluons.

RPV An RPV scenario with a long-lived top squark of 1200GeV. In this model, the stop
decays result in displaced b quarks, which hadronise and traverse the detector
further before decaying, resulting in a tertiary decay vertex. The production
of a tertiary vertex occurs because of the finite proper lifetime of B mesons of𝑐𝜏0 ≈ 0.5mm. The other top squark decay product, a displaced lepton, can also be
incidentally clustered into a jet by the PF algorithm, but such cases are explicitly
rejected.

6.3 Definition of jet labels

The displaced jet tagger is trained as a multiclass classifier using jets from simulated
QCD multijet, t ̄t, and long-lived gluino events. A sound definition of both SM jet and
displaced jet labels (truth categories) is crucial to achieving optimal performance. As
the hadronisation of partons is a highly stochastic process, resulting in intermediate
partons in FSR or heavy flavour quark decay chains, jet labelling is generally somewhat
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ambiguous. We start the discussion by referring to a widely used SM jet labelling scheme
called “ghost labelling” [150] and show why it is not well suited to label displaced jets
from LLP decays. To this end, we propose an alternative labelling scheme.

6.3.1 Ghost labelling

The ghost labelling procedure assigns each reconstructed jet a parton flavour (u, d, s, g, c,
b). The algorithm starts by considering as input all heavy-flavour hadrons at the truth
(generator) level. The four-momenta of these hadrons are downscaled tominuscule values,
and they become “ghost” hadrons, retaining only the original directional information.
The jet clustering algorithm is then rerun by adding these truth-level particles to the
reconstructed PF candidate collection. Since the momenta of ghost hadrons are negligible,
their inclusion in jets does not affect the overall jet properties.

Consequently, a jet is labelled b or c jet if it contains at least one ghost hadron of the
relevant kind. B hadrons can decay into D hadrons, and a jet containing both hadron
flavours is labelled b jet. After this step, the remaining unlabelled jets are considered
candidates for light flavour (u, d, s, g) labels. In this case, partons produced in the hard
interaction before hadronisation are used as ghost particles. The flavour of a jet is then
determined from the clustered ghost partons by choosing the flavour of the hardest
parton. The remaining jets that do not have any label assigned are called pileup jets. The
procedure is summarised as Algorithm 2.

The validity of the ghost labelling stems from the fact that the ghost particles follow
the jet direction. The algorithm could be applied to label jets by choosing the LLPs or
their (partonic) decay products as ghost particles. However, such partons produced at
a displaced vertex can still interact strongly with each other and lead to additional jets,
as shown in Figure 6.2. The resulting jets are not necessarily produced in the direction
of the initial partons (shown in blue) nor the LL gluino (shown in red). Due to this loss
of directionality, neither the LLP nor its decay products can be used as ghost particles.
One possibility, however not explored in this thesis, would be to use the final copies
of partons (shown in green). A significant shortcoming of using such an approach is
that these partons might overlap with prompt ISR jets or UE activity, and the fraction of
energy stemming from the LLP decay would not be dominant.

Two examples of decays of long-lived gluinos (𝑔̃ → qq̅ ̃𝜒01 ), displaying the issue of using
ghost tagging for LLP labelling, are shown in Figure 6.3. In each case, the final-state
particles resulting from one of the quarks’ hadronisation are clustered into multiple jets.
At the same time, ghost tagging can only account for a ghost particle producing a single
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Algorithm 2 Ghost labelling
Require: Gen-level B, D hadrons and partons, PF candidates, jet clustering algorithm
1: Scale down the momenta of generator-level heavy-flavour hadrons and partons to

infinitesimally small values.
2: while not all jets clustered do
3: Run jet clustering algorithm
4: if any ghost particle clustered inside the jet then
5: if B hadron among ghost particles then
6: label as b jet
7: else
8: if D hadron among ghost particles then
9: label as c jet

10: else
11: label by hardest parton flavour (u, d, s, g)
12: end if
13: end if
14: else
15: label as pileup jet
16: end if
17: end while

jet. The algorithm may even fail to associate the ghost particle with any jets if the jets
are sufficiently distanced in 𝜂𝜙 space.

g̃(490 GeV)

χ̃1
0(620 GeV)

d̄(165 GeV)

d(3
3GeV

)

g(63 GeV)

g(53 GeV)

g(16 GeV)

d̄(49 GeV)

d(17 GeV)

Figure 6.2: Example of a decay of a long-lived gluino R-hadron (in red) to a pair of d
quarks (in green) and the ̃𝜒01 (also in red) is shown. Several additional partons (in green)
result from hard gluon radiation before hadronisation. The R-hadron or its daughters
might not follow the direction of the final particles and thus cannot be reliably used for
ghost labelling. The particle 𝑝T is shown in brackets.
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Figure 6.3: Two examples of long-lived gluino decay chains, constructed from information
provided by MC event generators. The positions of various particles in the 𝜂𝜙 plane are
shown: the LLP gluino and its daughter particles are shown in the lower and middle
planes, respectively; the upper plane depicts the location of the stable particles after
hadronisation, with shaded ellipses overlaid to indicate the reconstructed jets. Each quark
and its decay is assigned a unique colour. The dotted lines indicate the links between
parent and daughter particles. Figure taken from Ref. [1].

6.3.2 Displaced jet labelling

A novel generator-level procedure to label displaced jets was devised using information
about the displacement of particles and their decay chain at the generator level. The
algorithm identifies truth-level jets that have most of their energy originating from a
displaced LLP decay vertex. The procedure works for labelling any LLP type; it is not
specific to long-lived gluino decays.

First, all stable particles are grouped according to their vertex position. The resulting par-
ticle groups are linked via LLPs by considering LLP production and decay vertices. Next,
jets at the generator level, clustered from stable generator particles that exclude neutrinos
and the LSP, are associated with the vertices by splitting the jet momentum according to
the vertex positions of the clustered particles. The jet-vertex shared-momentum fraction
is defined per vertex 𝑣 and jet with constituents 𝑗 as:

𝑓𝑣(jet) = (∑𝑗 p𝑗|| 𝑗 ∈ vertex 𝑣) ⋅ pjet𝑝2jet , 𝑓𝑣(jet) ∈ [0; 1] , vertices∑𝑣 𝑓𝑣(jet) = 1 . (6.1)

Jets at the generator level are associated with the vertex fromwhichmost of its momentum
originates. This means choosing the vertex 𝑣, which maximises 𝑓𝑣(jet). This criterion
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prevents the coincidental association of jets containing very few or very soft displaced
particles with a displaced vertex, while most of the clustered particles stem from the hard
interaction or the UE instead. Finally, if the vertex 𝑣 associated with the jet is an LLP
decay vertex, the jet is labelled as an LLP jet. The labelling procedure for generator-level
jets is summarised as Algorithm 3.

Algorithm 3 Displaced jet labelling
Require: Stable particles, jets, LLP decay vertex position LLLP
1: Cluster stable particles into vertices
2: for jet in jets do
3: for vertex 𝑣 in vertices do
4: pvtx𝑣 = 0
5: for constituent 𝑖 in jet do
6: if 𝑖 ∈ 𝑣 then
7: pvtx𝑣 = pvtx𝑣 + p𝑖
8: end if
9: end for

10: 𝑓𝑣 = pvtx𝑣 ⋅ pjet/𝑝2jet
11: end for
12: ̂𝑣 = argmax 𝑓𝑣, 𝑣 ∈ vertices
13: if L ̂𝑣 = LLLP then
14: label jet as displaced
15: end if
16: end for

An important distinction is that this new procedure applies to generator-level jets, unlike
the ghost labelling algorithm, used with reconstructed jets instead. Hence, as a final
step, the displaced jet label is transferred to any reconstructed jet found within Δ𝑅 =√Δ𝜙2 + Δ𝜂2 < 0.4 of the generator-level jet. The LLP label has priority and is assigned to
signal jets over any other label obtained via ghost labelling.

It should be noted that a perfect split between the defined SM labels (b, c, uds, g) and
the LLP jet label is not achieved. During initial tests in NN training, the displaced jet
probability never reached 100% confidence for true displaced jets. This effect was due to
genuine displaced jets contaminating the background classes in the signal samples due to
the imperfect labelling scheme. As a result, jets with SM labels from signal samples are
discarded during training, and only LLP jets are retained. QCD multijet and t ̄t simulated
samples are used to populate the background jet classes instead.
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6.4 Training setup

In this Section, key ingredients of the DNN tagger setup are detailed: the input fea-
tures used to train the displaced jet tagger, the chosen DNN architecture, the network
parameterisation based on LLP lifetime, the kinematic resampling based on the signal
jet kinematics, hyperparameter optimisation, and the technical implementation of the
training.

6.4.1 Input features

The network features (input variables) are split into four broad categories: charged
constituent properties, neutral constituent properties, SV features, and global jet variables.
Zero-padding, i.e. replacing missing constituent values by zero, is used in the case of a
less-than-required number of constituents for all categories. The network has 662 input
variables in total.

Figure 6.4 shows several representative input features for signal and background jets. No
single variable provides strong discrimination between the jet classes, motivating using a
DNN that can exploit correlations between the variables. In addition, signal jet features
differ significantly depending on the LLP 𝑐𝜏0, highlighting the need for a parametric
network.

Charged PF constituents

The list of charged PF candidates properties retained for training is described in Table 6.1.
Up to 25 candidate tracks are retained for training for each jet, ranked hierarchically
by decreasing transverse impact parameter significance. The impact parameter, 𝑑𝑥𝑦,
is defined as the spatial distance between the originating pp collision and the track at
its point of closest approach, while its significance is obtained by dividing the impact
parameter by the uncertainty on its measurement: 𝑑𝑥𝑦/𝜎(𝑑𝑥𝑦).
Neutral PF constituents

The list of neutral PF candidates per jet retained for training is described in Table 6.2. For
each jet, up to 25 neutral candidates are retained for training. The neutral candidates are
sorted by their minimum distance to an SV. However, if no SV is reconstructed in the jet,
neutral candidates are sorted by their momentum instead.
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Figure 6.4: Various tagger input features for SM background jets and signal split SUSY
jets for 𝑐𝜏0 values of 1mm and 1m.

Table 6.1: Charged PF candidate features.

Internal name Description

cpf_trackPtRel 𝑝T relative to jet axis
cpf_trackEtaRel 𝜂 relative to jet axis
cpf_trackPPar momentum parallel to jet axis
cpf_trackDeltaR Δ𝑅(track,jet)
cpf_trackSip2dVal transverse impact parameter
cpf_trackSip2dSig significance of transverse impact parameter
cpf_trackSip3dVal impact parameter
cpf_trackSip3dSig impact parameter significance
cpf_trackJetDistVal distance from the track to the jet
cpf_ptrel track 𝑝T/jet 𝑝T
cpf_drminsv Δ𝑅 between track and closest SV within the jet
cpf_vertex_association indicates whether the track is used in the PV fit
cpf_from_PV indicates whether the track is associated to the PV
cpf_puppi_weight pileup likelihood assigned by the PUPPI algorithm [151]
cpf_track_chi2 track 𝜒2
cpf_track_ndof track fit number of degrees of freedom
cpf_track_quality track reconstruction quality
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Table 6.2: Neutral PF candidate features.

Internal name Description

npf_ptrel particle 𝑝T/jet 𝑝T
npf_deltaR Δ𝑅(jet,candidate)
npf_isGamma flag for passing loose photon identification requirements
npf_hcal_fraction fraction of energy deposited in the HCAL
npf_drminsv Δ𝑅 between track and closest SV within the jet
puppi_weight pileup likelihood assigned by the PUPPI algorithm

Secondary vertices

For each jet, up to four reconstructed SVs are retained for training, ranked by the same
procedure as the charged PF candidates. There is often no reconstructed SV; in this case,
the network can utilise other discriminating features such as the charged PF candidate
impact parameters instead. The properties associated with SVs used in training are listed
in Table 6.3.

Table 6.3: SV features.

Internal name Description

sv_pt SV 𝑝T
sv_deltaR Δ𝑅 between jet axis and SV flight direction
sv_mass invariant mass of reconstructed SV
sv_ntracks number of tracks associated to the SV
sv_chi2 SV 𝜒2
sv_ndof SV fit number of degrees of freedom
sv_dxy SV transverse impact parameter
sv_dxysig SV transverse impact parameter significance
sv_d3d SV impact parameter
sv_d3dsig SV impact parameter significance
sv_costhetavpv cos 𝜃 of the SV with respect to PV
sv_enratio ratio of SV energy with respect to the jet

Global jet features

Global jet features comprise kinematic variables (𝑝T, 𝜂), the number of charged and
neutral PF candidates, and the number of SVs, among others. The list also includes various
features used in the training of a previous CMS b-tagging algorithm. The complete list of
features is presented in Table 6.4.
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Table 6.4: Global jet features.

Internal name Description

global_pt jet 𝑝T
global_eta jet 𝜂
global_ncpf number of charged PF candidates
global_nnpf number of neutral PF candidates
global_nsv number of SVs
global_trackSumJetEtRatio 𝐸T of four-momentum of all tracks, divided by the jet 𝐸T
global_trackSumJetDeltaR Δ𝑅 between four-momentum of all tracks and jet axis
global_vertexCategory RecoVertex, PseudoVertex or NoVertex
global_trackSip2dValAboveCharm transverse impact parameter value

of the first track that raises the invariant
mass of the system of all tracks above 1.5 GeV

global_trackSip2dSigAboveCharm transverse impact parameter significance
of the first track that raises the invariant
mass of the system of all tracks above 1.5 GeV

global_trackSip3dValAboveCharm impact parameter value
of the first track that raises the invariant
mass of the system of all tracks above 1.5 GeV

global_trackSip3dSigAboveCharm impact parameter significance
of the first track that raises the invariant
mass of the system of all tracks above 1.5 GeV

global_jetNSelectedTracks number of selected tracks
global_jetNTracksEtaRel number of tracks for which trackEtaRel is calculated

6.4.2 Network architecture

A complete schematic of the network architecture is shown in Figure 6.5. Overall, the
choice of the network’s input features and the architecture of the feature extractor is
heavily influenced by the DeepJet model used for tagging b jets in CMS [144].

The network’s first step is to simultaneously reduce the vast number of input features
to a more tractable number and engineer highly discriminating latent (hidden) features.
The vector of features of each charged and neutral PF candidate and each SV is passed
through several 1 × 1 convolutional layers with a kernel size of 1. The goal of these layers
is to compress the input features in several stages and finally obtain a reduced vector
of only the most discriminating features. Convolutional layers of sizes 64, 32, 16, 8 and
4 are used, depending on the input features. The 1-dimensional convolutional layers
change the shape of the feature vector for each particle based on a linear combination of
the preceding layer features, followed by a non-linear activation function. After each
convolutional layer, a leaky ReLU activation function is used. Dropout layers are inserted
throughout the network after activation layers with a 10% dropout rate.
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After the final convolutional layer, the compressed latent feature vectors of the charged
and neutral PF candidates and the SVs are flattened, i.e. the information from all PF
candidates is combined into a single vector. This resulting vector is also combined with
the global jet features. At this stage, the lifetime is introduced to parameterise the network.
The performance of this approach is further studied in Section 6.4.3. The resulting feature
vector is fed into a series of fully connected (dense) layers to perform jet class and domain
prediction. The dense layers have 100 neurons in the label predictor and 50 in the domain
classifier, respectively. The final outputs are fed through a softmax activation function
in both branches, and the loss function used is categorical cross-entropy. The resulting
set of five jet class probabilities comprises gluons (g), light-flavour quark jets (uds), and
two heavy-flavour jet classes: b and c jets. Finally, displaced jets from LLP decay, here
labelled as LLP, are included. The domain class probability output is binary, i.e. either
data or simulation.
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Figure 6.5: An overview of the DNN architecture, which comprises convolutional and
dense layers; the numbers of filters and nodes are indicated. Dropout layers and activation
functions are not shown. The input features are grouped by object type; (𝑚 × 𝑛) indicates
the maximum number of objects (𝑚) and the number of features per object (𝑛). The
gradients of the class and domain losses with respect to the weights 𝜔 used during
backpropagation are shown. Figure taken from Ref. [1].

6.4.3 Parametric network

In contrast to b jets, displaced signal jets result from LLPs with arbitrary lifetimes. A
simple solution for this could be to train a different model depending on the LLP lifetime;
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however, this is not very practical computationally. Nonetheless, such a model is used
as a benchmark for parameterising the network. In the first iteration, the NN was
parameterised as a function of the LLP lifetime. A parameterised or parametric NN
means that the network output, i.e. class probabilities, depends on a specific input feature,
treated as a free parameter [152]. For our case, we denote the DNN output as a function
of hypothesised LLP lifetime, 𝑃(class|𝑐𝜏0), class ∈ {b, c, uds, g, LLP}. Furthermore, we only
consider the displaced jet class probability 𝑃(LLP|𝑐𝜏0), which we use as a discriminating
variable (likelihood score). The user must specify a 𝑐𝜏0 value to evaluate the probability.
The parameterisation allows obtaining a single network operating over a wide range of
lifetimes with extrapolation capabilities. It allows all displaced jets, regardless of their
displacement, to be included for training.

The parameterisation is achieved by adding the LLP lifetime to the vector of global jet
features listed in Table 6.4. For signal jets, the LLP lifetime is the lifetime of the mother
gluino. As the LLP lifetime is undefined for background jets, a “fake” lifetime is sampled
from the 𝑐𝜏0 distribution of LLP jets used in the training. The main consequence is
that the network cannot directly discriminate based on 𝑐𝜏0 but learns the behaviour of
displaced jets for different lifetimes through correlations with other jet features. The
relative importance of these correlations is expected to differ based on the LLP lifetime.
The performance of this approach compared with training a non-parameterised network
is further studied in Section 6.5.3.

Similarly, background jets are selectively sampled to match the kinematic distributions of
LLP jets, namely 𝑝T and 𝜂. This downsampling prevents direct discrimination based on
jet kinematic quantities dictated in simulated MC samples by a specific physical process.
For instance, it is undesirable to learn to discriminate entirely based on the fact that
LLP jets from a heavy gluino decay have a significantly harder 𝑝T spectrum than, say,
heavy-flavour jets from t ̄t. However, the correlation of the 𝑝T and 𝜂 with other jet input
features can still be exploited to obtain optimal discrimination in bins of jet 𝑝T and 𝜂. As
a final step, the jets are further downsampled to obtain a balance of all five jet classes.
The resulting 𝑝T, 𝜂, and 𝑐𝜏0 distributions of the resampled jets used to train the class
predictor are shown in Figure 6.6.

For the first iteration of the algorithm, pileup jets were ignored in training, as they pose a
completely negligible source of background for 𝑝T > 50GeV, i.e. in the bulk of the LLP jet𝑝T distribution. However, they were later included when extending the tagger to target
significantly softer jets resulting from HNL decays, as such LLP jets have an average 𝑝T
of 40GeV.
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6.4.4 Control regions

To train the NN with DA and validate its output, we define two independent 𝜇+jets and𝜇𝜇+jets CRs, corresponding to events with one or two muon candidates, respectively, and
at least several jets. Both CRs correspond to a dataset of 36 fb−1 collected in 2016 using a
trigger condition that requires the presence of a single isolated muon with 𝑝T > 24GeV.
The 𝜇+jets CR comprises, in approximately equal measure, events from the W+jets and
t ̄t processes. The 𝜇𝜇+jets CR contains Z/𝛾 ∗+jets events with subdominant contributions
from t ̄t. The requirements for both CRs are summarised in Table 6.5. Requirements on𝑝miss
T or a 𝑝miss

T -like quantity are imposed in the CRs to mimic the scenario of long-lived
gluino decays, which result in significant genuine 𝑝miss

T from the decay of the LSP or
jets decaying outside the detector acceptance. The specific requirements for the physics
objects are further described in Chapter 4.

Table 6.5: Overview of selection requirements in data CRs for training and validating DA.𝜇+jets (training) 𝜇𝜇+jets (validation)
Lepton selection

Tight muons (𝐼 𝜇rel. < 15%) 𝑝T > 26GeV 𝑝T(𝜇1,2) > 26, 15GeV
Veto muons (𝑝T > 10GeV, 𝐼 𝜇rel. < 25%) ! !
Veto electrons (𝑝T > 15GeV) ! !

Jet selection

Number of central jets (𝑝T > 30GeV) ≥ 2 ≥ 2
Veto forward jets (𝑝T > 50GeV) ! !

Event observables𝑝miss
T > 150GeV !𝑝T(𝜇𝜇) > 100GeV !

6.4.5 Training samples

Only jets in the tracker acceptance (|𝜂| < 2.4) and with uncorrected 𝑝T > 20GeV are
retained for training. Uncorrected 𝑝T is used in order not to make the model dependent
on a specific set of JECs. As ROOT files used in this analysis store events as entries rather
than jets, suitable jets are unpacked from different events and randomly mixed and split
into multiple new files. The resulting files used for training contain one jet per entry
stored randomly, with only relevant input features saved.

In total, the training sample contains about 4M displaced jets from split SUSY samples.
The background samples of QCD and t ̄t contain tens of millions of jets; however, after
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the kinematic resampling described in Section 6.4.3, we are left with about 20M jets of
all classes in total. Minibatches of 10 000 MC jets, containing about 2000 jets of each
class, taken from simulated long-lived gluino, QCD multijet and t ̄t samples, are used for
training with SGD. In total, one epoch consists of processing 2000 batches.

The training of the domain classifier uses minibatches of 10 000 jets, obtained from
events in the 𝜇+jets CR, drawn from pp collision data, W+jets, and t ̄t samples in relative,
approximate quantities of 55%, 35% and 10%, respectively. The selection leads to about
1.2M jets in total for the domain classifier, and jets must be reused multiple times per
epoch. For the simulated jets in each domain minibatch, the class label is not used.
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Figure 6.6: Training jet (a) transverse momentum, (b) pseudorapidity, and (c) proper
lifetime distributions for signal and background classes after kinematic resampling.

6.4.6 Technical implementation

The NN is trained using the TensorFlow [153] system with an interface to Keras [154],
which facilitates the construction of NN architectures. To optimise the network weights,
TensorFlow uses automatic differentiation to implement backpropagation. Backpropaga-
tion can be accelerated using a graphical processing unit (GPU), resulting in substantially
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shorter training times than training on a central processing unit (CPU). Hence, an NVIDIA
Tesla P100 GPU is used to speed up training. The class and domain minibatches are
merged into a single minibatch of 20 000 jets to train all network parts. The choice of
the minibatch size is dictated by the memory constraints of the GPU (16GB of RAM).
One epoch of training takes approximately one hour. 80% of the total sample is used for
training and the remaining 20% serves as a validation data set to monitor for overtraining.

A custom ROOT-to-TensorFlow pipeline was developed to read ROOT files and interface
them with the TensorFlow queue system. The same pipeline additionally performs on-
the-fly jet resampling based on jet 𝑝T and 𝜂 and fake 𝑐𝜏0 generation for background jets.
A more detailed description with a minimal working example can be found in Ref. [155].

The training is performed for up to fifty epochs using the Adam optimiser with default
settings implemented in Keras. The initial learning rate is chosen to be 0.01; its decay
schedule is optimised as discussed in Section 6.4.7. Additional auxiliary NN models are
trained by using ten-fold cross-validation to assess the uncertainty of a given model.
The cross-validation is achieved by splitting the training dataset into ten partitions and
obtaining ten permutations, each leaving out a single partition. The models obtained this
way are used to provide the uncertainty contour on the nominal model, trained using the
entire available data set.

6.4.7 Hyperparameter optimisation

This Section describes the optimisation procedure for some of the hyperparameters used
in the tagger training. In all cases, an independent validation data set is used for the
optimisation.

Learning rate

Arguably, the learning rate is the most critical hyperparameter in NN training, and hence
it is optimised first. To find the optimal learning rate decay schedule, the network is
trained exclusively on the label predictor for fifty epochs, with the learning rate decay
parameterised as:

𝜂 = 0.011 + 𝜂0 ⋅ 𝑛 , (6.2)

where 𝜂0 is the decay rate parameter and 𝑛 is the epoch number. An appropriate metric
has to be chosen to evaluate the network performance. In a realistic physics analysis,
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Figure 6.7: An example of probability distributions in a validation data set for the five jet
classes obtained after training the NN. The 𝑐𝜏0 values used to evaluate the probability
were generated in the same way as for the training data set.

searching for an LLP decaying to displaced jet(s), the SM background rate is typically
several orders of magnitude larger than the signal yield. To reduce the SM background
to a manageable rate, obtaining a low background jet false positive or “mistag” rate is
imperative. The efficiency of the tagger to correctly identify the LLP jet class and to mistag
background jets as LLP depends on a chosen working point, defined by a threshold (“cut”)
requirement on the jet class probability 𝑃(LLP|𝑐𝜏0). To assess the tagger performance,
we apply four different thresholds on the LLP class probability (an example of which
is shown in Figure 6.7). Each threshold is tailored to reject a specific background jet
class, corresponding to a fake identification (mistag) rate of 0.01%. The LLP jet efficiency
resulting from applying such a threshold is denoted as 𝜀(LLP ∣ background@10−4). Finally,
the mean signal efficiency is calculated as follows:

̄𝜀 = 𝜀(LLP ∣ uds@10−4) + 𝜀(LLP ∣ g@10−4) + 𝜀(LLP ∣ b@10−4) + 𝜀(LLP ∣ c@10−4)4 . (6.3)

As shown in Figure 6.8a, the optimal value of 𝜂0 = 0.1 corresponds to the training config-
uration with the largest average displaced jet tagging efficiency. No strong dependence
on 𝜂0 is observed, suggesting a well-chosen initial learning rate.

Domain loss weight

The parameter controlling the relative importance of the domain loss term is gradually
increased according to the following schedule:



6.4. Training setup 111

(a) (b)

Figure 6.8: Hyperparameter optimisation. In (a), the optimisation of the learning rate
decay parameter 𝜂0 with no DA is shown. A value of 𝜂0 = 0.1 is chosen as the best
performing scenario. In (b), DA hyperparameter optimisation is shown. The mean signal
efficiency and the mean JSD score is investigated as a function of the hyperparameter 𝜆0.
The value of 𝜆0 = 30 is chosen as optimal.

(a) (b)

Figure 6.9: The evolution of class and domain validation loss during training is shown
with (a) 𝜆0 = 30 and (b) 𝜆0 = 60.

𝜆 = 𝜆0 ( 21 + exp(−0.2 ⋅ 𝑛) − 1) , (6.4)

which converges after around 30 epochs to the final domain loss weight, 𝜆0. This schedule
ensures the network achieves an optimal set of weights for the class prediction first, i.e.
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it is pre-trained on the label predictor. Here, 𝜆0 is set as a hyperparameter and optimised.
To assess the effectiveness of different values of 𝜆0, we use the JSD score. The test is
applied to distributions of the domain data set, evaluated at different 𝑐𝜏0 values ranging
from 10 μm to 1m, to ensure good data/MC agreement for different lifetimes. In addition,
the mean signal efficiency ̄𝜀 is monitored to maintain adequate network performance, as
shown in Figure 6.8. For values 𝜆0 > 30, the performance of the tagger drops significantly,
while the JSD score plateaues, which suggested that increasing 𝜆0 further does not bring
additional improvement. This effect is further shown in Figure 6.9, where the evolution
of the loss function is shown for two models with 𝜆0 = 30 and 𝜆0 = 60. For the latter,
the loss eventually starts to increase, suggesting an unbalanced value of 𝜆0. A value of𝜆0 = 30 is ultimately chosen, corresponding to acceptable performance degradation and
simultaneously a significantly improved JSD score over a model with no DA.

For the following Sections, we have chosen two benchmark models: a nominal “DA”
model with 𝜆0 = 30 and a reference “no DA” model with 𝜆0 = 0. The data/MC agreement
and the performance of the two models are explored in the following Sections.

6.5 Tagger performance

The tagger performance is studied using an inclusive sample of simulated tt̄ events. For
these studies, the tagger performance is assessed under realistic conditions, i.e. under
the typical background jet 𝑝T and 𝜂 distributions expected in pp collision data. The t ̄t
samples provide both light-flavour (udsg) jets, through ISR and hadronic decays of the W
boson, and heavy-flavour (b, c) jets, with 𝑝T > 30GeV and |𝜂| < 2.4. The performance is
benchmarked against a range of long-lived SUSY scenarios listed in Section 6.2, using
LLP jets obtained from those samples.

6.5.1 Inclusive performance

The generalisation of the tagger to LLP jets of different flavours is investigated for the
benchmark lifetimes of 1mm and 1m. The two values of 𝑐𝜏0 give greater weight to
the roles of the tracker and calorimeter systems, respectively. The receiver operating
characteristic (ROC) curves that provide the LLP jet tagging efficiency as a function of the
background mistag rate for different scenarios are shown in Figure 6.10. It can be seen
that all flavours of displaced jets have a similar performance within the uncertainties.
Excellent signal jet efficiencies 𝜀(LLP) ≡ 𝜀(LLP ∣ t ̄t@0.01) of 40 and 70% are obtained for
split SUSY models with 𝑐𝜏0 values of 1mm and 1m, respectively.
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Furthermore, the performance is better when discriminating against background light-
flavour than heavy-flavour jets, which is expected, as heavy-flavour jets are significantly
displaced with respect to the IP, corresponding to 𝜀(LLP) of 40, 30, and 25% discriminating
against udsg, c, and b jets, respectively. Lastly, it can be seen that for the 1mm scenario,
there is no significant degradation from using DA. However, 𝜀(LLP) drops by 10–15%
when using the DAmodel for higher lifetimes, suggesting the penalisation of mismodelled
input features that provide significant discriminating power at higher jet displacements.
The significant performance decrease from using DA indicates that a biased algorithm
trained purely on simulation would have unrealistically good performance.
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Figure 6.10: ROC curves showing the tagger performance for uncompressed split SUSY,
GMSB and RPV SUSY scenarios: (a) LLP jets vs light-flavour jets for 𝑐𝜏0 = 1mm; (b) LLP
jets vs light-flavour jets for 𝑐𝜏0 = 1m; (c) LLP jets vs c jets for 𝑐𝜏0 = 1mm; (d) LLP jets vs
b jets for 𝑐𝜏0 = 1mm. For the uncompressed scenario, a reference no DA training is also
included for comparison. Figures (a) and (b) taken from Ref. [1].
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Figure 6.11: 𝜀(LLP) as a function of the jet 𝑝T, 𝜂, and 𝑁SV. The efficiency curves are
shown separately for the split (circular marker), GMSB (triangle marker), and RPV (square
marker) SUSY benchmark models, assuming 𝑐𝜏0 values of 1m (upper row) and 1mm
(lower row). Figure taken from Ref. [1].

6.5.2 Performance as a function of jet kinematic quantities

For the uncompressed split SUSY model, 𝜀(LLP) is further studied versus jet 𝑝T, 𝜂, and
the number of SVs. The results are shown for benchmark lifetimes of 1m and 1mm in
Figure 6.11. Efficiencies are highest for high-𝑝T, centrally produced jets with𝑁SV = 0. The
latter observation demonstrates the complementary performance of the tagger compared
to the more standard approach of relying on displaced SVs to identify LLPs. Poor SV
reconstruction efficiency for highly displaced LLP decays could explain the decrease in
performance with an increasing number of SVs.

6.5.3 Parameterisation performance

Training a parametric network might hypothetically result in performance degradation
compared to a dedicated model for a given 𝑐𝜏0 value. To assess the generalisation of
parametric training, three different scenarios are considered, all trained with no DA.
The performance, quantified as 𝜀(LLP) for all three scenarios, is evaluated using an
uncompressed split SUSY data set with 𝑐𝜏0 = 1mm:

1. Nominal training on all lifetime values, 𝜀 = 0.39 ± 0.04;
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2. Training exclusively on 𝑐𝜏0 = 1mm, 𝜀 = 0.38 ± 0.04;
3. Training with all lifetime values included except for 𝑐𝜏0 = 1mm, 𝜀 = 0.30 ± 0.03.

No difference between the first two approaches is observed, within the uncertainties,
suggesting the performance of the parametric approach is adequate. On the other hand,
the last scenario has an 𝜀(LLP) value lower by 0.1, meaning such a model struggles to
extrapolate to previously-unseen lifetimes.

6.5.4 Performance versus lifetime
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Figure 6.12: In (a), 𝜀(LLP) as a function of the split SUSY 𝑐𝜏0 for compressed and uncom-
pressed split SUSY scenarios is shown. In (b), 𝜀(LLP) versus 𝑐𝜏0 for a shallow network,
trained only on global jet features, is shown. Figure (a) taken from Ref. [1].

The tagger performance is investigated as a function of 𝑐𝜏0 for compressed and uncom-
pressed split SUSY scenarios, as shown in Figure 6.12a. The best performance is achieved
for 𝑐𝜏0 = 0.1m for both cases. Furthermore, as shown in Figure 6.12b, the performance is
evaluated for a shallow network, where all jet constituents are dropped from the training,
and only global features are retained. Such a model results in a decrease in performance
by ∼ 60% for uncompressed scenarios and ∼ 30% for compressed ones, showcasing the
advantage of using a DNN instead.

6.5.5 Wrong lifetime test

To assess what happens if a “wrong” lifetime value is used when evaluating the network,𝜀(LLP) for 𝑐𝜏gen0 = 1m and 1mm uncompressed split SUSY scenarios were evaluated by
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Figure 6.13: The DNN tagger efficiency 𝜀(LLP) as a function of the lifetime used to evaluate
the network. The purple (solid filling) and green (hollow filling) lines correspond to
uncompressed split SUSY scenarios generated assuming a gluino lifetime of 1m and
1mm, respectively. Figure taken from Ref. [1].

providing the DNN tagger with a range of lifetimes 𝑐𝜏 eval0 . As shown in Figure 6.13, the
best performance is obtained when approaching the “right” lifetime, i.e. 𝑐𝜏 eval0 ≈ 𝑐𝜏gen0 ,
as expected for a parameterised network. Reversing this finding, it would seem that the
tagger could predict the jet displacement, which was later on exploited when training
the tagger for HNL scenarios, as detailed in Section 7.5.5.

6.6 Tagger validation

The LLP jet probability obtained from simulation can differ significantly from data in
the absence of DA. In this Section, the modelling in control regions of 𝑃(LLP|𝑐𝜏0) is
investigated. Since a given event has several jet candidates reconstructed, while the
tagger is applied on a per-jet basis, an event-level maximum LLP jet probability defined
from all selected jets in an event was considered instead:

𝑃max(LLP|𝑐𝜏0) = max
jets

𝑃(LLP|𝑐𝜏0) (6.5)

A comparison of the 𝑃max(LLP|𝑐𝜏0) distributions obtained from pp collision data and
simulated events in both the 𝜇+jets and 𝜇𝜇+jets CRs, using DA and “no DA” models is
shown in Figure 6.14. The use of DA in the network leads to a significant improvement
in the level of agreement in the distributions of 𝑃max(LLP|𝑐𝜏0) for the two domains of
data and simulation, with only minor residual differences remaining. This improvement
is expected for the 𝜇+jets CR, as the same events are used to train, evaluate, and optimise
the domain classifier of the DNN. The 𝜇𝜇+jets CR, comprising a statistically independent
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Figure 6.14: Distributions of the maximum probability for the LLP jet class obtained
from all selected jets in each event, 𝑃max(LLP|𝑐𝜏0). The distributions from data (circular
marker) and simulated events (histograms) are compared in the 𝜇+jets (upper row) and𝜇𝜇+jets (lower row) CRs, using a DNN trained without (left column) and with (right
column) DA. All probabilities are evaluated with 𝑐𝜏0 = 1mm. The statistical (hatched
bands) and systematic (solid bands) uncertainties due to the finite-size simulation samples
and the simulation mismodelling of the mistag rate, respectively, are shown. Figures
taken from Ref. [1].

event sample dominated by a different physical process, validates the method. The
application of DA leads to significantly reduced biases and uncertainties in the modelling
of 𝑃max(LLP|𝑐𝜏0), as the data/MC ratios per bin are closer to unity following the application
of DA. The level of agreement between data and simulation is further quantified by the
JSD score, which is reduced by an order of magnitude following the application of DA.
The quoted uncertainties in JSD reflect the finite sizes of the data and simulated samples.
Finally, an estimate of the systematic uncertainty in 𝑃max(LLP|𝑐𝜏0) due to simulation
mismodelling is obtained in a statistically independent sample of 𝜇𝜇+jets that satisfy𝑝T(𝜇𝜇) < 100GeV, while the nominal 𝜇𝜇+jets CR contains events with 𝑝T(𝜇𝜇) > 100GeV.
The uncertainty is estimated by weighting up or down simulated events by the following
weight:
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𝑤± = Πjets𝑖 (1 ± (𝜉𝑖 − 1)) , (6.6)

where 𝜉𝑖 is the ratio of counts from data and simulation in bin 𝑖 of the 𝑃(LLP|𝑐𝜏0) distribu-
tion. The uncertainty band is shown in the bottom panel of Figure 6.14 in purple, and is
significantly smaller for a network trained with DA.

6.7 Summary

This Chapter detailed the development of a robust DNN algorithm to identify displaced jets
from LLP decays. The need for a new displaced jet labelling scheme was motivated. The
DNN was trained on both data and simulation with DA. Overall, the algorithm showed
excellent performance, rejecting 99.99% of background jets while keeping displaced jet
efficiencies high, typically above 40%. Training with DA for lifetimes greater than 1 mm
resulted in a 5–10% degradation in performance while substantially improving the overall
agreement between data and simulation. The good modelling in CRs proves the utility
of DA as a prophylactic tool to deal with mismodelled phenomena in simulation and
improves the confidence with which such an algorithm can be applied in a search for
BSM physics. Good performance observed even without a presence of a displaced SV
establishes the tagger as an alternative approach to searches for LLP decay using SVs,
which was exploited in a search for long-lived HNLs, described in Chapter 7.

Furthermore, the DNN tagger shows good generalisation to other models, which were
not used in the training. This makes it a powerful tool able to detect generic displaced
jet signatures. Training a single parametric model of the network was validated by not
observing a degradation in performance compared to many single-point models. When
testing a particular lifetime hypothesis, the best sensitivity was found when specifying
that same lifetime as an input to the parametric tagger, confirming the tagger was working
as intended.





Chapter 7

Search for heavy neutral leptons

This Chapter presents the analysis strategy of a search for long-lived HNLs coupling to all
lepton generations using the DNN displaced jet tagger. First, the properties of a long-lived
HNL signature within CMS and the analysis scope are discussed in Section 7.1. The
generation of simulated signal samples is described in Section 7.2. The event selection
and categorisation requirements are detailed in Section 7.3. The development of an
event-level BDT, discriminating between signal and background events, which allows for
an optimal preselection of the HNL decay phase space, is described in Section 7.4. Several
extensions to the displaced jet tagger which increase the sensitivity to HNL decays are
described in Section 7.5.

The analysis is performed as a blind analysis by excluding the signal region (SR) from
data for the studies described in this Chapter. The backgrounds are estimated using a
data-driven technique which is the subject of Chapter 8.

7.1 Heavy neutral lepton signatures at CMS

As first discussed in Section 2.4.3, long-lived HNL signatures accessible at the LHC occur
in the mass range of about 1–20GeV. It is difficult to directly trigger on HNL decay
products at CMS in this mass range, as they are relatively soft. Hence, the potential to
trigger on HNL events depends entirely on the production process, specifically, what
other particle is produced in association with the HNLs.

HNLs can be produced in on-shell EW boson (W, Z, H) or heavy-flavour meson (B, D)
decays. The NC process and gluon-gluon fusion H boson production cannot be triggered
on as a neutrino is produced. On the other hand, vector-boson fusion H boson production
only becomes important above an HNL mass of around 500GeV. Heavy-flavour meson

120
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production is also challenging to trigger on as the final state particles are soft; in addition,
this scenario is only kinematically allowed below the specific heavy-flavour meson mass
of a few GeV.

CC production is the primary mode considered in this analysis, as it results in the
associated production of a prompt lepton, denoted ℓ1, which can be triggered on at CMS
with relatively high efficiency. The cross-section times the BR for this process, valid for𝑚N < 𝑚W, can be expressed in terms of the CC production cross-section as follows:

𝜎CC = 𝜎(𝑝𝑝 → W) ⋅ 𝐵(W → ℓ𝜈)∑ℓ |𝑉ℓ|2 (1 − 𝑚2
N𝑚2
W
)2 (1 + 𝑚2

N2𝑚2
W
) . (7.1)

The decays of low-mass HNLs take place via off-shell EW gauge bosons. CC semileptonic
HNLs decays, which are the subject of this thesis, are the most common. The semileptonic
three-body decays via an off-shell W boson N → ℓ2W∗ → ℓ2qq̅ result in the production
of an additional displaced lepton, denoted as ℓ2, and displaced jet(s); this occurs almost
twice as often as NC decays to two charged leptons and a neutrino N → ℓ2ℓ3𝜈. Finally, the
HNLs can also decay hadronically via the NC, i.e. N → 𝜈Z∗ → 𝜈qq̅. However, this would
result in a neutrino being produced instead of the ℓ2, which is a muchmore experimentally
challenging signature, and, thus, not considered in this analysis.

𝑞
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ℓ+2

𝑞̄𝑞′𝑊 − 𝑁 𝑊 ∗−
(a)
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Figure 7.1: CC HNL production in association with a prompt trigger lepton ℓ1 and decay
to a displaced lepton (ℓ2) and a pair of quarks. In (a), an opposite-sign (OS) dilepton
final state is shown, possible for both Dirac and Majorana HNLs. In (b), a same-sign (SS)
dilepton final state is shown, possible only for Majorana HNLs. The flavours of ℓ1,2 can
differ.

To summarise, both the HNL production and decay proceed via the CC in this analysis:

W → ℓ1N → ℓ1ℓ2q ̅q, (7.2)

also shown as a Feynman diagram in Figure 7.1. It is important to note that the semilep-
tonic HNL decays differ kinematically depending on the HNLmass [156]. For𝑚N < 1GeV,
the HNLs decay primarily via a two-body decay N → ℓ2M, where M is a light meson,
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instead of the aforementioned three-body decay 𝑁 → ℓ2qq̅, where each of the quarks
hadronise separately. This is not explicitly taken into account, as masses below 1GeV
are not considered in this analysis. In the latter case, the HNL lifetime dependence can
be expressed as:

𝜏N ∝ 𝑚−5
N |𝑉ℓ|−2 , (7.3)

valid when assuming that the HNL couples to a single active neutrino generation. The
equation holds for both Dirac and Majorana HNLs, and both scenarios are explicitly
targeted in this analysis, allowing to distinguish between Majorana and Dirac HNLs. In
the case of discovery, Majorana HNLs would result in observing LNV, while Dirac HNLs
would not. For Majorana HNLs, the partial widths are twice as large, as the Majorana
HNL is its antiparticle:

ΓMajorana = ΓNDirac + ΓNDirac = 2 ΓDirac. (7.4)

In prompt collider HNL searches, only HNL coupling to a single neutrino generation is
assumed, while coupling to the other two is considered unconstrained. However, this is
not justified in a long-lived HNL search, where the total decay width plays a crucial role
in determining where the HNL will decay. Furthermore, as discussed in Section 2.3, single
mixing angles might be primarily suppressed in the 𝜈MSM, while this does not hold for
multiple mixing angles. In this analysis, the HNLs are considered to couple to all three
lepton generations simultaneously in the most general case. Non-zero coupling to at
least two generations means the flavours of ℓ1 and ℓ2 can, generally, differ, corresponding
to lepton flavour violation (LFV).

7.2 Simulated signal samples

Samples of simulated signal and background events are used to define the event selec-
tion, assess the modelling of key observables in simulation, tune the usage of various
MVA techniques to ensure optimal sensitivity, and predict the signal yields. The list of
background samples used in this analysis is given in Table 5.1.

The MadGraph event generator is used to simulate the HNL production and decay
at LO accuracy with varying HNL mass and 𝑉ℓ by using the HNL model provided in
Ref. [157]. In this analysis, only one active HNL, of either Dirac or Majorana nature, with
equal couplings to the three lepton generations 𝑉e = 𝑉𝜇 = 𝑉𝜏, is generated. Additional
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ME weights, calculated by MadGraph, are used to reweight simulated events to an
arbitrary different coupling scenario (𝑉 ′

e , 𝑉 ′𝜇 , 𝑉 ′𝜏 ), allowing for scanning the coupling
space efficiently, as only a single signal sample needs to be generated. The proper lifetime
is expressed as a sum of partial widths, Γℓ, of the three flavour states:

1𝜏0 = Γtot(𝑚N, 𝑉e, 𝑉𝜇, 𝑉𝜏) = Γ𝑒(𝑚N, 𝑉e) + Γ𝜇(𝑚N, 𝑉𝜇) + Γ𝜏(𝑚N, 𝑉𝜏). (7.5)

Technically, the coupling reweighting can only be performed if the proper HNL lifetime,𝑐𝜏0, and the mass remain fixed, in order to keep the HNL kinematics unchanged:

Γ′𝑒(𝑚N, 𝑉 ′
e ) + Γ′𝜇(𝑚N, 𝑉 ′𝜇 ) + Γ′𝜏(𝑚N, 𝑉 ′𝜏 ) = Γ𝑒(𝑚N, 𝑉e) + Γ𝜇(𝑚N, 𝑉𝜇) + Γ𝜏(𝑚N, 𝑉𝜏). (7.6)
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Figure 7.2: The considered signal scenarios with |𝑉e| = |𝑉𝜇| = |𝑉𝜏| in the mass-coupling
plane for Majorana (left) and Dirac (right) HNLs. Scenarios with the same proper lifetime,𝑐𝜏0, as calculated by MadGraph, are colour-coded and connected by dashed lines.

In this analysis, 76 signal samples were generated as shown in Figure 7.2. HNLs are
generated at various mass points ranging from 1 to 24GeV, with proper lifetimes ranging
between 10−5 < 𝑐𝜏0 < 104 mm. For each sample, 66 weights are stored for reweighting
the sample to different coupling scenarios while keeping the total decay width fixed. The
barycentric coordinates 𝑓e, 𝑓𝜇, and 𝑓𝜏, with 𝑓e + 𝑓𝜇 + 𝑓𝜏 = 1, are introduced, which denote
the relative ratios between the couplings |𝑉e| ∶ |𝑉𝜇| ∶ |𝑉𝜏| ≡ 𝑓e ∶ 𝑓𝜇 ∶ 𝑓𝜏. The chosen
equidistant coupling points for reweighting are shown in Figure 7.3. Six benchmark
scenarios are selected as detailed in Table 7.1, corresponding to couplings to single and
multiple active neutrino generations. These scenarios are used for hypothesis testing
described in Section 8.3.1.

The LO cross-sections were found to be compatible with the NLO cross-sections within



7.2. Simulated signal samples 124

00.10.20.30.40.50.60.70.80.91
ef

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
µf

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

τf

Figure 7.3: The considered 66 relative couplings points in barycentric coordinates (𝑓e+𝑓𝜇+𝑓𝜏 = 1) for reweighting each signal sample that has been generated with |𝑉e| = |𝑉𝜇| = |𝑉𝜏|,
i.e. 𝑓e = 𝑓𝜇 = 𝑓𝜏 = 1/3.

Table 7.1: Benchmark HNL coupling scenarios given in barycentric coordinates.

Scenario 𝑓e 𝑓𝜇 𝑓𝜏
1 1/3 1/3 1/3

2 1 0 0

3 1/2 1/2 0

4 0 1 0

5 1/2 0 1/2

6 0 1/2 1/2

the estimated scale uncertainty. A 𝑘 = 𝜎NLO/𝜎LO ≈ 1.1 correction factor was applied to
the LO cross-sections for normalising each signal sample, and the LO scale uncertainty is
taken as the theoretical uncertainty.

An overview of the BRs for various HNL masses is given in Table 7.2. For completeness,
decays to fully leptonic and invisible final states are also listed. The semileptonic decays,
which are relevant for this analysis, are further broken down by parton and lepton flavour.
The HNL decays to tau leptons are kinematically forbidden when 𝑚N < 𝑚𝜏. Thus, in the
specific case of 𝑉e = 𝑉𝜇 = 0 and 𝑉𝜏 > 0, the only possible decay channel is via NCs that
results in a three neutrino final state, N → 𝜈𝜈𝜈.
Generator-level kinematic properties of the simulated HNLs, namely the transverse
momentum 𝑝T, pseudorapidity 𝜂, boost 𝛽𝛾, and the distance travelled from the pp IP, 𝐿𝑥𝑦,
are shown for various benchmark signal models in Figure 7.4. The models correspond



7.2. Simulated signal samples 125

Table 7.2: BRs for the tree-level decay modes of a Dirac HNL at various masses as
calculated by MadGraph. The BRs are identical for Majorana HNLs if the charge-
conjugated decay modes are considered in addition.

HNL mass
Decay mode 1 GeV 5 GeV 10 GeV 20 GeV

N → 𝜈qq̅ 28.5% 21.1% 18.3% 19.0%

N → 𝜈𝜈𝜈 12.3% 7.9% 6.1% 5.5%

N → ℓ−ℓ+𝜈 22.0% 22.6% 24.1% 24.2%

N → ℓ−qq̅ 37.2% 48.4% 51.5% 51.4%
N → 𝑒−ud 18.4% 12.1% 9.4% 8.5%
N → 𝜇−ud 17.1% 12.1% 9.2% 8.4%
N → 𝜏−ud - 4.8% 7.4% 7.9%
N → 𝑒−cs - 7.5% 8.3% 8.2%
N → 𝜇−cs - 7.4% 8.2% 8.1%
N → 𝜏−cs - 2.1% 6.4% 7.7%

to different HNL mass and lifetime combinations, which are chosen to be close to this
analysis’s expected sensitivity reach. The HNLs are typically produced centrally, and
their 𝑝T distribution peaks at 𝑚W/2. Kinematic properties (𝑝T, 𝜂) of the prompt and
displaced leptons ℓ1,2 are also shown for various sterile-active neutrino coupling scenarios.
Compared with the case where the HNL couples exclusively to the first two lepton
generations, the ℓ1 becomes significantly softer (on average by a factor of three) when
produced indirectly via leptonic tau decays for 𝑉𝜏 > 0. The trigger efficiency is very
low for such events, as the single lepton trigger threshold is around 30GeV (see also
Table 7.3), and hence a poor sensitivity to the pure tau coupling scenario is expected for
this analysis. On the other hand, probing simultaneous coupling to all generations is still
possible. For the ℓ2 candidate, achieving the lowest possible experimental 𝑝T threshold is
desirable.
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Figure 7.4: (a) HNL transverse momentum; (b) HNL pseudorapidity; (c) HNL boost; (d)
HNL transverse displacement; (e) ℓ1 transverse momentum; (f) ℓ1 pseudorapidity; (g) ℓ2
transverse momentum; (h) ℓ2 pseudorapidity for various benchmark models and coupling
scenarios. For the pure-𝜏 coupling, ℓ2 corresponds to the leptonic tau daughter.
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7.3 Event selection and categorisation

In this Section, the strategy to select and categorise events is presented. The selection
is primarily dictated by the trigger strategy, which is discussed first. Subsequently, the
kinematic requirements on the physics objects (muons, electrons, jets, missing energy)
used within this analysis are detailed. The signature of signal events is the presence of
one prompt, isolated trigger lepton (ℓ1) from an on-shell W boson decay, at least one
displaced jet, and another displaced lepton (ℓ2) in the final state.

Requirements on several event-level observables are introduced, which restrict the analy-
sis phase space while remaining sensitive to HNL decays. This also reduces the major
SM backgrounds, which are the following in this analysis:

W+jets results in the production of a prompt lepton from 𝑊 → ℓ𝜈 and an additional
non-prompt lepton from ISR or FSR heavy-flavour jet hadronisation.

Z/𝛾 ∗+jets results in two prompt leptons from 𝑍/𝛾 ∗ → ℓℓ decay, where the two leptons
are treated as ℓ1,2 candidates, and an additional ISR, FSR, or pileup jet being recon-
structed. This background is predominant in the opposite-sign same-flavour (OSSF)
categories. If one of the leptons is not reconstructed or identified with the wrong
charge (charge flip, mostly relevant for electrons), the background can appear in
other categories, similar to W+jets mentioned above.

V𝛾⋆+jets results in the production of a prompt photon which can be identified as a jet.
Otherwise, the discussion is similar to Z/𝛾 ∗+jets, and this background also mainly
contributes to OSSF categories.

QCD multijet can produce several leptons from heavy flavour jet decays, one of which
appears isolated. Even though this is rare, the process has a very high production
cross-section, making this a significant background.

Top background semileptonic or fully leptonic t ̄t decays can fake the signal process,
resulting in a prompt lepton(s) in addition to several b jets, which can decay to
produce non-prompt leptons in the final state.

A complete understanding of the data modelling in simulation is a crucial step in this
analysis. Thus, a CR, where the expected signal contamination is negligible, is introduced
to assess the modelling quality.

A categorisation scheme, based on the selected lepton flavour and sign combination,
is presented, which allows targeting HNL mixing with different lepton generations
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and distinguishing between Majorana and Dirac HNLs. Events are also categorised to
separately target scenarios where the HNL decay products are collimated (boosted) into
a single jet or resolved into separate objects. An additional categorisation, based on the
impact parameter significance of the displaced lepton candidate, ℓ2, is introduced, which
allows the search to be sensitive over a broad range of HNL lifetimes.

It is important to note that the presence of a displaced HNL decay vertex is not explicitly
required in this analysis. Not requiring a displaced vertexmakes the searchmore inclusive,
as SV reconstruction can be inefficient for highly displaced HNLs. Instead, the displaced
jet tagger, which for a given jet takes as input reconstructed SVs which share at least one
track with the said jet, is leveraged.

7.3.1 Trigger strategy

The analysis makes use of pp collision data, collected at √𝑠 = 13TeV using triggers
requiring at least one isolated lepton (muon or electron), corresponding to integrated
luminosities of 35.9 fb−1, 41.5 fb−1 and 59.7 fb−1 for the three years (2016–2018) of data-
taking, respectively. The 𝑝T requirements of the single-lepton triggers are summarised
in Table 7.3. Due to a finite lepton 𝑝T resolution of a fewGeV, “offline” 𝑝T threshold
requirements on the leptons used in the analysis are raised compared with the “online”
trigger thresholds to ensure a trigger efficiency close to 100%.

A given event can, in general, be stored in separate data sets collected using both muon
and electron triggers if there are several high-𝑝T, isolated leptons present in the event. A
dedicated cleaning procedure, based on the flavour of the highest-𝑝T lepton is employed
to ensure the data events are not used repeatedly.

Because an additional lepton (ℓ2) from the HNL decay is reconstructed in the final state,
dilepton triggers could, in principle, be used to lower the offline lepton 𝑝T thresholds,
which was exploited in a previous CMS search for prompt Majorana HNLs [49]. However,
these dilepton triggers were found to be inefficient for non-prompt leptons and are
therefore not used within this analysis.

Table 7.3: Transverse momentum thresholds for single, isolated lepton triggers used in
the analysis for the three years of data taking (2016–2018).

Trigger 2016 2017 2018

Single muon 𝑝T > 24GeV 𝑝T > 27GeV 𝑝T > 24GeV
Single electron/photon 𝑝T > 27GeV 𝑝T > 32GeV 𝑝T > 32GeV
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7.3.2 Physics objects

Primary vertex

A description of vertex reconstruction is given in Section 4.1.2. Events with at least one
good PV are required. Good primary vertices must be reconstructed from at least five
high purity tracks within |𝑑𝑧| < 24 cm and |𝑑𝑥𝑦| < 2 cm.

Muon candidates

In the analysis, two types of muon candidates are defined. For the prompt trigger lepton
from a W boson decay (ℓ1), tight quality criteria and a tight muon isolation requirement
are applied. On the other hand, only loose muon identification requirements are employed
to reconstruct events containing a displaced muon candidate (ℓ2). Tight muon candidates
need to satisfy 𝑝T > 26, 29, 26GeV for 2016, 2017, and 2018 data, respectively, as well as|𝜂| < 2.4. The 𝑝T thresholds are chosen to be in the single-muon trigger plateau. Loose
muons must have a transverse momentum of at least 3 GeV within |𝜂| < 2.4. A more
detailed description of these requirements is provided in Section 4.2.1. Lastly, tight muon
candidates must be matched to the HLT muon that fired the trigger within Δ𝑅 < 0.1.
Electron candidates

As in the muon case, tight and loose electron candidates are defined to target cases
where either ℓ1 or ℓ2 is an electron. Electron candidates found within Δ𝑅 < 0.05 of a PF
muon are not selected, i.e. the muon is given priority. Tight electron candidates must
satisfy the tight MVA-based identification working point and be within |𝜂| < 2.4. The𝑝T thresholds are 29, 34, 34GeV for 2016, 2017, and 2018 data, respectively. Finally, tight
electron candidates in the barrel (endcap) region need to originate from the vicinity of
the PV within |𝑑𝑥𝑦| < 0.05 (0.10) cm and |𝑑𝑧| < 0.10 (0.20) cm. Loose electrons must have a
transverse momentum of at least 5 GeV within |𝜂| < 2.4 and fulfil a modified version of the
cut-based loose criteria. A more detailed description of these requirements is provided in
Section 4.2.2. Finally, tight electron candidates must be matched to the HLT electron that
fired the trigger within Δ𝑅 < 0.3.
Lepton ordering

Only events containing exactly one tight (ℓ1) and one loose (ℓ2) lepton are retained.
A requirement of 𝑝T(ℓ1) > 𝑝T(ℓ2) is also applied to avoid double counting of events
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that fire both event triggers in separate data sets. The events are then categorised
as ℓ1ℓ2 ∈ {𝜇𝜇, 𝜇𝑒, 𝑒𝑒, 𝑒𝜇}. The 𝑝T distributions of selected ℓ1 and ℓ2 candidates and the
invariant mass of the ℓ1ℓ2 system are shown in Figure 7.5 for two benchmark categories
corresponding to OS 𝜇𝜇 and SS 𝑒𝜇 final states. A significant contribution from the
Z/𝛾 ∗+jets process can be observed for the OS 𝜇𝜇 final state, not, however, present for
the SS 𝑒𝜇 final state. The distributions for other lepton charge and flavour contributions
are not shown here for brevity, as they are qualitatively similar to the two considered
benchmark categories.
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Figure 7.5: The distributions of 𝑝T(ℓ1) (top row), 𝑝T(ℓ2) (middle row), and𝑚(ℓ1, ℓ2) (bottom
row), shown for benchmark OS 𝜇𝜇 (left column) and SS 𝑒𝜇 (right column) final states for
the major simulated SM backgrounds after the preselection. A benchmark HNL scenario𝑚N = 10GeV, 𝑐𝜏0 = 1mm, 𝑉𝑒 = 𝑉𝜇 is overlaid.
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Jets

Jets are crucial objects in this analysis as the sensitivity to signal events primarily derives
from applying the DNN jet tagger. An in-depth description of the jet clustering algorithm
used in this analysis is provided in Section 4.2.3. Any jet overlapping within Δ𝑅(ℓ1, jet) <0.4 with the prompt lepton candidate (ℓ1) is not selected, i.e. the priority is given to the
lepton object. A distinguishing feature of this analysis is the treatment of candidate
HNL jets, denoted henceforth as j⋆. Depending on the HNL boost, such jets may contain
leptons that correspond to a significant energy fraction of the jet. Such jets are explicitly
considered in this analysis to leverage the jet tagger, whereas a standard approach taken
in CMS is to cross-clean such jets with priority always given to the lepton object.
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Figure 7.6: The distributions of (a) 𝑝T; (b) Δ𝑅(j⋆, ℓ2) of reconstructed displaced jets from
HNL decays. The jets have the ℓ2 from HNL decay boosted inside the jet or are resolved.

Figure 7.6 shows the 𝑝T and Δ𝑅(ℓ2, j⋆) distribution for all reconstructed PF jets which
possess the LLP label defined in Section 6.3.2. The jets are further split depending on
whether they contain the lepton ℓ2 from the HNL decay at the generator level. Depending
on the HNL boost, the HNL decay products can be reconstructed as a single, boosted jet,
for which 𝑝T peaks at around 30GeV. On the other hand, jets resolved from the ℓ2 have a
softer 𝑝T spectrum. In this case, the jet is still found close to ℓ2, i.e. the Δ𝑅(𝑙2, j⋆) peaks at∼ 0.6 for an HNL mass of 16GeV. A small fraction of resolved jets are seen to populate
the Δ𝑅(j⋆, ℓ2) < 0.4 region. This can be explained by scenarios where a spurious lepton
is misidentified as the ℓ2 candidate instead of the lepton from the HNL decay or cases
where labelling is imperfect due to a jet with a small (< 10%) lepton energy fraction.

The analysis considers jets in the track acceptance |𝜂| < 2.4 whose calibrated transverse
momentum is greater than 20GeV. Several additional criteria are applied to the jet if it
contains the ℓ2 candidate. The jet is rejected in case of overlap with an isolated lepton,
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specifically, 𝐼 ℓ2rel. < 0.15, or if the jet 𝑝T < 30GeV. The primary motivation for the isolation
requirement is not to consider jets that are primarily clustered from isolated leptons, as
the hadronic activity in the jet likely originates from pileup; in addition, such jets were
found not to be well-calibrated.

The jet that is the closest in Δ𝑅 to ℓ2 is chosen as the HNL jet candidate, j⋆. The efficiency
of this selection is studied in Section 7.5.1. Figure 7.7 shows the overall number of selected
jets, the Δ𝑅(ℓ2, j⋆), and 𝑝T(j⋆).
An alternative jet selection approach could have been to consider a larger jet clustering
radius, e.g. 𝑅 = 0.8, which would have allowed to simultaneously account for both boosted
and resolved HNL decay scenarios. However, JECs for such jets are only supported by
CMS for 𝑝T > 150GeV, far greater than the typical HNL jet energy. In addition, the DNN
jet tagger setup would require substantial modifications. The approach adopted within
this thesis was to retrain the DNN jet tagger to target boosted and resolved scenarios
separately by defining appropriate jet labels, which is further detailed in Section 7.5.

Missing transverse energy

Assuming 𝑉𝜏 = 0, no genuine missing energy is expected in the final state, which can be
exploited to reject background events. Even for the case of 𝑉𝜏 > 0, the expected amount
of missing energy from the neutrinos present in the final state is comparable to the
typical missing-energy resolution (∼ 30GeV). The definition of missing energy used in
this analysis is given in Section 4.2.4. The distribution of 𝑝miss

T is shown in Figure 7.8.

Event observables

Various event observables are defined based on the kinematics of the selected objects.
These are used to define the SR and suppress remaining backgrounds by training an MVA
event-level classifier, described in Section 7.4.

𝑚(ℓ1, ℓ2) The invariant mass of the dilepton system.Δ𝜙(ℓ1, ℓ2) The angular separation between ℓ1 and ℓ2.Δ𝜙(ℓ1, 𝑝miss
T ) The angular separation between ℓ1 and 𝑝miss

T .𝑚T(ℓ1, 𝑝miss
T ) The transverse mass of the ℓ1 and 𝑝miss

T , defined as:

𝑚T(ℓ1, 𝑝miss
T ) = √2 × 𝑝T(ℓ1) × 𝑝miss

T × (1 − cos(Δ𝜙(𝑝miss
T , ℓ1)). (7.7)



7.3. Event selection and categorisation 133

0 2 4 6
10

210

310

410

510

610

710

810

910

En
tri

es
/b

in

0 2 4 6

jetN

0.5
1

1.5

D
at

a/
M

C

W+jets

*+jetsγZ/

*+jetsγV

Multijet

/single-ttt

MC unc.

 (x100)µ=Ve = 1 mm, V0τ = 10 GeV, cNm

 (2016)-135.9 fb1 jets≥,

±

µ±µ

0 2 4 6
10

210

310

410

510

610

710

810

En
tri

es
/b

in

0 2 4 6

jetN

0.5
1

1.5

D
at

a/
M

C

W+jets

*+jetsγZ/

*+jetsγV

Multijet

/single-ttt

MC unc.

 (x100)µ=Ve = 1 mm, V0τ = 10 GeV, cNm

 (2016)-135.9 fb1 jets≥,±µ±e

20 40 60 80 100
10

210

310

410

510

610

710

810

En
tri

es
/b

in

20 40 60 80 100
) [GeV]* (j

T
p

0.5
1

1.5

D
at

a/
M

C

W+jets

*+jetsγZ/

*+jetsγV

Multijet

/single-ttt

MC unc.

 (x100)µ=Ve = 1 mm, V0τ = 10 GeV, cNm

 (2016)-135.9 fb1 jets≥,

±

µ±µ

20 40 60 80 100
10

210

310

410

510

610

710

En
tri

es
/b

in

20 40 60 80 100
) [GeV]* (j

T
p

0.5
1

1.5

D
at

a/
M

C

W+jets

*+jetsγZ/

*+jetsγV

Multijet

/single-ttt

MC unc.

 (x100)µ=Ve = 1 mm, V0τ = 10 GeV, cNm

 (2016)-135.9 fb1 jets≥,±µ±e

0 1 2 3
10

210

310

410

510

610

710

810

En
tri

es
/b

in

0 1 2 3
)*, j

2
R(lΔ

0.5
1

1.5

D
at

a/
M

C

W+jets

*+jetsγZ/

*+jetsγV

Multijet

/single-ttt

MC unc.

 (x100)µ=Ve = 1 mm, V0τ = 10 GeV, cNm

 (2016)-135.9 fb1 jets≥,

±

µ±µ

0 1 2 3
10

210

310

410

510

610

710

810

En
tri

es
/b

in

0 1 2 3
)*, j

2
R(lΔ

0.5
1

1.5

D
at

a/
M

C

W+jets

*+jetsγZ/

*+jetsγV

Multijet

/single-ttt

MC unc.

 (x100)µ=Ve = 1 mm, V0τ = 10 GeV, cNm

 (2016)-135.9 fb1 jets≥,±µ±e

0 50 100 150 200
10

210

310

410

510

610

710

810

En
tri

es
/b

in

0 50 100 150 200
) [GeV]*, j2, l

1
m(l

0.5
1

1.5

D
at

a/
M

C

W+jets

*+jetsγZ/

*+jetsγV

Multijet

/single-ttt

MC unc.

 (x100)µ=Ve = 1 mm, V0τ = 10 GeV, cNm

 (2016)-135.9 fb1 jets≥,

±

µ±µ

0 50 100 150 200

10

210

310

410

510

610

710

En
tri

es
/b

in

0 50 100 150 200
) [GeV]*, j2, l

1
m(l

0.5
1

1.5

D
at

a/
M

C

W+jets

*+jetsγZ/

*+jetsγV

Multijet

/single-ttt

MC unc.

 (x100)µ=Ve = 1 mm, V0τ = 10 GeV, cNm

 (2016)-135.9 fb1 jets≥,±µ±e

Figure 7.7: The distributions of the number of selected jets (top row), 𝑝T(j⋆) (second
row), the angular separation Δ𝑅(ℓ2, j⋆) (third row), and 𝑚(ℓ1, ℓ2, j⋆) (bottom row) shown
for benchmark OS 𝜇𝜇 (left column) and SS 𝑒𝜇 (right column) categories for the major
simulated SM backgrounds after the preselection. A benchmark HNL scenario 𝑚N =10GeV, 𝑐𝜏0 = 1mm, 𝑉𝑒 = 𝑉𝜇 is overlaid.
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Figure 7.8: The distributions of 𝑝miss
T shown for benchmark OS 𝜇𝜇 (left column) and SS𝑒𝜇 (right column) final states for the major simulated SM backgrounds. A benchmark

HNL scenario 𝑚N = 10GeV, 𝑐𝜏0 = 1mm, 𝑉𝑒 = 𝑉𝜇 is overlaid.

𝑚(ℓ1, ℓ2, j⋆) The invariant mass of the dilepton and j⋆ candidate system, defined as:

𝑚(ℓ1, ℓ2, j⋆) = {√(𝑝(ℓ1) + 𝑝(j⋆))2 if Δ𝑅(ℓ2, j⋆) ≤ 0.4,√(𝑝(ℓ1) + 𝑝(ℓ2) + 𝑝(j⋆))2 if Δ𝑅(ℓ2, j⋆) > 0.4. (7.8)

where 𝑝 denotes the four-momentum of a particle. This definition ensures that
there is no double-counting of the ℓ2 energy in the case of overlap with j⋆.

Event sphericity, aplanarity, circularity Several “event shape” variables are calcu-
lated based on the eigenvalues of the sphericity tensor, defined as [158]:

𝑆𝛼𝛽 = ∑𝑖 𝑝𝛼𝑖 ⋅ 𝑝𝛽𝑖∑𝑖 ||p2𝑖 || , (7.9)

where 𝛼, 𝛽 = 𝑥, 𝑦, 𝑧, and p𝑖 is the momentum of a physics object 𝑖 obtained from
a collection of all selected jets and leptons in the event. The eigenvalues of the
tensor express geometrical correlations between selected objects in an event. For a
perfect QCD dijet event, all eigenvalues should be zero, while for three-jet events,
one of the eigenvalues should be zero. For events with a spherical distribution, all
eigenvalues should be equal. From the eigenvalues of this matrix, the event shape
variables are calculated as follows:

𝑆 = 32(𝜆2 + 𝜆3), (7.10)𝐴 = 32(𝜆3), (7.11)𝐶 = 3(𝜆0𝜆1 + 𝜆0𝜆2 + 𝜆1𝜆2). (7.12)
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7.3.3 Preselection

The preselection is a set of fiducial requirements that restrict the phase space to possible
HNL final states with as high as possible signal efficiency and substantially reduce the
SM backgrounds. The preselection is constructed to retain sufficient flexibility to be used
for defining the SR and the CR. Events containing exactly one ℓ1 and ℓ2 candidate are
selected. Only events having at least one but no more than five selected jets are retained.
Events must pass the missing energy filters defined in Section 4.2.4. This requirement
limits hadronic activity to suppress tt̄ events while having a negligible effect on signal
efficiency. Finally, a requirement of 𝑝miss

T < 100GeV is imposed, which reduces events
originating from the W+jets process.

The SR is defined by a requirement of Δ𝑅(ℓ2, j⋆) < 1.3 as the HNL products are expected
to be collimated. In addition, 𝑚(ℓ1, ℓ2) < 80GeV is required to suppress events originating
from the Z/𝛾 ∗+jets process, and 𝑚(ℓ1, ℓ2) > 20GeV to suppress QCD multijet events. By
inverting the 𝑚(ℓ1, ℓ2) requirements, the CR is defined. An overview of each region’s var-
ious selection requirements is summarised in Table 7.4. Finally, a requirement imposing
the signal CC production hypothesis, 70 < 𝑚(ℓ1, ℓ2, j⋆) < 90GeV, is applied in the SR. The
efficiency of these requirements for signal and background processes are summarised in
Table 7.5.

It is worth exploring the scenario of a tau particle being produced. Both ℓ1 and ℓ2 can
originate from a leptonically-decaying tau particle; however, in this case, the resulting𝑝T of the final state leptons will be a factor of three smaller on average, as some of the
energy will be carried away by neutrinos, as shown in Figure 7.4. For ℓ1, this results in
severely reduced trigger efficiency. However, the analysis is still sensitive to scenarios
where the ℓ2 originates from a leptonic tau decay. Finally, in case either tau particle
decays hadronically, the event will not be selected, as only a single lepton will be present
in the final state.

7.3.4 Event categorisation

In this Section, the categorisation of SR events is described. Only events that pass the
preselection requirements, as summarised in Section 7.3.3, are considered. The events
are categorised to enhance sensitivity to different HNL mass, 𝑐𝜏0, and mixing scenarios.
Ultimately, the categorisation results in 4 × 2 × 3 × 2 = 48 independent SR categories:

• lepton flavour, i.e. 𝜇𝜇, 𝜇𝑒, 𝑒𝜇, 𝑒𝑒 allows to probe different HNL-active neutrino
mixing scenarios;
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Table 7.4: Overview of selection requirements in SR and CR for the dilepton categories.
The prompt lepton requirements are shown per year (2016, 2017, 2018) of data-taking.

SR CR

Lepton selection

Tight, isolated lepton (ℓ1), |𝜂| < 2.4
! !Muon: 𝑝T > 26, 29, 26GeV

Electron: 𝑝T > 29, 34, 34GeV

Loose lepton (ℓ2), |𝜂| < 2.4
! !Muon: 𝑝T > 3GeV

Electron: 𝑝T > 5GeV𝑝T(ℓ1) > 𝑝T(ℓ2) ! !Third lepton veto

Jet selection (𝑝T > 20GeV, |𝜂| < 2.4)
Jets w/leptons (𝑝T > 30GeV, 𝐼 ℓrel > 0.15)

! !𝑁jet < 5
Event observables𝑝miss
T < 100GeV !𝑝miss
T filter ! !

minΔ𝑅(ℓ2, jets) < 1.3 !𝑚(ℓℓ) > 20GeV ! !𝑚(ℓℓ) < 80GeV ! inverted70GeV < 𝑚(ℓ1, ℓ2, j⋆) < 90GeV !

Table 7.5: Cumulative efficiency of various object- and event-level preselection require-
ments shown for a benchmark signal model of 𝑚N = 10GeV, 𝑐𝜏0 = 1mm, 𝑉e = 𝑉𝜇 = 𝑉𝜏
and the major SM background (W+jets, Z/𝛾 ∗+jets) processes.

signal W+jets Z/𝛾 ∗+jets
Prompt lepton (ℓ1) 18.65% 21.86% 29.24%

Trigger requirement 15.26% 18.12% 25.04%

One loose lepton (ℓ2) 5.73% 1.29% 17.83%

Third lepton veto 5.21% 1.22% 16.16%

At least one jet 3.77% 0.68% 9.17%𝑁jets < 5 3.64% 0.62% 8.80%𝑝miss
T < 100GeV, 𝑝miss

T filter 3.64% 0.61% 8.77%

minΔ𝑅(ℓ2, jets) < 1.3 2.65% 0.17% 2.81%20 < 𝑚(ℓℓ) < 80GeV 2.59% 0.13% 0.79%70 < 𝑚(ℓ1, ℓ2, j⋆) < 90GeV 1.87% 0.03% 0.18%
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• dilepton system charge allows to distinguish between Dirac and Majorana HNLs;

• ℓ2 transverse impact parameter significance, 𝑑sig𝑥𝑦 = 𝑑𝑥𝑦/𝜎(𝑑𝑥𝑦), allows separate
optimisation for prompt and displaced HNL scenarios;

• Δ𝑅(ℓ2, j⋆) < 0.4 is used to identify boosted topologies. Events with Δ𝑅(ℓ2, j⋆) > 1.3,
on the other hand, are considered resolved. The resolved category is populated
more with increasing HNL mass.

Displacement categorisation

Several variables were initially considered to separate HNL events based on their displace-
ment, including 𝑑𝑥𝑦, 𝑑sig𝑥𝑦 , and the profiled tagger parameter 𝐿̂𝑥𝑦 (see Section 7.5.5). Both𝑑𝑥𝑦 and 𝐿̂𝑥𝑦 were found to be mismodelled in simulation. The advantage of using 𝑑sig𝑥𝑦 is
that potential bias in both the impact parameter measurement and its uncertainty cancel
out when taking the ratio, and as a result this variable was found to be modelled better
than the other two candidates. Figure 7.9 shows the 𝑑sig𝑥𝑦 distribution for background
and two benchmark signal processes of different 𝑐𝜏0. The events are divided into the
following three subcategories:

Prompt 𝑑sig𝑥𝑦 < 1, corresponding primarily to prompt leptons.

Intermediate 1 < 𝑑sig𝑥𝑦 < 10, to target heavy flavour-like signatures.

Displaced 𝑑sig𝑥𝑦 > 10, corresponding to significantly displaced leptons.

As can be seen from Figure 7.9, the contribution from the low-mass HNL model is
primarily in the boosted topology due to the significant HNL boost, while the higher-
mass HNL model populates both the boosted and the resolved event topologies. The
categorisation allows for efficient separation of background processes depending on
the ℓ2 origin (prompt, from heavy-flavour decay, mismeasured) and separation between
signal models of different 𝑐𝜏0.
7.3.5 Corrections

Several corrections are applied to physics objects and events to improve the agreement
between the data and simulation and are summarised below. The corrections are also
considered potential sources of systematic uncertainty, further described in Section 8.2.
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Figure 7.9: The distributions of 𝑑sig𝑥𝑦 shown for benchmark OS 𝜇𝜇 boosted (left) and SS𝑒𝜇 resolved (right) categories for the major simulated SM backgrounds in the SR. Two
benchmark HNL scenarios, 𝑚N = 10GeV, 𝑐𝜏0 = 1mm, and 𝑚N = 2GeV, 𝑐𝜏0 = 1m, are
overlaid.

Jet energy scale (JES) The momenta of reconstructed jets in both data and simulation
are calibrated by applying offset and response corrections. Residual corrections
are additionally applied to data only. The corrections are also propagated to 𝑝miss

T .

JER The jet energy is modified in simulation such that its resolution matches the one
in the data. For a jet that can be matched to a corresponding particle level jet,
the deviation between the two jet energies is either decreased or increased using
data-to-simulation scale factors.

Pileup Simulated events are reweighted to obtain a pileup profile matching the actual
distribution in data. The corresponding distribution in data is derived using the
instantaneous luminosity for each year of data taking and a minimum bias cross-
section of 69mb.

Muons The efficiency of a prompt muon candidate to pass trigger, identification, and
isolation requirements is corrected by applying data-to-simulation scale factors.

Electrons Prompt electron reconstruction and identification data-to-simulation scale
factors are applied.
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7.4 Event-level boosted decision tree

In order to ensure an optimal event selection, a BDT was trained to discriminate between
HNL and background events. The BDT is used as an additional event-level discriminant
orthogonal to the jet-level DNN tagger. In this Section, the input features, training setup
and performance of the BDT are detailed.

7.4.1 Input features

The BDT was parameterised in terms of the dilepton system charge and the lepton
flavours to obtain a single model for all flavour and sign combinations. The input features
were carefully chosen to ensure a minimal correlation with the tagger score, as the two
variables are used in a data-driven background estimation method detailed in Section 8.
In addition, good modelling of all input features was ensured by inspecting the data/MC
agreement in the CR. The selected input features are listed in Table 7.6. Additional studies
of the modelling of the BDT input features are shown in Appendix A.

Table 7.6: BDT input features.

feature𝑝ℓ1T , |𝜂ℓ1 |𝑝miss
TΔ𝜙(ℓ1, 𝑝miss

T )𝑚T(ℓ1, 𝑝miss
T )

Event shape variable 𝐴ℓ1, ℓ2 flavour, 𝑞(ℓ1) × 𝑞(ℓ2)
7.4.2 Training setup

Only simulated events passing the SR preselection requirements detailed in Table 7.4
were used for the training. A separate model was trained for each year of data taking.
Independent signal HNL events were used in training, with a 50–50% split between the
signal and background events. Backgrounds events from W+jets, Z/𝛾 ∗+jets, and V𝛾⋆+jets
processes were subsampled according to their excepted yield in the SR. On the other
hand, QCD multijet events were not included in the training due to the low event yield
of the simulated samples.

The XGBoost [131] library was used with the categorical cross-entropy loss function, a
learning rate of 0.05 and up to 1000 estimators (weak learners). The data set was separated
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into training (80%) and validation samples (20%). The BDT model loss was monitored,
and early stopping was applied if the validation sample loss ceased decreasing for ten
epochs to avoid overtraining.

7.4.3 Performance

The BDT performance was evaluated on background events entering the SR. A ROC curve
is shown in Figure 7.10 for three different HNL benchmark scenarios. To benchmark the
BDT performance, a logistic regression model was trained on the same input features as
the BDT, yet was significantly outperformed by the BDT. The step-like behaviour results
from the limited QCD multijet events with high average event weights omitted from the
training but included in the BDT validation. For a threshold requirement of 0.4 on the
BDT score, the backgrounds are reduced by more than 50%, while the signal efficiency
remains around 80%. A working point with a relatively high signal efficiency is chosen
as the analysis sensitivity is mostly driven by the application of the DNN jet tagger.

Figure 7.10: ROC curve showing the BDT performance for the 2016 scenario. The
signal efficiency for three benchmark HNL scenarios, indicated in the legend, is compared
against the expected SM backgrounds in the SR. The efficiency corresponding to a working
point threshold of 0.4 is also indicated by dashed lines. Additional reference ROC curves
obtained by training a logistic regression discriminant are also shown as dotted lines.
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7.4.4 Validation

The modelling of the BDT discriminant in the CR (Figure 7.11) is validated for boosted
and resolved event topologies in OS 𝜇𝜇 and SS 𝑒𝜇 final states. Overall, a good agreement is
observed between data and simulation for the OS 𝜇𝜇 final state. However, the modelling
for SS 𝑒𝜇 is limited due to low event yields of simulated QCD multijet events. The mis-
modelling highlights a need to use a data-driven technique to estimate the backgrounds.
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Figure 7.11: Data/MC comparison of the BDT signal class probability for OS 𝜇𝜇 (top)
and 𝑒𝜇 (bottom) categories, broken down by boosted (left) and resolved (right) topology,
shown for simulation and CR data collected in 2016.



7.5. Displaced jet tagger 142

7.5 Displaced jet tagger

The displaced jet tagger was extended to improve performance when targeting semilep-
tonic HNL decays. In this Section, several of these new features are discussed. First, a
categorisation of displaced jets depending on their flavour is introduced. Extensions to the
tagger architecture, which primarily involve including lepton input features, are detailed.
A change in the tagger parameterisation procedure from lifetime to displacement is
described. Subsequently, the displacement profiling approach, picking the optimal input
parameter for a given jet, is introduced. Finally, the tagger performance to discriminate
jets from HNL decay from background jets, and tagger modelling in the CR is studied.

7.5.1 Displaced jet subclasses

The inclusive displaced jet definition, introduced in Section 6.3.2, was extended to ac-
commodate different flavours of displaced jets. Jets meeting the generic displaced jet
definition were subcategorised to target different topologies of HNL decays (N → ℓ2qq̅).
The labelling was explicitly designed with HNL decays in mind, although it generalises to
any LLP decay. A crucial feature of low-mass HNL is that they are significantly boosted,
and their decay products can be collimated into a single jet or reconstructed as several
resolved objects. Based on this, the following exclusive displaced jet categories were
adopted:

Quark-lepton jets contain both the lepton and the quark from the LLP decay at the
generator level. These jets are labelled as LLP_QMU and LLP_QE.

Quark jets contain a parton-level quark from the LLP decay but no leptons or jets
originating from the FSR of the displaced quark. The latter case is important if the
LLP is a massive gluino, but it is negligible for the soft partons from the HNL decay.
These jets are labelled as LLP_Q.

Lepton jets contain the lepton but no quarks from the LLP decay and are labelled as
LLP_MU or LLP_E.

Tau jets represent a subclass of hadronic tau decays, which is labelled as LLP_TAU. Lep-
tonic tau decays, on the other hand, populate the previously mentioned subclasses.

Heavy-flavour displaced jets are not considered in the training since these are heavily
suppressed kinematically and through the small off-diagonal CKM MEs, compared with
light-flavour displaced jets. The following signal jet classes were used in training: LLP_Q,
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LLP_QMU, LLP_QE, LLP_MU, LLP_E, LLP_TAU. Studies of tagger performance later revealed that
the tagger struggled to differentiate between displaced quark jets, LLP_Q, and displaced
hadronic tau decays, LLP_TAU. Identifying displaced hadronic tau decays is a challenging
task worth further study; in this thesis, the class probabilities for LLP_Q and LLP_TAU

classes were subsequently merged to recover any possible sensitivity loss.

The fractions of different jet classes for two different HNLmasses are shown in Figure 7.12.
The LLP_MU or LLP_E overall comprised a negligible fraction and hence are not shown.
With increasing HNL mass and decreasing boost, the HNL decay products become more
resolved and hence the fraction of resolved quark jets increases. A purity matrix, shown
in Figure 7.13, quantifies how the truth level HNL jets populate the reconstruction-
level boosted and resolved categories. Overall, the matrix is highly diagonal. There is
inefficiency of ∼ 15% for correctly identifying LLP_Q as also seen in Figure 7.6(b).

Figure 7.12: Displaced jet subclass fractions for 3GeV (left) 10GeV (right) HNL models,
assuming equal couplings to all three active neutrino generations.
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7.5.2 Background jet classes

Initial tests in training the extended DNN tagger revealed that the performance for dis-
placed quark-lepton jet classes (LLP_QMU and LLP_QE) was inadequate when discriminating
against specific background jets containing a prompt lepton (photon). Such jets can
occur accidentally when a prompt lepton (photon) is clustered inside a jet containing
some spurious soft hadronic activity. Hence, it was deemed necessary also to introduce a
corresponding background jet class for training the DNN. Prompt lepton (photon) jets
are defined if the majority of the jet momentum can be associated with a corresponding
prompt lepton (photon) at the generator level, and if they do not originate from the hadro-
nisation of a quark, a gluon, or from the subsequent decay of a hadron. Furthermore,
pileup jets were also included in the training, as they become an important background
source for 𝑝T < 50GeV. Overall, the following background jet classes were used: uds, g,
c, b, 𝜇, 𝑒, 𝜏, 𝛾, pileup.
The displaced jets of classes LLP_MU, LLP_E, just like the prompt jet classes 𝜇, 𝑒, 𝜏, 𝛾, can
only be called jets in the strict sense of the word that they are clustered into PF jets by
the anti-𝑘𝑇 algorithm. Typically, such jets, which have a high lepton energy fraction
(>50%), and for which JECs are not applicable, would not be selected in a standard analysis
based on overlap with an isolated lepton. In this case, only the prompt, isolated lepton
constituent would be retained. For completeness, these classes were still included in the
training.

7.5.3 Tagger architecture

The DNN tagger architecture was extended by including additional PF muon and electron
groups, as shown in Figure 7.14, to help with classifying jets with leptons. Several new
global jet features were introduced compared with the ones listed in Section 6.4. The
tagger was trained with CR events using DA similarly as described in Section 6. The
complete list of extended input features can be found in Appendix B.

7.5.4 Displacement parameterisation

In the first version of the tagger, the DNN was parameterised using the proper lifetime,𝑐𝜏0. In the extended version, we opted to parameterise the tagger using the transverse
displacement of the HNL, 𝐿𝑥𝑦, instead. This is a more natural approach, as it directly
connects LLP and jet constituent displacement. During the training, the displacement
is generated at random for background jet classes by sampling from the displaced jet
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Figure 7.14: The architecture of the NN for identifying displaced jets from the HNL decay.
Compared with Figure 6.5, additional PF muon and electron input features have been
introduced. In addition, the tagger is parameterised as a function of the jet displaced
instead of the LLP 𝑐𝜏0.
distribution, as was previously done for 𝑐𝜏0 as described in Section 6.4.3. One drawback
of the new parameterisation approach is that it is a priori unclear what displacement
value 𝐿𝑥𝑦 to use when evaluating the tagger for a given signal model.

7.5.5 Tagger profiling

As shown in Figure 6.13, the tagger has to be evaluated by specifying the “right” model
parameter to obtain the best sensitivity. The first approach tried in this analysis was, for
a given HNL model and jet flavour, to marginalise the displacement distribution for a
given HNL scenario:

𝑃(c|𝑚𝑁, 𝑐𝜏0) = ∫∞0 𝑃(𝐿𝑥𝑦|𝑚𝑁, 𝑐𝜏0)𝑃(c|𝐿𝑥𝑦)d𝐿𝑥𝑦, c ∈ {q, q𝜇, q𝑒}. (7.13)

The prior displacement distribution, 𝑃(𝐿𝑥𝑦|𝑚𝑁, 𝑐𝜏0), is exponential. For integrals of the
form ∫+∞0 𝑒−𝑥𝑓 (𝑥)𝑑𝑥, the Gauss-Laguerre [159] quadrature can be used to approximate
the definite integral to the desired accuracy. This approach would result in optimal
sensitivity; however, it was computationally infeasible due to the CPU-intensive nature
of running the tagger, compounded by the wide range of mass and coupling scenarios.

Ultimately, the displacement parameter 𝐿𝑥𝑦 was chosen to be profiled in this analysis. For
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a given jet, the parameter is chosen within the interval 10−1 < 𝐿𝑥𝑦 < 103 mm to obtain
the highest likelihood (discriminant score) for a given single jet class:

𝑃single(c) = max𝐿𝑥𝑦 𝑃(c|𝐿𝑥𝑦). (7.14)

It is important to note that the resulting likelihoods are not probabilities, i.e.:

SM+LLP∑
c

𝑃single(c) ≠ 1. (7.15)

As the tagger is used to identify displaced jets, a likelihood ratio for each displaced jet
subclass was used instead:

𝑃c = max𝐿𝑥𝑦 [ 𝑃(c|𝐿𝑥𝑦)∑SM𝑗 𝑃(j|𝐿𝑥𝑦)] . (7.16)

The profiled parameter corresponding to the maximum likelihood ratio is denoted as𝐿̂𝑥𝑦. The likelihood ratio increases the performance to discriminate signal versus back-
ground jets at the expense of losing discrimination between displaced jet subclasses. The
likelihood ratio discriminant was transformed [0; ∞] → [0; 1] for simplicity and easier
visualisation. The chosen mapping was monotonic and did not modify the performance.
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Figure 7.15: True vs profiled displacement for signal (a) quark-muon; (b) quark-electron;
(c) quark jet classes.

To verify the performance of the profiling approach, the dependence of the profiled𝐿̂𝑥𝑦 versus the true 𝐿𝑥𝑦 for reconstructed signal jets was studied, and the results are
shown in Figure 7.15. A strong correlation between the two quantities is observed, thus
validating the method. Some differences between jet classes are observed due to different
reconstruction efficiencies as a function of 𝐿𝑥𝑦.
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In the analysis, the use of a specific discriminant depends on the lepton flavour and event
topology. For resolved events, the 𝑃q score is used. For events classified as boosted, the𝑃q𝜇 or 𝑃q𝑒 scores are used instead, depending on the flavour of the ℓ2 candidate.

7.5.6 Performance and validation

ROC curves were obtained using profiled likelihood-ratio discriminants 𝑃q𝜇, 𝑃q𝑒, and 𝑃q
for the corresponding combination of displaced jet classes (LLP_QMU, LLP_QE, LLP_Q), taken
from a sample of HNL production with 𝑚N = 10GeV. For each of the three cases, the
equivalent SM jet class (𝜇, 𝑒, udsg) is considered, taken from an inclusive sample of W+jets
production, as shown in Figure 7.16. As expected, the discrimination power increases with
increasing jet displacement for all classes. Displaced muon-quark jets LLP_QMU exhibit a
further increase at high lifetimes (∼ 100mm) due to information from the muon systems
that helps with identifying very displaced tracks. For lifetimes of 10–100 mm, an 𝜀(LLP)
of about 20–30% for displaced quark jets is found. An even higher 𝜀(LLP) is observed for
displaced muon (electron)-quark jets, of about 80–90% (40–50%). The tagger modelling
in the CR (Figure 7.17) is validated for resolved and boosted jets in OS 𝜇𝜇 and SS 𝑒𝜇
final states. Overall, a good agreement is observed between data and simulation for the
discriminants used in the analysis. Additional studies of the modelling of the DNN jet
tagger score are shown in Appendix A. Unlike the initial split SUSY scenario, using DA
does not significantly degrade the performance for HNL jets or increase the data/MC
agreement in the CR. This suggests that the features of soft 𝒪(10GeV) jets might be
better described in simulation than those of energetic 𝒪(100GeV) jets. Another possible
factor that could explain the difference is the inclusion of leptons with relatively well
modelled properties inside jets for the HNL scenario.

7.6 Summary

The analysis targets the CC production and decay of long-lived HNLs, resulting in
two leptons and at least one jet, and the events are categorised to identify various
HNL signal scenarios. An event-level BDT was developed for additional discrimination
between signal and background events. The DNN jet tagger was retrained to enhance the
sensitivity to HNL decays, which potentially include an displaced lepton. The residual
backgrounds must be robustly estimated to extract a hypothetical signal contribution,
which is described in Chapter 8.
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(a) quark-muon

(b) quark-electron

(c) quark

Figure 7.16: Tagger ROC curves for signal (a) quark-muon; (b) quark-electron; (c) quark
jets versus the equivalent SM background jet class obtained from a W+jets sample,
measured for an HNL with 𝑚N = 10GeV with a range of proper lifetimes.
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(d) SS 𝑒𝜇, resolved
Figure 7.17: Expected yields in simulation in the SR (left, blinded) and the data/MC
comparison in the CR (right) for the 2016 data-taking scenario of the profiled ratio
likelihood (a) 𝑃𝑞𝜇 in OS 𝜇𝜇 boosted events; (b) 𝑃𝑞𝑒 in OS 𝑒𝑒 boosted events; (c) 𝑃𝑞 in OS 𝜇𝜇
resolved events; (d) 𝑃𝑞 in SS 𝑒𝜇 resolved events.





Chapter 8

Background estimation and results

In this Chapter, a data-driven background estimation technique is described. The resulting
background yields are used together with the predicted simulated signal yields to extract
the search results. Finally, various sources of systematic uncertainty are considered.

8.1 Background estimation

The backgrounds are estimated in an entirely data-driven fashion by using the ABCD
method with the BDT and DNN discriminants. A data-driven background estimation is
crucial as the number of simulated events was found to be insufficient and the simulation
accuracy inadequate, as observed, for example, in the modelling of the event-level BDT
score in Figure 7.11.

8.1.1 The ABCD technique

The ABCD method is a simple technique regularly employed to estimate backgrounds
directly from data. ABCD methods exploit two discriminating random variables (ob-
servables), denoted 𝑋 and 𝑌, which are statistically independent for the background
processes [160]. By applying thresholds on these observables, all events are partitioned
into four regions. Three of these regions, called A, B and C, are background-dominated
sidebands, while the fourth, D, is signal enriched. If the observables are independent, the
background in region D can be predicted from the three sideband regions as:

𝑁̃ bkg
D = 𝑁 bkg

B × 𝑁 bkg
C /𝑁 bkg

A , (8.1)
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where 𝑁𝑖 is the number of observed events in regions 𝑖 = A,B,C. The background yield
is described by the following individual likelihood terms for each of the ABCD regions:

ℒ𝑚𝑖 (𝜇, 𝜃 ∣ 𝑛𝑚𝑖 ) = Poisson (𝑛𝑚𝑖 ∣ 𝑏𝑚𝑖 (𝜃) + 𝜇 ⋅ 𝑠𝑚𝑖 (𝜃)) ⋅ 𝑝(𝜃), (8.2)ℒ 𝑑𝑖 (𝜇, 𝜃 ∣ 𝑛𝑑𝑖 ) = Poisson (𝑛𝑖 ∣ 𝑏𝑏𝑖 ⋅ 𝑏𝑐𝑖𝑏𝑎𝑖 + 𝜇 ⋅ 𝑠𝑑𝑖 (𝜃)) ⋅ 𝑝(𝜃), (8.3)

where 𝑚 = 𝑎, 𝑏, 𝑐 and 𝑝(𝜃) is defined in Equation 5.35. In this formulation, possible signal
contamination in sidebands A, B, and C is explicitly considered in the likelihood fit. The
total likelihood is the product of likelihoods for individual independent channels:

ℒ(𝜇, 𝜃 ∣ 𝑛) = 𝑁∏𝑖=1 ∏𝑗=𝑎,𝑏,𝑐,𝑑ℒ 𝑗𝑖 (𝜇, 𝜃 ∣ 𝑛𝑗𝑖 ). (8.4)

Assuming the counts are in the Poissonian regime, the intrinsic pre-fit uncertainty on
the predictor 𝑁̃D ≡ 𝑁̃ bkg

D can be expressed as:

𝜎̃D𝑁̃D
= √ 1𝑁A

+ 1𝑁B
+ 1𝑁C

. (8.5)

The real challenge in using the ABCD method is to find a pair of independent variables.
One way of quantifying the independence between two variables is the MI (Equation 5.13).
However, there are several shortcomings associated with this approach. In the first
instance, the MI is computed from simulation as the SR is blinded; in addition, a binned
approximation has to be used as the exact probability density cannot be determined.
Thus, a small value of MI is a necessary but not sufficient condition for the ABCD method
to hold, as the estimation of the MI itself may be biased. To further validate the method,
closure tests have to be performed. Such tests aim to compare the predicted yield, 𝑁̃D,
with the true yield, 𝑁D, in a signal-depleted validation region (VR).

8.1.2 Candidate variable studies

In practice, a trial-and-error approach must be adopted to find a pair of variables from
a pool of several candidates. The profiled tagger likelihood score, 𝑃 ∈ {𝑃q𝜇, 𝑃q𝑒, 𝑃q},
the most discriminating variable used in this analysis, was naturally chosen as the first
candidate for the ABCDmethod. For the second variable, several candidates were initially
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considered. As the tagger performance was correlated with displaced jet kinematic
quantities, as shown in Figure 6.11, only variables not directly depending on such features
were considered. These variables were the angular separation Δ𝜙(ℓ1, ℓ2), the 𝑝miss

T , the𝑚T, the aplanarity, and the BDT signal likelihood. A systematic study was performed
using simulation to find the best candidate based on MI. The study was done per event
topology and dilepton category, using all significant background sources except for QCD
multijet production, which would have highly biased the results due to the relatively large
events weights. As can be seen from Table 8.1, a similar level of correlation is observed
for all variables, and they all performed well during initial tests. All other things being
equal, the BDT was chosen as it is the most discriminating variable. Two-dimensional
histograms of the BDT and 𝑃 distributions for simulated background events are shown in
Figure 8.2 for different event categories.

A

C D

B

BDT

Plow

0

P

Pmid

BDTmid

Figure 8.1: A sketch of the ABCD region definitions. The region populated below 𝑃low is
discarded to ensure only signal-like jets are selected.

8.1.3 Simulation checks

In this analysis, all sources of background are estimated simultaneously. Even if the
two variables are independent for different background processes, the statement might
not hold when considering all sources of background simultaneously. Specifically, the
statement of independence implies that the probability density function factorises:

𝜌(𝑥, 𝑦) = 𝑝(𝑥)𝑞(𝑦); (8.6)

in other words, the distribution of one variable is the same regardless of any selection on
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Figure 8.2: Two-dimensional histograms (heatmaps) of 𝑃 and the BDT score for simulated
background events in the SR for boosted (top-row) and resolved (bottom row) categories,
OS 𝜇𝜇 (left) and SS 𝑒𝜇 (right) final states. The MI and the Pearson correlation coefficient
between the two variables are indicated in the plots.

the second one. This is not, in general, the case for the sum of two background sources
with differing densities:

𝜌(𝑥, 𝑦) = 𝜌1(𝑥, 𝑦) + 𝜌2(𝑥, 𝑦) = 𝑝1(𝑥)𝑞1(𝑦) + 𝑝2(𝑥)𝑞2(𝑦) ≠ 𝑝(𝑥)𝑞(𝑦). (8.7)

For the ABCD assumption to hold, the background distribution in at least one of the
ABCD variables has to be the same for all background processes, i.e. 𝑝1(𝑥) = 𝑝2(𝑥) = 𝑝(𝑥):

𝜌(𝑥, 𝑦) = 𝑝(𝑥)(𝑞1(𝑦) + 𝑞2(𝑦)) = 𝑝(𝑥)𝑞(𝑥). (8.8)

In our case, it can be seen from Figure 8.3 that different jet classes populate the SR, and
each of them will have a different tagger score distribution. For instance, the tagger
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Table 8.1: The MI per category between the jet tagger score 𝑃 and different candidate
variables per category.ℓ1ℓ2 topology M.I. (x100)Δ𝜙(𝑙1, 𝑙2) 𝑝miss

T 𝑚T aplanarity BDT𝜇±𝜇∓ resolved 5.0 5.5 5.2 4.6 5.9
boosted 4.9 4.3 4.4 2.3 4.2𝑒±𝑒∓ resolved 8.9 7.2 7.7 5.8 7.5
boosted 5.2 3.8 4.5 2.4 5.1𝜇±𝑒∓ resolved 9.2 9.6 10.1 6.5 10.5
boosted 3.6 3.8 3.9 2.6 4.7𝑒±𝜇∓ resolved 7.7 8.5 9.6 5.6 10.4
boosted 5.6 6.3 6.8 3.4 6.3𝜇±𝜇± resolved 8.2 7.4 7.5 4.8 7.8
boosted 6.1 6.3 6.7 3.4 6.5𝑒±𝑒± resolved 12.4 13.6 12.1 6.3 12.4
boosted 4.5 4.4 4.0 3.0 4.6𝜇±𝑒± resolved 12.2 11.8 13.7 8.0 12.6
boosted 3.9 4.1 4.4 2.4 3.9𝑒±𝜇± resolved 8.2 9.3 9.4 6.1 7.9
boosted 7.5 6.4 7.4 4.2 5.9

discriminates better against light-flavour than heavy-flavour jets as the latter case results
in significantly displaced non-prompt leptons.
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Figure 8.3: Background composition by j⋆ truth label for (a) boosted and (b) resolved
categories, broken down by dilepton flavour and sign final states.

As an additional check, the tagger score distributions are examined in two bins of the
BDT score, as shown in Figure 8.4. There is a reasonable level of agreement between the
two normalised distributions. The compatibility of the two histograms is quantified using
a 𝜒2 test-statistic for different 𝑃min thresholds. Increasing the lower threshold means the
ABCD prediction is performed further from the bulk of the distribution. In other words,
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only events that are somewhat signal-like are selected. However, the statistical precision
of the method is reduced as a result. The lower threshold on the tagger score was set
to 𝑃min = 0.3 (0.2) for boosted (resolved) scenarios to improve the closure of the ABCD
method, as indicated by reduced values of 𝜒2. To ensure the robustness of this choice
and check for any bias, 𝑃min was varied from its nominal value in closure tests.
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Figure 8.4: Distributions of 𝑃q𝜇 in low- and high-BDT score regions for the dimuon OS
prompt boosted category, shown with differing 𝑃min thresholds.

8.1.4 Threshold optimisation

The optimal thresholds (𝑃mid,BDTmid)were derived per category. This is necessary as the
background yields, the tagger performance, and the BDT performance vary significantly
depending on the SR category. Optimal thresholds were considered separately for each
year due to different data-taking conditions, different DNN models used, and different
trigger thresholds. The thresholds were chosen using a procedure to optimise the discov-
ery significance of Equation 5.50, while requiring at least ten expected background events
in the three sidebands A, B, and C. Several signal samples, listed in Table 8.2, expected
to be close to the expected analysis sensitivity reach, were used in the optimisation to
derive the best average significance, to not bias the thresholds for any particular signal
model. The optimal thresholds BDTmid were typically found in the range 0.5–0.8. The
optimal 𝑃mid thresholds were usually 0.6–0.8 for boosted and 0.4–0.5 for resolved event
topologies.
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Table 8.2: Signal samples used to optimise the tagger and BDT thresholds. For each
model, coupling scenarios summarised in Table 7.1 were considered in the optimisation.

mass (GeV) 𝑐𝜏0 (mm)

2 1000
4.5 100
8 10
10 1
12 0.1
16 0.001

8.1.5 Closure tests

To verify the validity of the ABCD method, two VRs were defined to perform closure
tests in data:

VR1 (mass sideband) The 𝑚(ℓ1, ℓ2, j⋆) requirement is inverted to 𝑚(ℓ1, ℓ2, j⋆) < 70GeV.
The optimal tagger threshold 𝑃mid is reduced by 20% in each category to increase
the statistical precision of the test. The results are shown in Figure 8.5.

VR2 (tagger sideband) The low tagger score sideband is subdivided into four new
regions, i.e. 𝐴𝐵 → 𝐴′𝐵′𝐶′𝐷′. The results are shown in Figure 8.6.

To check for bias in the ABCD method, a free parameter, 𝜅, scaling the predicted yield
was introduced:

𝑁̃ bkg
D = 𝜅𝑁 bkg

B × 𝑁 bkg
C /𝑁 bkg

A . (8.9)

Six such parameters were considered, one for each combination of year of data taking
and topology (boosted and resolved). Each parameter was simultaneously constrained
in the VR closure test from a maximum-likelihood fit to 24 independent SR categories.
This choice was made considering a separately trained tagger and BDT model for each
year and the different data-taking conditions. Different parameters were needed for
each topology due to significant differences in tagger performance between boosted and
resolved jets. For each category group, the best-fit value of 𝜅 is indicated in the respective
Figure; the values are also summarised in Table 8.3. Overall, the ABCD hypothesis holds
up well. Based on the most significant deviation from unity, a conservative 15% systematic
uncertainty was assigned for each of the six category groups.

A closure test was also performed for each macrocategory, i.e. without the categorisation
of events based on dilepton sign, flavour, and 𝑑sig𝑥𝑦 . The results of this check are also shown
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in Table 8.3, which shows the overall ratio of observed to predicted events, obtained by
using the same threshold for all categories. In addition, the lower threshold, 𝑃low, was
varied by ±10% from its nominal value, and the closure test was repeated to assess the
stability of the method. Overall, a good agreement between the three results is observed,
suggesting the prediction does not strongly depend on the particular choice of 𝑃low.
Finally, a GOF test, described in Section 5.3.4, is performed for the VRs. The probability
distribution of the toy statistic is generated using MC toys and compared to the observed
value. The results are shown in Figure 8.7, and a 𝑝-value is derived. Overall, a high𝑝-value is observed for both VRs, validating the ABCD method.

Table 8.3: Best-fit values 𝜅 and ratios of predicted to observed yields for a combined
closure test performed per year of data taking and event topology (boosted, resolved). In
addition, the ratio results are shown when varying the lower DNN tagger threshold 𝑃low
by ±10% from its nominal value.

Closure test Year 𝜅 Ratio Ratio (+10%) Ratio (−10%)
VR1, resolved

2016 0.92 ± 0.05 0.96 ± 0.02 0.98 ± 0.02 0.95 ± 0.02
2017 0.96 ± 0.03 0.93 ± 0.02 0.94 ± 0.02 0.93 ± 0.02
2018 1.00 ± 0.05 0.95 ± 0.02 0.97 ± 0.02 0.95 ± 0.02

VR2, resolved
2016 0.99 ± 0.03 0.98 ± 0.03 0.97 ± 0.03 0.98 ± 0.03
2017 1.03 ± 0.03 1.02 ± 0.03 1.05 ± 0.03 1.03 ± 0.02
2018 1.03 ± 0.02 1.03 ± 0.02 1.03 ± 0.02 1.04 ± 0.02

VR1, boosted
2016 0.87 ± 0.04 0.98 ± 0.02 0.98 ± 0.02 0.98 ± 0.02
2017 1.04 ± 0.05 0.99 ± 0.03 0.98 ± 0.03 0.98 ± 0.03
2018 0.86 ± 0.03 0.95 ± 0.02 0.95 ± 0.02 0.93 ± 0.02

VR2, boosted
2016 0.98 ± 0.02 0.97 ± 0.02 0.94 ± 0.03 0.99 ± 0.02
2017 1.01 ± 0.03 1.00 ± 0.03 0.99 ± 0.04 1.01 ± 0.02
2018 1.01 ± 0.02 1.01 ± 0.02 0.99 ± 0.03 1.02 ± 0.02
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Figure 8.5: Closure test in VR1 (𝑚(ℓ1, ℓ2, j⋆) < 70GeV) for boosted (left) and resolved
(right) categories for 2016 (top row), 2017 (middle row), and 2018 (bottom row) data-taking
scenarios.
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Figure 8.6: Closure test in VR2 (sideband AB) for boosted (left) and resolved (right)
categories for 2016 (top row), 2017 (middle row), and 2018 (bottom row) data-taking
scenarios.
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8.2 Systematic uncertainties

In this Section, the considered sources of systematic uncertainty are detailed. Each system-
atic uncertainty is treated as a NP in the statistical model and profiled in background-only,
and signal-plus-background maximum likelihood fits to data. Most uncertainties only
impact the signal prediction since it is taken from simulation, whereas the number of
expected background events is determined from data. The systematic uncertainties are
considered to be uncorrelated between the three years of data taking. The magnitudes of
systematic uncertainties are discussed together with the search results in Section 8.3.

8.2.1 Signal systematic uncertainties

Prompt lepton efficiencies Systematic uncertainties on the prompt lepton reconstruc-
tion, identification and trigger efficiencies are accounted for by varying the 𝑝T and𝜂-dependent scale factors independently within one standard deviation of their
measured uncertainties.

Displaced lepton efficiencies A 10% systematic uncertainty is assigned to account
for potential mismodelling in displaced lepton reconstruction and identification
efficiency, based on the data/MC agreement observed in the CR.

Displaced track efficiency The distribution of track |𝑑𝑥𝑦| in data and simulation is used
to derive an uncertainty on the track reconstruction efficiency, similarly to the
approach described in Equation 6.6, and acts as a proxy to account for potential
mismodelling of the DNN jet tagger score for signal events. The weights are
measured in single-lepton and jet (𝑒/𝜇 + jets) samples, with no ℓ2 reconstructed,
and with a further requirement of 𝑝miss

T > 100GeV. This selection ensures that the
samples are enriched in b-jet topologies from the t ̄t process and contain genuine
displaced tracks and SVs. The track-level weights are then propagated to the jet
level by varying the uncertainties for the three tracks with largest 𝑑sig𝑥𝑦 values in a
given jet.

Pileup An uncertainty of 5% on the minimum bias cross-section is taken as a systematic
uncertainty when calculating the expected data pileup distribution.

JES In simulated events, the JES is modified for all jets using the uncertainty associated
with the 𝑝T and 𝜂-dependent scale factors. The resulting differences are propagated
to the missing transverse momentum.
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JER The JER is modified in simulated events by either increasing or reducing the differ-
ence in 𝑝T with respect to the matched jet at the generator level. Random smearing
is used when no generator-level jet is found within Δ𝑅 < 0.4.

Unclustered energy The component of the missing transverse momentum, which is
not clustered inside jets and thus remains uncorrected by the JES and resolution, is
varied within its uncertainty.

Luminosity An uncertainty of 1.2%, 2.3%, and 2.5% on the measured integrated lumi-
nosity is included for 2016, 2017, and 2018 data-taking periods, respectively.

Parton distribution function Uncertainties in the PDF are determined by reweighting
each event according to the weights of 100 replicas (sets of MC representations of
the experimental data) that provide the PDF probability distribution [13].

Factorisation and renormalisation scale The factorisation and renormalisation scale
are varied by factors of 2 or 0.5 in simulated samples using precomputed weights
by the event generators. Only residual changes after the selection are taken as
uncertainty for the signal samples while the overall effect on the normalisation
(approximately ±12%) is considered part of the theoretical uncertainty instead.

W boson pT correction Higher-order corrections to the 𝑝T spectrum of theW boson in
W+jets production that are also applicable to signal events have been investigated,
but were found to be already covered by the factorisation and renormalisation scale
uncertainties. Hence, no further correction was applied.

8.2.2 Background systematic uncertainties

Data-driven background yield As detailed in Section 8.1.5, a 15% non-closure uncer-
tainty is assigned, and simultaneously constrained by several categories in the
fit.
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8.3 Results

After extensive validation of the background estimation method, the observed SR yields
in region D were unblinded. The results are shown in Figure 8.8. The expected yields
for two benchmark HNL models are also included: one low-mass, high-lifetime and
another higher-mass, low-lifetime scenario, which are expected to be excluded by this
analysis. No deviation from the background prediction can be seen. A GOF test of the
background-only hypothesis is shown in Figure 8.9, and the observed data is consistent
with the background-only hypothesis (𝑝 > 0.05). Given the agreement between predicted
and observed yields, no evidence for HNLs is observed, and ULs are set.

8.3.1 Interpretation

The results are interpreted by deriving ULs on the signal strength 𝜎UL(𝑚N, 𝑉 2ℓ ), as de-
scribed in Section 5.3. Observed (expected) ULs on the signal cross-section are obtained
by performing the fit in the asymptotic approximation with the observed counts (Asimov
data set). The UL is compared with the theoretical cross-section 𝜎th(𝑚N, 𝑉 2ℓ ) obtained
using MadGraph at LO, multiplied by a k-factor of 1.1 as described in Section 7.2. The
ULs are presented in the mass-coupling plane for various benchmark scenarios, and
additionally, in the whole coupling space for a fixed HNL 𝑐𝜏0.
8.3.2 Mass-coupling plane limits

A given point is excluded if the signal strength parameter satisfies the following:

𝜇(𝑚N, 𝑉 2ℓ ) = 𝜎UL(𝑚N, 𝑉 2ℓ )𝜎th(𝑚N, 𝑉 2ℓ ) < 1. (8.10)

A grid of 𝜎UL(𝑚N, 𝑉 2ℓ ) values is obtained by cubic spline interpolation between the avail-
able benchmark signal points. This allows finding the exclusion contour corresponding
to 𝜇(𝑚N, 𝑉 2ℓ ) = 1. The obtained limits are shown per year of data taking and mixing
scenario in Figure 8.10.

8.3.3 Flavour-generic limits

Limits in the barycentric space are given in Figure 8.11 for a Dirac HNL scenario with𝑐𝜏0 = 1mm and 𝑐𝜏0 = 10mm. For each coupling scenario, the maximum excluded HNL
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Figure 8.8: Observed and predicted yields in the SR for boosted (left) and resolved (right)
categories for 2016 (top row), 2017 (middle row), and 2018 (bottom row) data-taking
scenarios.

mass is shown colour-coded. These plots are obtained by interpolating the cross-sections
linearly in the 5D-space spanned by (𝑓𝑒, 𝑓𝜇, 𝑓𝜏, 𝑐𝜏0, 𝑚N) within the 5-simplex constructed
from the closest points. For fixed values of 𝑓𝑒, 𝑓𝜇, 𝑓𝜏, and 𝑐𝜏0, the maximum 𝑚N is found
where 𝜇 < 1.
There is a direct connection between the limits shown in Figure 8.10 and those in Fig-
ure 8.11. From each of the six benchmark scenarios (plots) of Figure 8.10, a single point
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Figure 8.9: The predicted saturated likelihood test statistic distribution and the observed
value (in blue) for the SR GOF test.

on the triangle plot can be obtained. This can be achieved by finding the HNL mass at
which the observed limit curve crosses a diagonal constant-𝑐𝜏0 line.

8.3.4 Discussion

The analysis is sensitive to a large portion of mixed-coupling scenarios involving all three
lepton flavours. The best relative sensitivity is obtained for the pure-muon coupling. Due
to the lower efficiency of reconstructing displaced electrons, the limits are, as expected,
worse for the pure-electron coupling scenario at low HNL masses. The analysis is not
sensitive to the pure-tau coupling scenario due to the low trigger efficiency.

Themost stringest ULs on the HNL production cross-section are set for tracker lifetimes of
1–10mm and the mass range of 1–20GeV, corresponding to 𝜎UL ≲ 0.5 pb for 𝑉𝑒 = 𝑉𝜇 = 𝑉𝜏.
Outside of this range, 𝜎UL increases as either the signal becomes too prompt or too
displaced. In general, as the HNL mass increases, the exclusion sensitivity increases up
to the turning point, which corresponds approximately to 8GeV, and starts to decrease
for higher HNL masses. This can be explained by decreased HNL displacement and
increased reliance on the resolved event topology; as for both of these scenarios, DNN
tagger performance is somewhat reduced compared with displaced, boosted events. In
other words, the exclusion line evolves from covering low-mass, displaced scenarios to
covering high-mass, prompt scenarios. Some fluctuations in the exclusion contour shape
can be observed for 𝑚N > 8GeV, resulting from reduced signal sample granularity at
higher masses, as shown in Figure 7.2.

The 2D-space limits for pure-muon and pure-electron scenarios are compared with recent
CMS [48], ATLAS [47] and LHCb [68] results. The CMS results are significantly worse for
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Figure 8.10: Expected and observed limits for Dirac and Majorana HNLs for different
benchmark coupling scenarios (listed in Table 7.1).

long-lived than prompt HNLs, as the search is focused on prompt leptons. The ATLAS
results have a closed, ellipsoid-like shape in the mass-coupling plane, as the analysis is
not sensitive to prompt scenarios. This is due to a displaced vertex requirement that
is inefficient for prompt HNL decays. For the novel interpretation, corresponding to
universal HNL coupling to all three generations, no results exist with which a direct
comparison could be made.

Table 8.4 shows the impacts (defined in Equation 5.51) of systematic uncertainties. Low
sideband counts in data, which limit the accuracy of the data-driven background predic-
tion, primarily drive the uncertainty, considering the large number of SR categories. In
other words, the analysis is statistically limited. ABCD non-closure followed by displaced
lepton identification are the most significant systematic uncertainties. JES and JER un-
certainties are considerable for soft signal jets and affect the DNN jet tagger score due to
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Figure 8.11: Maximum excluded mass for each flavour combination for Dirac HNLs with
(a) 𝑐𝜏0 = 1mm and (b) 𝑐𝜏0 = 10mm.

jets migrating in and out of selection above a given 𝑝T threshold. Likewise, unclustered
energy is an important source of uncertainty when considering low-𝑝T final states, and
especially affects the event-level BDT discriminant as it relies on 𝑝miss

T as one of its inputs.

8.4 Summary

The data-driven technique described in this Chapter provides a robust estimation of the
background rates, validated in both simulation and data. The predictions are compared
against observed data in the SR, corresponding to 137 fb−1, and the negative search results
are interpreted by setting ULs on various HNL production scenarios. The results are
interpreted for long-lived and prompt HNLs of Dirac andMajorana nature in the 1–20GeV
mass range. Good agreemeent between the observed and expected ULs is observed, and
the limits are competitive with previous measurements. For the first time in the LHC,
flavour-universal limits are obtained by considering HNLs that couple to all three lepton
generations simultaneously. The analysis is statistically limited by the low background
sideband yields of the data-driven prediction.
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Table 8.4: Impacts of systematic uncertainties on the signal cross-section. For the back-
ground prediction sideband yield impacts, an average over 48 categories is provided.

Systematic uncertainty Impact (%)
2016 2017 2018

Prompt electron reco. 0.0 0.1 0.0
Prompt electron id. 0.1 0.3 0.4
Prompt muon id. 0.0 0.1 0.0
Prompt muon iso. 0.0 0.0 0.0
Trigger 0.1 0.0 0.0
Displaced electron reco. 0.0 0.1 0.3
Displaced lepton id. 7.2 7.7 8.8
Displaced track 0.4 3.7 4.0
Pileup 2.1 3.5 5.8
Jet energy scale 2.6 1.5 5.6
Jet energy resolution 1.0 2.5 1.9
Unclustered energy 3.6 4.3 9.0
Luminosity 1.1 0.5 0.8

PDF 2.8 2.7 3.0
Scale 0.1 0.3 0.4

Non-closure, boosted 24.6 21.2 15.5
Non-closure, resolved 25.2 22.8 40.4
Sideband A yield (average) 0.8 0.7 1.4
Sideband B yield (average) 4.1 4.5 5.5
Sideband C yield (average) 11.4 7.9 9.7





Conclusions

Chapter 6 presented a novel DNN displaced jet tagging algorithm. The tagger was
developed to target long-lived gluino decays and achieved excellent performance for
tracker and calorimeter displacements, rejecting 99.99% of background jets while retaining
around half of the signal jets. The tagger was trained on jets from data and simulated
samples with DA, penalising mismodelled input features. As a result, the modelling of
the tagger output improved significantly without a major loss in performance. Finally,
the tagger was found to generalise well to different flavours of displaced jets.

Chapter 7 presented a search for long-lived HNLs decaying to displaced jets and leptons
using a data set of 131.7 fb−1 of pp collision data. The search exploits the displaced jet
tagger to identify signal jets. The analysis benefits from a finely segmented categorisation
scheme, which enhances the sensitivity to different signal scenarios. An event-level BDT
was developed for additional discrimination between signal and background events.

The jet tagger and BDT are used together to perform a data-driven background prediction
described in Chapter 8. Given the agreement between the predicted and observed yields,
ULs on HNL production cross-section were set for various HNL mass, lifetime, and
coupling scenarios. This is the first search at the LHC considering universal coupling of
HNLs to all active neutrino generations, while the results for single-generation couplings
remain competitive with existing analyses. For the universal coupling 𝑉𝑒 = 𝑉𝜇 = 𝑉𝜏 in the
mass range of 1–20GeV, the best exclusion 𝜎UL ≲ 0.5 pb is observed for tracker lifetimes
of 1–10mm. Good sensitivity for prompt HNL scenarios is also achieved, as there is no
explicit requirement on a displaced HNL decay vertex.

Several possible improvements outside the scope of this thesis are presented in the
following. The analysis only achieves weak sensitivity for pure HNL coupling to the
third generation, and future work in this area, such as dedicated displaced hadronic tau
decay reconstruction techniques, would be of great interest. In addition, the analysis
would benefit from (re-)interpretability studies of the MVA discriminants used for signal
identification, to facilitate the derivation of signal efficiencies of various hypothesised
HNL models in future phenomenological efforts.
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Appendix A

Control region validation plots

The following set of plots shows the modelling in the CR of various key variables used in
the search for HNLs, some of which are used in the training of the event-level BDT. The
modelling of the BDT and the DNN jet tagger output in the same CR is also shown.
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Figure A.1: Distribution of j⋆ 𝑝T in the CR. The distributions are shown for 2016, 2017,
and 2018 scenarios in the left, middle, and right columns, respectively. The distributions
are shown for the OSSF categories in the first two rows, and the SS 𝜇𝑒 and 𝑒𝜇 categories
in the bottom two rows.
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Figure A.2: Distribution of the ℓ1 𝑝T in the CR. The distributions are shown for 2016, 2017,
and 2018 scenarios in the left, middle, and right columns, respectively. The distributions
are shown for the OSSF categories in the first two rows, and the SS 𝜇𝑒 and 𝑒𝜇 categories
in the bottom two rows.



197

20 40 60 80 100
1

10
210
310
410
510
610
710
810

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

20 40 60 80 100
) (GeV)

2
(l

T
p

0
0.5

1
1.5

2

D
at

a/
M

C

-135.92 fb (2016)CMS Work in Progress

, OS, DY+jets CRµµ

data/MC = 1.01

(a)

20 40 60 80 100
1

10
210
310
410
510
610
710
810

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

20 40 60 80 100
) (GeV)

2
(l

T
p

0
0.5

1
1.5

2

D
at

a/
M

C

-141.53 fb (2017)CMS Work in Progress

, OS, DY+jets CRµµ

data/MC = 1.06

(b)

20 40 60 80 100
1

10
210
310
410
510
610
710
810

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

20 40 60 80 100
) (GeV)

2
(l

T
p

0
0.5

1
1.5

2

D
at

a/
M

C

-159.68 fb (2018)CMS Work in Progress

, OS, DY+jets CRµµ

data/MC = 0.982

(c)

20 40 60 80 100
1

10
210
310
410
510
610
710
810

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

20 40 60 80 100
) (GeV)

2
(l

T
p

0
0.5

1
1.5

2

D
at

a/
M

C

-135.92 fb (2016)CMS Work in Progress

ee, OS, DY+jets CR

data/MC = 0.904

(d)

20 40 60 80 100
1

10
210
310
410
510
610
710
810

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

20 40 60 80 100
) (GeV)

2
(l

T
p

0
0.5

1
1.5

2

D
at

a/
M

C

-141.53 fb (2017)CMS Work in Progress

ee, OS, DY+jets CR

data/MC = 0.959

(e)

20 40 60 80 100
1

10
210
310
410
510
610
710
810

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

20 40 60 80 100
) (GeV)

2
(l

T
p

0
0.5

1
1.5

2

D
at

a/
M

C

-159.68 fb (2018)CMS Work in Progress

ee, OS, DY+jets CR

data/MC = 0.904

(f)

20 40 60 80 100
1

10
210
310
410
510
610

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

20 40 60 80 100
) (GeV)

2
(l

T
p

0
0.5

1
1.5

2

D
at

a/
M

C

-135.92 fb (2016)CMS Work in Progress

e, SS, DY+jets CRµ

data/MC = 0.846

(g)

20 40 60 80 100
1

10
210

310
410
510

610

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

20 40 60 80 100
) (GeV)

2
(l

T
p

0
0.5

1
1.5

2

D
at

a/
M

C

-141.53 fb (2017)CMS Work in Progress

e, SS, DY+jets CRµ

data/MC = 0.901

(h)

20 40 60 80 100
1

10
210
310
410
510
610
710

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

20 40 60 80 100
) (GeV)

2
(l

T
p

0
0.5

1
1.5

2

D
at

a/
M

C

-159.68 fb (2018)CMS Work in Progress

e, SS, DY+jets CRµ

data/MC = 0.81

(i)

20 40 60 80 100
1

10
210
310
410

510

610

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

20 40 60 80 100
) (GeV)

2
(l

T
p

0
0.5

1
1.5

2

D
at

a/
M

C

-135.92 fb (2016)CMS Work in Progress

, SS, DY+jets CRµe

data/MC = 0.994

(j)

20 40 60 80 100
1

10
210
310
410
510
610
710

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

20 40 60 80 100
) (GeV)

2
(l

T
p

0
0.5

1
1.5

2

D
at

a/
M

C

-141.53 fb (2017)CMS Work in Progress

, SS, DY+jets CRµe

data/MC = 0.71

(k)

20 40 60 80 100
1

10
210
310
410
510
610
710

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

20 40 60 80 100
) (GeV)

2
(l

T
p

0
0.5

1
1.5

2

D
at

a/
M

C

-159.68 fb (2018)CMS Work in Progress

, SS, DY+jets CRµe

data/MC = 0.771

(l)

Figure A.3: Distribution of the ℓ2 𝑝T in the CR. The distributions are shown for 2016, 2017,
and 2018 scenarios in the left, middle, and right columns, respectively. The distributions
are shown for the OSSF categories in the first two rows, and the SS 𝜇𝑒 and 𝑒𝜇 categories
in the bottom two rows.



198

0 20 40 60 80 100
1

10
210
310
410
510
610
710
810

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

0 20 40 60 80 100
 (GeV)

T
missp

0
0.5

1
1.5

2

D
at

a/
M

C

-135.92 fb (2016)CMS Work in Progress

, OS, DY+jets CRµµ

data/MC = 1.01

(a)

0 20 40 60 80 100
1

10
210
310
410
510
610
710
810

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

0 20 40 60 80 100
 (GeV)

T
missp

0
0.5

1
1.5

2

D
at

a/
M

C

-141.53 fb (2017)CMS Work in Progress

, OS, DY+jets CRµµ

data/MC = 1.06

(b)

0 20 40 60 80 100
1

10
210
310
410
510
610
710
810

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

0 20 40 60 80 100
 (GeV)

T
missp

0
0.5

1
1.5

2

D
at

a/
M

C

-159.68 fb (2018)CMS Work in Progress

, OS, DY+jets CRµµ

data/MC = 0.982

(c)

0 20 40 60 80 100
1

10
210
310
410
510
610
710

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

0 20 40 60 80 100
 (GeV)

T
missp

0
0.5

1
1.5

2

D
at

a/
M

C

-135.92 fb (2016)CMS Work in Progress

ee, OS, DY+jets CR

data/MC = 0.904

(d)

0 20 40 60 80 100
1

10
210
310
410
510
610
710

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

0 20 40 60 80 100
 (GeV)

T
missp

0
0.5

1
1.5

2

D
at

a/
M

C

-141.53 fb (2017)CMS Work in Progress

ee, OS, DY+jets CR

data/MC = 0.959

(e)

0 20 40 60 80 100
1

10
210
310
410
510
610
710
810

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

0 20 40 60 80 100
 (GeV)

T
missp

0
0.5

1
1.5

2

D
at

a/
M

C

-159.68 fb (2018)CMS Work in Progress

ee, OS, DY+jets CR

data/MC = 0.903

(f)

0 20 40 60 80 100
1

10
210

310

410

510

610

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

0 20 40 60 80 100
 (GeV)

T
missp

0
0.5

1
1.5

2

D
at

a/
M

C

-135.92 fb (2016)CMS Work in Progress

e, SS, DY+jets CRµ

data/MC = 0.845

(g)

0 20 40 60 80 100
1

10
210

310

410

510

610

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

0 20 40 60 80 100
 (GeV)

T
missp

0
0.5

1
1.5

2

D
at

a/
M

C

-141.53 fb (2017)CMS Work in Progress

e, SS, DY+jets CRµ

data/MC = 0.901

(h)

0 20 40 60 80 100
1

10
210
310
410
510
610
710

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

0 20 40 60 80 100
 (GeV)

T
missp

0
0.5

1
1.5

2

D
at

a/
M

C

-159.68 fb (2018)CMS Work in Progress

e, SS, DY+jets CRµ

data/MC = 0.811

(i)

0 20 40 60 80 100
1

10
210

310

410

510

610

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

0 20 40 60 80 100
 (GeV)

T
missp

0
0.5

1
1.5

2

D
at

a/
M

C

-135.92 fb (2016)CMS Work in Progress

, SS, DY+jets CRµe

data/MC = 0.995

(j)

0 20 40 60 80 100
1

10
210
310
410

510
610

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

0 20 40 60 80 100
 (GeV)

T
missp

0
0.5

1
1.5

2

D
at

a/
M

C

-141.53 fb (2017)CMS Work in Progress

, SS, DY+jets CRµe

data/MC = 0.71

(k)

0 20 40 60 80 100
1

10
210
310
410

510
610

Ev
en

ts

/single-ttt
*γV

Multijet
*γZ/
νl→W

data

0 20 40 60 80 100
 (GeV)

T
missp

0
0.5

1
1.5

2

D
at

a/
M

C

-159.68 fb (2018)CMS Work in Progress

, SS, DY+jets CRµe

data/MC = 0.771

(l)

Figure A.4: Distribution of the 𝑝miss
T in the CR. The distributions are shown for 2016, 2017,

and 2018 scenarios in the left, middle, and right columns, respectively. The distributions
are shown for the OSSF categories in the first two rows, and the SS 𝜇𝑒 and 𝑒𝜇 categories
in the bottom two rows.
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Figure A.5: Modelling of the tagger output in the CR, resolved scenario. The distributions
are shown for 2016, 2017, and 2018 scenarios in the left, middle, and right columns,
respectively. The distributions are shown for the OS dimuon category in the first row,
and the SS 𝑒𝜇 category in the bottom row.
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Figure A.6: Modelling of the tagger output in the CR, boosted muon scenario. The
distributions are shown for 2016, 2017, and 2018 scenarios in the left, middle, and right
columns, respectively. The distributions are shown for the OS dimuon category in the
first row, and the SS 𝑒𝜇 category in the bottom row.
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Figure A.7: Modelling of the tagger output in the CR, boosted electron scenario. The
distributions are shown for 2016, 2017, and 2018 scenarios in the left, middle, and right
columns, respectively. The distributions are shown for the OS dielectron category in the
first row, and the SS 𝜇𝑒 category in the bottom row.
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Figure A.8: Distribution of the BDT score in the CR. The distributions are shown for
2016, 2017, and 2018 scenarios in the left, middle, and right columns, respectively. The
distributions are shown for the OSSF categories in the first two rows, and the SS 𝜇𝑒 and𝑒𝜇 in the bottom two rows.



Appendix B

Extended displaced jet tagger inputs

The following is the list of input features used for the training of the second iteration of
the DNN jet tagging algorithm. The first version inputs are listed in Section 6.4.1.
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Table B.1: Global jet features.

Internal name Description
global_pt Uncorrected 𝑝T
global_eta Pseudorapidity
global_mass Mass
global_energy Energy
global_area Area calculated by anti-𝑘T algorithm
global_beta Fraction of charged PF candidates from PV
global_dR2Mean 𝑝T-weighed Δ𝑅 average of charged PF candidates
global_frac01 Fraction of jet 𝑝T within Δ𝑅 < 0.1
global_frac02 Fraction of jet 𝑝T within Δ𝑅 < 0.2
global_frac03 Fraction of jet 𝑝T within Δ𝑅 < 0.3
global_frac04 Fraction of jet 𝑝T within Δ𝑅 < 0.4
global_jetR Maximum relative 𝑝T carried by one constituent
global_jetRchg Maximum relative 𝑝T carried by one charged constituent
global_n60 Number of constituents carrying 60% of total 𝑝T
global_n90 Number of constituents carrying 90% of total 𝑝T
global_chargedEmEnergyFraction Charged electromagnetic energy fraction
global_chargedHadronEnergyFraction Charged hadronic energy fraction
global_chargedMuEnergyFraction Muon energy fraction
global_electronEnergyFraction Electron energy fraction
global_tau1 1-subjettiness
global_tau2 2-subjettiness
global_tau3 3-subjettiness
global_relMassDropMassAK Relative mass drop when clustering with anti-𝑘T
global_relMassDropMassCA Relative mass drop when clustering with Cambridge-Aachen
global_relSoftDropMassAK Relative soft drop when clustering with anti-𝑘T
global_relSoftDropMassCA Relative soft drop when clustering with Cambridge-Aachen
global_thrust Relative thrust of constituents in jet CM frame
global_sphericity Sphericity of constituents in jet CM frame
global_circularity Circularity of constituents in jet CM frame
global_isotropy Isotropy of constituents in jet CM frame
global_eventShapeC Event shape C of constituents in jet CM frame
global_eventShapeD Event shape D of constituents in jet CM frame
global_numberCpf Number of charged PF constituents
global_numberNpf Number of neutral PF constituents
global_numberSv Number of SVs
global_numberMuon Number of muons
global_numberElectron Number of electron

Table B.2: Features used to train the CSV b-tagging algorithm. These are added to the
global jet features.

Internal name Description
csv_trackSumJetEtRatio Relative 𝐸T of all tracks
csv_trackSumJetDeltaR Δ𝑅 between all tracks and jet axis
csv_vertexCategory Classification of PV
csv_trackSip2dValAboveCharm Impact parameter 𝑑𝑥𝑦 of first track raising jet mass above 1.5 GeV
csv_trackSip2dSigAboveCharm 𝜎𝑥𝑦/𝑑𝑥𝑦 of first track raising jet mass above 1.5 GeV
csv_trackSip3dValAboveCharm Impact parameter 𝑑𝑥𝑦𝑧 of first track raising jet mass above 1.5 GeV
csv_trackSip3dSigAboveCharm 𝜎𝑥𝑦𝑧/𝑑𝑥𝑦𝑧 of first track raising jet mass above 1.5 GeV
csv_jetNTracksEtaRel Number or tracks with trackEtaRel
csv_jetNSelectedTracks Number or selected tracks
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Table B.3: Features of neutral PF candidates.

Internal name Description
npf_ptrel Relative 𝑝T
npf_deta Δ𝜂 to jet axis
npf_dphi Δ𝜙 to jet axis
npf_deltaR Δ𝑅 to jet axis
npf_isGamma Flag for passing loose photon ID
npf_hcal_fraction Fraction of 𝐸T in HCAL
npf_drminsv Closest distance in Δ𝑅 to SV
npf_puppi_weight PUPPI weight
npf_relmassdrop Relative mass drop when removed from jet

Table B.4: Features of secondary vertices.

Internal name Description
sv_ptrel Relative 𝑝T
sv_deta Δ𝜂 to jet axis
sv_dphi Δ𝜙 to jet axis
sv_deltaR Δ𝑅 to jet axis
sv_mass SV mass
sv_ntracks Number of tracks used in fit
sv_chi2 𝜒 2 of fit
sv_ndof NDOF of fit
sv_dxy Impact parameter 𝑑𝑥𝑦
sv_dxysig 𝜎𝑥𝑦/𝑑𝑥𝑦
sv_d3d Impact parameter 𝑑𝑥𝑦𝑧
sv_d3dsig 𝜎𝑥𝑦𝑧/𝑑𝑥𝑦𝑧
sv_costhetasvpv cos 𝜃 of SV wrt. PV
sv_enratio Relative 𝐸T
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Table B.5: Features of charged PF features.

Internal name Description
cpf_ptrel Relative 𝑝T
cpf_deta Δ𝜂 to jet axis
cpf_dphi Δ𝜙 to jet axis
cpf_deltaR Δ𝑅 to jet axis
cpf_trackEtaRel 𝜂 relative to jet axis
cpf_trackPtRel 𝑝T relative to jet axis
cpf_trackPPar Momentum parallel to jet axis
cpf_trackDeltaR Δ𝑅
cpf_trackPParRatio Relative momentum parallel to jet axis
cpf_trackPtRatio Relative 𝑝T parallel to jet 𝑝T
cpf_trackSip2dVal Impact parameter 𝑑𝑥𝑦
cpf_trackSip2dSig 𝜎𝑥𝑦/𝑑𝑥𝑦
cpf_trackSip3dVal Impact parameter 𝑑𝑥𝑦𝑧
cpf_trackSip3dSig 𝜎𝑥𝑦𝑧/𝑑𝑥𝑦𝑧
cpf_trackJetDistVal Distance between track and jet
cpf_trackJetDistSig Significance of distance between track and jet
cpf_drminsv Closest distance in Δ𝑅 to SV
cpf_vertex_association Flag if track is used in PV fit
cpf_frompv Flag if track stems from PV
cpf_puppi_weight PUPPI weight
cpf_track_chi2 𝜒 2 of track fit
cpf_track_ndof NDOF of track fit
cpf_track_quality Track quality flag
cpf_track_numberOfValidPixelHits Number of pixel hits
cpf_track_pixelLayersWithMeasurement Number of crossed pixel layers
cpf_track_numberOfValidStripHits Number of strip hits
cpf_track_stripLayersWithMeasurement Number of crossed strip layers
cpf_relmassdrop Relative mass drop when removed from jet
cpf_trackSip2dValSV Impact parameter 𝑑𝑥𝑦 wrt. SV
cpf_trackSip2dSigSV 𝜎𝑥𝑦/𝑑𝑥𝑦 wrt. SV
cpf_trackSip3dValSV Impact parameter 𝑑𝑥𝑦𝑧 wrt. SV
cpf_trackSip3dSigSV 𝜎𝑥𝑦𝑧/𝑑𝑥𝑦𝑧 wrt. SV
cpf_matchedMuon Flag if candidate is matched to a PF muon
cpf_matchedElectron Flag if candidate is matched to a PF muon
cpf_matchedSV Flag if candidate is used in SV fit
cpf_dZmin Minimum distance in z to another PV
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Table B.6: Features of PF muons.

Internal name Description
muon_ptrel Relative 𝑝T
muon_deta Δ𝜂 to jet axis
muon_dphi Δ𝜙 to jet axis
muon_deltaR Δ𝑅 to jet axis
muon_energy Relative energy
muon_et 𝐸T
muon_numberOfMatchedStations Number of muon stations
muon_IP2d Impact parameter 𝑑𝑥𝑦
muon_IP2dSig 𝜎𝑥𝑦/𝑑𝑥𝑦
muon_IP3d Impact parameter 𝑑𝑥𝑦𝑧
muon_IP3dSig 𝜎𝑥𝑦𝑧/𝑑𝑥𝑦𝑧
muon_EtaRel Relative pseudorapidity
muon_dxy Impact parameter 𝑑𝑥𝑦 of track
muon_dxyError 𝜎𝑥𝑦 of track
muon_dxySig 𝜎𝑥𝑦/𝑑𝑥𝑦 of track
muon_dz Impact parameter 𝑑𝑧 of track
muon_dzError 𝜎𝑧 of track
muon_dzSig 𝜎𝑧/𝑑𝑧 of track
muon_numberOfValidPixelHits Number of valid pixel hits
muon_numberOfpixelLayersWithMeasurement Number of crossed pixel layers
muon_numberOfstripLayersWithMeasurement Number of crossed strip layers
muon_chi2 𝜒 2 of track fit
muon_ndof NDOF of track fit
muon_caloIso Calorimeter isolation
muon_ecalIso ECAL isolation
muon_hcalIso HCAL isolation
muon_sumPfChHadronPt Summed PF charged hadron 𝑝T within Δ𝑅 < 0.4
muon_sumPfNeuHadronEt Summed PF neutral hadron 𝐸T within Δ𝑅 < 0.4
muon_Pfpileup Summed pileup 𝑝T within Δ𝑅 < 0.4
muon_sumPfPhotonEt Summed PF photon 𝐸T within Δ𝑅 < 0.4
muon_sumPfChHadronPt03 Summed PF charged hadron 𝑝T within Δ𝑅 < 0.3
muon_sumPfNeuHadronEt03 Summed PF neutral hadron 𝐸T within Δ𝑅 < 0.3
muon_Pfpileup03 Summed pileup 𝑝T within Δ𝑅 < 0.3
muon_sumPfPhotonEt03 Summed PF photon 𝐸T within Δ𝑅 < 0.3
muon_timeAtIpInOut Timing at IP (in/out)
muon_timeAtIpInOutErr Timing uncertainty at IP
muon_timeAtIpOutIn Timing at IP (out/in)



207

Table B.7: Features of PF electrons (part 1).

Internal name Description
electron_ptrel Relative 𝑝T
electron_deta Δ𝜂 to jet axis
electron_dphi Δ𝜙 to jet axis
electron_deltaR Δ𝑅 to jet axis
electron_energy Relative energy
electron_EtFromCaloEn Calorimeter energy
electron_isEB Flag if electron is in EB
electron_isEE Flag if electron is in EE
electron_ecalEnergy ECAL energy
electron_isPassConversionVeto Flag if electron passes photon conversion veto
electron_convDist Conversion distance
electron_convFlags Conversion flags
electron_convRadius Conversion radius
electron_hadronicOverEm HCAL over ECAL energy
electron_ecalDrivenSeed Flag if electron is seed from ECAL
electron_IP2d Impact parameter 𝑑𝑥𝑦
electron_IP2dSig 𝜎𝑥𝑦/𝑑𝑥𝑦
electron_IP3d Impact parameter 𝑑𝑥𝑦𝑧
electron_IP3dSig 𝜎𝑥𝑦𝑧/𝑑𝑥𝑦𝑧
electron_elecSC_energy Relative energy in ECAL supercluster
electron_elecSC_deta Δ𝜂 between ECAL supercluster and jet axis
electron_elecSC_dphi Δ𝜙 between ECAL supercluster and jet axis
electron_elecSC_et 𝐸T of ECAL supercluster
electron_elecSC_eSuperClusterOverP 𝐸T ECAL supercluster ratio
electron_superClusterFbrem Energy associated to bremsstrahlung
electron_eSeedClusterOverP Electron energy ratio of GSF track over ECAL supercluster seed
electron_eSeedClusterOverPout Electron energy ratio of GSF track over ECAL supercluster seed at exit
electron_eSuperClusterOverP Electron energy ratio of GSF track over ECAL supercluster
electron_sigmaEtaEta 𝜎𝜂𝜂 ECAL supercluster shape
electron_sigmaIetaIeta 𝜎𝑖𝜂𝑖𝜂 ECAL supercluster shape
electron_sigmaIphiIphi 𝜎𝑖𝜙𝑖𝜙 ECAL supercluster shape
electron_e5x5 Energy in 5x5 ECAL cells
electron_e5x5Rel Relative energy in 5x5 ECAL cells
electron_e1x5Overe5x5 Energy ratio of 1x5 over 5x5 ECAL cells
electron_e2x5MaxOvere5x5 Maximum energy ratio of 2x5 over 5x5 ECAL cells
electron_r9 ECAL supercluster shape variable
electron_hcalOverEcal Relative HCAL over ECAL energy
electron_hcalDepth1OverEcal Relative HCAL at depth 1 over ECAL energy
electron_hcalDepth2OverEcal Relative HCAL at depth 2 over ECAL energy
electron_deltaEtaEleClusterTrackAtCalo Δ𝜂 between cluster and track at calorimeter
electron_deltaEtaSeedClusterTrackAtCalo Δ𝜂 between cluster seed and track at calorimeter
electron_deltaPhiSeedClusterTrackAtCalo Δ𝜙 between cluster seed and track at calorimeter
electron_deltaEtaSeedClusterTrackAtVtx Δ𝜂 between cluster seed and track at PV
electron_deltaEtaSuperClusterTrackAtVtx Δ𝜙 between cluster seed and track at PV
electron_deltaPhiEleClusterTrackAtCalo Δ𝜙 between cluster and track at calorimeter
electron_deltaPhiSuperClusterTrackAtVtx Δ𝜙 between cluster and track at PV
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Table B.8: Features of PF electrons (part 2).

Internal name Description
electron_sCseedEta Pseudorapidity of ECAL supercluster seed
electron_EtaRel Relative 𝜂
electron_dxy Impact parameter 𝑑𝑥𝑦 of track
electron_dxyError 𝜎𝑥𝑦 of track
electron_dxySig 𝜎𝑥𝑦/𝑑𝑥𝑦 of track
electron_dz Impact parameter 𝑑𝑧 of track
electron_dzError 𝜎𝑧 of track
electron_dzSig 𝜎𝑧/𝑑𝑧 of track
electron_nbOfMissingHits Number of missing hits
electron_ndof NDOF of track
electron_chi2 𝜒 2 of track
electron_numberOfBrems Number of photons from bremsstrahlung
electron_fbrem Fraction of bremsstrahlung energy
electron_neutralHadronIso Neutral hadron isolation within Δ𝑅 < 0.3
electron_particleIso Particle isolation within Δ𝑅 < 0.3
electron_photonIso Photon isolation within Δ𝑅 < 0.3
electron_puChargedHadronIso Pileup isolation from charged hadrons within Δ𝑅 < 0.3
electron_trackIso Track isolation within Δ𝑅 < 0.3
electron_ecalPFClusterIso ECAL cluster isolation within Δ𝑅 < 0.3
electron_hcalPFClusterIso HCAL cluster isolation within Δ𝑅 < 0.3
electron_pfSumPhotonEt Summed PF photon 𝐸T within Δ𝑅 < 0.3
electron_pfSumChargedHadronPt Summed PF charged hadron 𝑝T within Δ𝑅 < 0.3
electron_pfSumNeutralHadronEt Summed PF neutral hadron 𝐸T within Δ𝑅 < 0.3
electron_pfSumPUPt Summed pileup 𝑝T within Δ𝑅 < 0.3
electron_dr04TkSumPt Summed track 𝑝T within Δ𝑅 < 0.4
electron_dr04EcalRecHitSumEt Summed ECAL 𝐸T within Δ𝑅 < 0.4
electron_dr04HcalDepth1TowerSumEt Summed HCAL 𝐸T from depth 1 within Δ𝑅 < 0.4
electron_dr04HcalDepth1TowerSumEtBc Summed HCAL 𝐸T from depth 1 behind ECAL cluster
electron_dr04HcalDepth2TowerSumEt Summed HCAL 𝐸T from depth 2 within Δ𝑅 < 0.4
electron_dr04HcalDepth2TowerSumEtBc Summed HCAL 𝐸T from depth 2 behind ECAL cluster
electron_dr04HcalTowerSumEt Summed HCAL 𝐸T within Δ𝑅 < 0.4
electron_dr04HcalTowerSumEtBc Summed HCAL 𝐸T behind ECAL cluster
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