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Abstract
Artificial Intelligence (AI) pervades humanity in 2022, and it is notoriously difficult 
to understand how certain aspects of it work. There is a movement—Explainable 
Artificial Intelligence (XAI)—to develop new methods for explaining the behav-
iours of AI systems. We aim to highlight one important philosophical significance 
of XAI—it has a role to play in the elimination of vagueness. To show this, consider 
that the use of AI in what has been labeled surveillance capitalism has resulted in 
humans quickly gaining the capability to identify and classify most of the occasions 
in which languages are used. We show that the knowability of this information is 
incompatible with what a certain theory of vagueness—epistemicism—says about 
vagueness. We argue that one way the epistemicist could respond to this threat is to 
claim that this process brought about the end of vagueness. However, we suggest an 
alternative interpretation, namely that epistemicism is false, but there is a weaker 
doctrine we dub technological epistemicism, which is the view that vagueness is due 
to ignorance of linguistic usage, but the ignorance can be overcome. The idea is 
that knowing more of the relevant data and how to process it enables us to know the 
semantic values of our words and sentences with higher confidence and precision. 
Finally, we argue that humans are probably not going to believe what future AI algo-
rithms tell us about the sharp boundaries of our vague words unless the AI involved 
can be explained in terms understandable by humans. That is, if people are going 
to accept that AI can tell them about the sharp boundaries of the meanings of their 
words, then it is going to have to be XAI.
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Artificial Intelligence (AI) pervades humanity in 2022, and it is notoriously difficult 
to understand how certain aspects of it work. There is a movement—Explainable 
Artificial Intelligence (XAI)—to develop new methods for explaining the behav-
iours of AI systems. There are many important philosophical implications associ-
ated with XAI. We focus on the philosophical implications of XAI for vagueness. 
Our account, which ends with XAI, begins by noting the rise of what has been 
labelled surveillance capitalism (Wills, 2017; Zuboff, 2019).

Humans are quickly gaining the capability collect vast amounts of information 
about people, and this has already expanded from actions and speech to emotional 
states, cognitive states, and other personality aspects.1 Many of these capabilities are 
powered by machine learning algorithms, which comb through these vast quanti-
ties of data and change themselves in light of processing it.2 That is exactly what 
a machine learning algorithm is—it learns by changing its own parameters as it 
encounters more data.

The leading corporations employing the surveillance capitalist model, like 
Google and Facebook, collect this information about everyone so that it can be pro-
cessed and sold to advertisers. Advertisers, in turn, can sell their goods or services 
more effectively and make greater profits by understanding and even manipulating 
every conceivable minute detail of their customers’ lives. That is the essence of sur-
veillance capitalism.

We are not going to challenge any of the surveillance capitalism framework pre-
sented by authors like Shoshana Zuboff, nor are we discussing its vast ethical or 
economic implications. Rather, we look at its philosophical consequences. In par-
ticular, the rise of surveillance capitalism poses a serious threat to certain theories 
of vagueness. Vagueness is the presence of fuzzy boundaries between categories; 
for example, in the spectrum of colours between red and orange, some are definitely 
red, some are definitely orange, and some are not definitely either. Moreover, the 
border between the definite and the indefinite is fuzzy as well.3

One prominent theory of vagueness, epistemicism, implies that vague words have 
sharp boundaries, but those boundaries are unknowable (Williamson, 1994). We 
argue for the following three theses:

1  For example, see Ko (2018) for a survey on emotion recognition and Kosinski and Wang (2018) on 
sexual orientation detection, and see Kosinski et al. (2013) on personality trait detection.
2  Artificial intelligence is the discipline devoted to creating an artificial intelligent agent, something that 
can do all the things a human can do, but hopefully much better. Machine learning is a branch of artifi-
cial intelligence that studies algorithms that display remarkable intelligent behaviour without themselves 
being agents. See Russell and Norvig (2020) on artificial intelligence and Alpaydin (2020) on machine 
learning.
3  Vagueness is often defined as the presence of borderline cases of classification, but other times by ref-
erence to the sorites paradox reasoning (e.g., if adding or subtracting a single grain of sand does not 
change whether the collection is a heap, then either every collection is a heap or none are). See Dietz 
and Murzi (2010), Sorensen (2018), and Oms and Zardini (2019) for surveys. There has been a shock-
ing amount of new work by leading philosophers and linguists on vagueness, including Sassoon (2013), 
Raffman (2014), Castroviejo et  al. (2018), Bacon (2018), MacFarlane (2020a, 2020b, 2020c), Wright 
(2021), Fine (2020), Ripley (2021), and Salles (2021).
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(1)	 The information being collected by surveillance capitalism enables exactly what 
the epistemicist theory of vagueness says is impossible. Thus, if epistemicism 
is true, then the rise of surveillance capitalism is the end of vagueness. In other 
words, the epistemicist’s interpretation of surveillance capitalism should be that 
it is the end of vagueness. In other words, something is now possible that epis-
temicism entails is impossible if there is vagueness.

(2)	 A better interpretation of the situation is that there is vagueness but the informa-
tion in question is knowable; hence, epistemicism is false. However, there is an 
interesting nearby doctrine that we call technological epistemicism, which might 
be true. According to technological epistemicism, vagueness is ignorance, but 
this ignorance can and does decrease with certain technological improvements 
like AI.

(3)	 Regardless of the truth of technological epistemicism, a key issue determining 
whether people trust AI to tell us about the semantic boundaries of our words 
will be how well the AI involved can be explained. That is, if we are going to 
accept that AI can tell us more about what we mean, then it is going to have to 
be XAI.

Overall, we think that surveillance capitalism, AI, and XAI will result in consider-
able elimination of vagueness, and philosophers need an account of vagueness that 
is compatible with these developments.

1 � Epistemicism

The new digital products sold by surveillance capitalist firms, copious information 
about many aspects of your behaviour and that of almost everyone, was not dreamt 
of until recently. During the twentieth century, it was safe to assume that no one 
would ever be able to know that information. Theories of vagueness that developed 
during this time were no exception, and the assumption tended to be accepted with-
out comment. One important theory of vagueness, epistemicism, is deeply affected 
by this development from surveillance capitalism.

Epistemicism is the view that vague words, like ‘bald’, ‘heap’, and ‘red’ have 
sharp boundaries (Sorensen, 2001; Williamson, 1994). For example, it implies that 
there is a particular number of grains of sand that makes a heap. One fewer, and the 
collection is not a heap. Likewise, for whether a given colour patch is green. For the 
epistemicist, no matter how indeterminate it seems, there is a fact of the matter as to 
whether the patch is green or not green. The epistemicist goes on to say that we do 
not know where this line is and furthermore, we cannot know (Williamson, 1994, 
p.185). So, while we do not know how to draw the line, there is a line to be drawn in 
every case of vagueness, according to the epistemicist. As such, vagueness, for the 
epistemicist, is a matter of what we know about language and the world rather than a 
feature of our language.
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We should be clear about our motivations: we are not epistemicists, but we do 
acknowledge the intuitive appeal of the position.4 The idea that questions like ‘is this 
pile a heap?’ and ‘is this patch green?’ have definite answers in every case is com-
forting and seems like a natural perspective. Moreover, we claim that investigating 
the consequences of epistemicism in the context of surveillance capitalism is illu-
minating because it exposes some costs of the view, but also uncovers the potential 
for a new version of epistemicism and a source of support for it. Because we are not 
concerned with conclusively establishing or refuting epistemicism, we are not going 
to focus on evaluating the other arguments for or against it.

Timothy Williamson is a prominent epistemicist who has argued that the mean-
ings of our words are determined by something like the overall usage displayed by 
everyone who uses them (Williamson, 1994, pp. 130–132, 135).5 Williamson pro-
vides a response to the most obvious objection to epistemicism: how can finite and 
patchy uses of linguistic expressions determine completely sharp meanings for those 
expressions? It seems like usage does not settle every case. Williamson’s solution 
is simple—any cases that are not determined by usage are thereby false. He writes:

[T]he concepts of truth and falsity are not symmetrical. The asymmetry is vis-
ible in the fundamental principles governing them, for (F) is essentially more 
complex than (T), by its use of negation. The epistemic theorist can see things 
this way: if everything is symmetrical at the level of use, then the utterance 
fails to be true, and is false in virtue of that failure (if it says that something is 
the case). In that sense, truth is primary. At the level of truth and falsity, there 
is no symmetry to break (Williamson, 1994, p. 208).

The symmetry Williamson is talking about pertains to cases where usage of a predi-
cate does not determine an answer for whether it applies or does not apply to an 
object. Williamson’s answer is that the predicate does not apply to the object in 
these cases because of the asymmetry between truth and falsity. Hence, the usage of 
the predicate together with the true/false asymmetry principle determines a meaning 
with a perfectly sharp boundary for the predicate.

Since we seem to know what our words mean but we do not have any inclination 
either way in many cases, it seems like epistemicism entails that we do not under-
stand our own words. Williamson’ reply to this objection:

On the epistemic view, our understanding of vague terms is not partial. The 
measure of full understanding is not possession of a complete set of metaphys-
ically necessary truths but complete induction into a practice. […] To know 

4  Epistemicism has been called highly counterintuitive by a number of philosophers, mostly because 
it seems difficult to understand how words could have acquired sharp boundaries; see Mosdell (2015) 
for recent discussion. We share these metasemantic worries, but still acknowledge the attraction of the 
view’s semantic commitments.
5  We have formulated this point in terms of collective use, but Williamson is clear that the point applies 
to idiolects as well. “What you mean by ‘thin’ does not depend solely on what you would say in your pre-
sent circumstances and mood. You have no way of making each part of your use perfectly sensitive to the 
whole, for you have no way of surveying the whole. To imagine away this sprawling quality of your use 
is to imagine away its vagueness,” (Williamson, 1994, p. 231).
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what a word means is to be completely inducted into a practice that does in 
fact determine a meaning (Williamson, 1994, p. 221).

The epistemicist view is that our linguistic practices determine where all the sharp 
boundaries are, but we do not need to know everything about our linguistic practices 
in order to know what our words mean. We just need to take part in these practices 
for that. Hence, for Williamson, linguistic understanding is a matter of knowing 
one’s way around a practice rather than knowledge of a fully determinate meaning. 
A way to put the point is: one needs to understand enough about the global pattern 
of usage of an expression so that one can get right enough cases to be considered 
part of the linguistic community. But no one comes close to getting everything right, 
even though there is a right answer to any regular question like ‘Is that wall green?’.

2 � Williamson’s Arguments for the Impossibility of Knowledge 
in the Borderline

The message so far: we live in the age of surveillance capitalism, and what the epis-
temicist assumed was impossible seems to be possible. In this section, we examine 
the arguments for the epistemicist’s conclusion that knowledge is impossible in bor-
derline cases of vagueness.

Here is an obvious objection to what has been said so far: it cannot be the end of 
vagueness because either the knowledge in question is possible or it is not. If it is 
possible to know the sharp borders of our meanings, then vagueness has not come to 
an end; rather, there never was any vagueness to begin with. Thus, the entire way of 
framing the discussion so far is misguided.

Reply: Epistemicism has two parts: (i) all vagueness is just ignorance of semantic 
features and (ii) this ignorance is impossible to overcome. What kind of possibil-
ity is at work in (ii)? It seems like it has to be something like: humans are physi-
cally incapable of doing what is required to have knowledge. One might call this 
technological impossibility—this is the kind of modality at play in claims like ‘it is 
impossible for humans to travel to another solar system’. That seems like the most 
plausible and least controversial version of epistemicism, and that is the version we 
consider throughout. It also fits well with Williamson’s remarks about what might 
be possible given the truth of epistemicism. He writes:

Suppose that persons with exact physical measurements m are borderline 
cases for ‘thin’. The epistemic theorist has no special reason to deny that a 
being with cognitive powers greater than any we can imagine could know 
of someone with exact physical measurements m whether he is thin. Who 
knows what such a being might know? On the epistemic view, vague utter-
ances in borderline cases are true or false and we humans have no idea how 
to find out which. It is quite consistent with this view that what is a border-
line case for us is not a borderline case for creatures with cognitive pow-
ers greater than any we can imagine. Equally, the epistemic theorist has no 
special reason to assert that such a being could know of someone with exact 
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physical measurements m whether he is thin. The cognitive capacities of 
creatures outside the speech community are simply not to the point (Wil-
liamson, 1994, p. 212).

This passage is pretty clear that technological modality is the appropriate interpreta-
tion of Williamson’s epistemicism on the impossibility of knowledge in borderline 
cases. It is also clear that this passage was written at a time (1994) before the domi-
nance of AI (or even the internet!) and the impact that it has had on the cognitive 
capacities of “we humans”.

Technological modalities change over time. For example, it was technologically 
impossible for Leibniz to use Microsoft Word, but not so for Bill Gates in 1975 
(before founding Microsoft). Accordingly, for the epistemicist, the technological 
impossibility of acquiring and processing the relevant information about meanings 
and their borders in the past implies that there was genuine vagueness in the past, 
but if this is technologically possible now, then there is no genuine vagueness now. 
Hence, the rise of these technological capabilities is properly described as the end of 
vagueness (if epistemicism is true). We think that this is probably the most plausible 
route for the dedicated epistemicist to take in responding to the threat posed by sur-
veillance capitalism.

There are four main dimensions of Williamson’s argument for the technological 
impossibility of knowledge of borderline cases (for some example vague expression 
V):

1.	 We do not know global usage patterns of V.
2.	 Global usage patterns of V are variable across nearby possible worlds.
3.	 We do not know how global usage of V determines a meaning for V.
4.	 Global usage of V might depend on errors.

Williamson’s argument for the impossibility of knowledge in cases of vagueness 
focuses on the relationship between meaning and use. He assumes for the sake of 
argument that the meaning of an expression supervenes on usage, and he appeals to 
this supervenience in his arguments. Let us consider each of these arguments in turn.

1.	 We do not know global usage. This is the obvious one to challenge on the basis 
of surveillance capitalism. Consider what Williamson writes about the overall 
pattern of usages for a word:

	 [Y]ou have no way of surveying that pattern in all its details. Since the 
content of the concept depends on the overall pattern, you have no way of 
making your use of a concept on a particular occasion perfectly sensitive 
to its content (Williamson, 1994, pp. 231–232).	 What you mean 
by ‘thin’ does not depend solely on what you would say in your present 
circumstances and mood. You have no way of making each part of your 
use perfectly sensitive to the whole, for you have no way of surveying the 
whole. To imagine away this sprawling quality of your use is to imagine 
away its vagueness (Williamson, 1994, p. 231).
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	   There are two distinct points in each of these passages: (A) overall usage pat-
terns are unknowable, and (B) there is no way to make any particular use cohere 
with the overall pattern of usage. Right now, we are only focusing on (A). It is 
clear that Williamson thinks very many uses of an expression are relevant to deter-
mining its meaning. We call this an expansive view of the data. If only a small 
portion of the use pattern was responsible for determining meaning, then this 
argument would not make sense. Moreover, if point (A) were to fail, it seems like 
(B) would fail as well, since (A) is the only reason given for (B). In other words, 
the only reason we cannot make our local use cohere with the global pattern of 
use is that we do not know the global pattern of use in detail. We investigate this 
issue further below.

2.	 Global usage patterns vary across nearby possible worlds. This is the primary 
argument Williamson uses (Williamson, 1994, pp. 216–234), and it is also the one 
that attracted the most attention (Caie, 2012; Gomez-Torrente, 1997; Hawthorne, 
2006; Sennet, 2012). It relies on margin of error principles, which say that one 
does not know that p in a possible world w unless p is true in the worlds that are 
similar to w in certain ways. Note, the principle does not say that one has to have 
knowledge in all these nearby worlds—just that the proposition is true there. The 
idea is that if one’s belief is false when evaluated at worlds that are similar to our 
world, then one’s belief is true only by luck, so it does not count as knowledge. 
Williamson’s point is that in borderline regions of vague expressions, whether 
some object has the property in question depends on the location of the exact 
border for that property. And, the location of that exact border is highly unstable 
across nearby possible worlds. In some worlds that are relevantly similar to ours, 
the exact border is slightly different. Hence, even if one could formulate a true 
belief about the object in question (e.g., it has the property in question), this belief 
would not be knowledge. It would not be knowledge because in worlds similar to 
ours, the belief is false.

3.	 We do not know how global usage determines a meaning. Williamson emphasizes 
this point several times, but never provides an argument for it. Rather, he states 
that we just do not know how this is supposed to work, and for all we know it is 
impossible to figure out. Here are a couple of places where Williamson makes 
the point:

	 Although meaning may supervene on use, there is no algorithm for cal-
culating the former from the latter. Truth-conditions cannot be reduced to 
the statistics of assent and dissent. In particular, the line between truth and 
falsity is not to be equated with the line between unanimous and less than 
unanimous assent, or with the line between majority assent and its absence 
(Williamson, 1994, p. 206).	 The epistemic theory of vagueness makes 
the connection between meaning and use no harder to understand than it 
already is. At worst, there may be no account to be had, beyond a few 
vague salutary remarks. Meaning may supervene on use in an unsurvey-
ably chaotic way (Williamson, 1994, p. 209).	 Even if you did know all 
the details of the pattern (which you could not), you would still be igno-
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rant of the manner in which they determined the content of the concept, 
(Williamson, 1994, p. 232).

	   The clear message is that one cannot just assume that knowledge of the pattern 
of use that determines sharp meanings will yield knowledge of meanings. One 
has to also know how that determination works.

4.	 Global usage might depend on errors. Here the problem is that words might be 
used in ways that do not reflect the facts about the world. Williamson’s example:

	 We can certainly be wrong about whether someone is thin, for we can be 
wrong both about the person’s shape and size and about normal shapes 
and sizes in the relevant comparison class. These errors may be system-
atic; some people may characteristically look thinner or less thin than they 
really are, and there may be characteristic misconceptions about the preva-
lence of various shapes and sizes. Appeal might be made to dispositions to 
assent and dissent in epistemically ideal situations or given perfect infor-
mation, but that is merely to swamp normal speakers of English with more 
measurements and statistics than they can handle. Perhaps the dispositions 
to assent and dissent of an epistemically ideal speaker of English would 
be an infallible guide to thinness, but then such a speaker might know the 
truth-value of ‘TW is thin’. The ordinary basis for attributions of ‘thin’ is 
perceptual; such a basis is inherently fallible (Williamson, 1994, p. 207).

	   The point Williamson is making is that meaning is supposed to be truth condi-
tions, but people make mistakes with words all the time. If you take all the mis-
takes into consideration when calculating the truth conditions, then you get the 
wrong truth conditions. But there is no good way of distinguishing the mistakes 
from the rest of the uses. So even though meaning (truth conditions) is somehow 
determined by use, this is not a task any human could ever understand because it 
would require distinguishing truth from error across all uses of the language.

3 � The End of Vagueness

Our plan is to address the four major dimensions of Williamson’s arguments for the 
impossibility of knowledge in borderline cases. Our first conclusion is that William-
son is mistaken about which aspects of use determine meaning. Williamson has an 
expansive view of the use data—very many of our correct uses determine the mean-
ing of a word (maybe the mistakes do too, but given point 4 above, it seems like he 
might deny that). Instead, according to the linguists who study usage and formulate 
semantic theories for natural languages, meaning is determined by a relatively nar-
row range of responses, and most of what is relevant are native speakers’ attitudes 
toward contradictions, synonymies, and entailments.
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The ways in which meanings depend on usage have been enshrined in our best 
theories of natural language semantics for decades.6 In particular, the sum total of 
evidence used to construct and adjudicate these theories constitutes the relevant 
facts about usage. And the semantic theories themselves, which output semantic 
values for all the linguistic expressions in a given language fragment, enshrine the 
dependence in question. That is, our best semantic theories together with an account 
of the evidence relevant to assessing them explain how meanings depend on facts 
about usage and which facts about usage are relevant. We already know this, even if 
we did not realize it.

The scientists that study natural languages seem to agree that patterns of usage 
are what is important. Moreover, a few key facts about usage patterns are the pri-
mary explanandum for semantic theories of natural language.7 Insofar as these theo-
ries attribute meanings that are relevant to vagueness (and we are not going to ques-
tion this assumption), we already know which aspects of usage determine meanings.

One classic statement of the basis for semantics comes from David Dowty 
et al.: “In constructing the semantic component of a grammar, we are attempting to 
account not for speakers’ judgments of grammaticality, grammatical relations, etc. 
but for their judgments of synonymy, entailment, contradiction, and so on” (1980, 
p. 2). Dowty et al.’s claim is that semantic theories are answerable only to our judg-
ments about synonymies, entailments, and contradictions—that is it. And this is 
from one of the most influential works in natural language semantics of all time.

For what it is worth, we prefer the view defended by Tonhauser and Matthew-
son (2015), which outlines exactly what an element of semantic data is, how to col-
lect semantic data, and how these data bear evidentially on hypotheses about word 
and sentence meaning. Tonhauser and Matthewson think that semantic theories are 
answerable to more aspects of overall usage than Dowty et  al., but none of these 
linguists think that anything close to Williamson’s expansive view of the data is cor-
rect. In other words, none of these views support the epistemicist’s contention that 
very many things people say with a word affect the meaning of that word.

A good example of how meanings depend in part on speaker’s judgments about 
entailments comes from Donald Davidson’s (1967) pioneering work on action sen-
tences. If one treats ‘he buttered the bread in the kitchen’ as a three-place relation 
(holding between whoever he is, the bread, and the kitchen) and one treats ‘he but-
tered the bread in the kitchen at midnight’ as a four-place relation (holding between 
him, the bread, the kitchen, and midnight), then one cannot explain the entailment 
from the latter to the former. Davidson offers an account of the logical form of these 
sentences that treats them as being about events, and this account preserves the 
entailment. This advantage of Davidson’s semantic theory is one reason it has gone 
on to be so famous and influential (Altschuler et al., 2019; Gillon, 2019).

Regardless of how to spell out the details, the contours of the right account—
that is, the scientist’s account—have been a foundation for natural language 
semantics for several generations. If Williamson or any other epistemicist is 

6  See Chierchia and McConnell-Ginet (2000).
7  See Égré (2015) for an overview. See also Ball and Rabern (2018) for a range of perspectives.
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going to dismiss or ignore what the scientists have to say about which aspects of 
usage determine meanings and how they do so, then there ought to be a clear rea-
son as to why the epistemicist is right and all those scientists are wrong.

We outlined four points Williamson makes in his argument for the impossibil-
ity of knowledge in borderline cases of vagueness:

1.	 We do not know global usage patterns.
2.	 Global usage patterns are variable across nearby possible worlds.
3.	 We do not know how global usage patterns determines meanings.
4.	 Global usage might depend on errors.

Our point about the received view in linguistics on which aspects of usage deter-
mine meaning impacts three of Williamson’s arguments for the impossibility of 
knowledge in borderline cases. It undermines Williamson’s claim that we do not 
know how meaning supervenes on usage. It undermines his claim that the rel-
evant usage patterns vary across nearby possible worlds. And it undermines his 
claim that global usage patterns include all sorts of mistakes (like thin people 
being called not thin).

Consider the first claim that we know how meanings supervene on usage. The 
relevant usage patterns determine meanings for natural language expressions in 
exactly the way that the linguists who construct semantic theories specify the 
relation between those theories and their data. That is, natural language seman-
ticists do provide us with knowledge of the supervenience function because they 
give us two kinds of information—(i) the semantic theories themselves and (ii) 
the kinds of evidence that counts in favour or against these semantic theories. 
The phenomena that count as evidence for or against a semantic theory are the 
supervenience base for the supervenience relation in question. The outputs of the 
semantic theory are what supervene on this base. Of course, this knowledge of 
the supervenience relation that we gain from understanding semantic theories for 
natural languages together with their classes of evidence for and against is not 
perfect, but it is significant, and it shows that the technological possibility this 
knowledge could be improved without any obvious obstacles.

Moreover, in Williamson’s arguments, the possible worlds that are similar to 
ours are supposed to be ones where some people’s judgments about specific cases 
are different. Of course, these are not the features of uses that linguists think 
determine meaning. In order to get a possible world in which the meanings of a 
word is different, it would have to be a world in which native speakers make dif-
ferent judgments about entailments or engage in substantially different patterns 
of classification, or something else just as fundamental. For example, a world 
where people accept the sentence ‘Heather broke the window’ but might not 
accept ‘the window broke’ would work. This would require massive changes all 
over the pattern of usage, not just some slight differences on the margins. Hence, 
Williamson’s false picture of how meanings are determined leads him to think 
that meanings are much more modally fragile than they really are. Hence, even 
if one accepts Williamson’s margin of error principles, they do not undermine 
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knowledge in borderline cases of vagueness. In all the nearby possible worlds, 
vague words still have the same meanings, so the sentences about borderline 
cases that are true in the actual world are true in the relevantly similar possible 
worlds as well.

Finally, once one understands which judgments by native speakers are relevant 
to determining the meaning of an expression, one can see that the errors William-
son mentions are irrelevant. Even if people mistake some windows for doors, they 
will still agree to the relevant entailments, accept the relevant synonymies, reject the 
relevant contradictions, and engage in the same patterns of classification. So, this 
point vanishes as well once the mistake about which patterns of usage are relevant is 
straightened out.

All that is left is Williamson’s Point 1, which is undermined by the claim about 
surveillance capitalism collecting data on all sorts of usage patterns, including the 
ones that linguists think determine the meanings of our words. Remember, the tech-
nical possibility of collecting enough of the right data on linguistic usage to decrease 
vagueness even a small amount in only one word is enough to refute epistemicism.

We consider a series of objections to our arguments just given. First objection: 
what we have here is a clash of intuitions—those that support the epistemicist and 
those that support an alternative view on meaning that differs from epistemicism. 
There is no reason to support the latter over the former, so there is no reason to think 
that surveillance capitalism poses any threat at all to epistemicism.

Reply: on one side we have the epistemicist’s contention that very many uses 
of language (or at least the correct ones) influence the completely determinate but 
unknown semantic features of our words. On the other side we have a consensus of 
scientists offering a scientific framework that has vast empirical support and predic-
tive success. According to this framework, the semantic theories that specify seman-
tic values of our words are not answerable to every use of language; rather, it is pat-
terns of usage that matter and only certain ones at that.8 This is obviously not a clash 
of intuitions, and it should be clear which side to believe.

The objector continues: one can find linguists saying things that sound like epis-
temicist views. For example, Christopher Kennedy writes, “As noted above, changes 
in our dispositions can result in changes in the extension of a vague predicate in 
ways that are too complicated to calculate” (2011, p. 86).

Reply: Kennedy is no epistemicist—he offers a robust objection to epistemicism 
just after this quotation, and one of his points is that certain changes in our disposi-
tions can affect extensions, but the epistemicist is wrong to assume that any changes 
in dispositions will affect extensions. Kennedy’s theory, however, does posit that 
there are sharp cutoffs in the semantic values of our words, which is shared with 

8  Williamson does sometimes talk about the pattern of usage, but he means all or most of the uses of a 
vague term as the quotations above demonstrate; changing even one of the uses makes a new pattern (as 
evidenced by his examples of other possible worlds where a vague word is used differently). When we 
talk about patterns of usage, we mean the common or central uses of a vague term as it is used by the 
relevant people (whatever one’s view on this) over time, where a pattern of usage can retain its identity 
through some changes in the individual uses that make up that pattern (as a ship can retain its identity 
through some changes in planks).
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the epistemicist. However, Kennedy does not think they are unknowable although 
they might have been too complicated to calculate in 2011 when this quote was 
published.

Second objection: meaning is not determined by usage, it is determined by dispo-
sitions to use. So, framing the discussion in terms of actual uses is misleading.

Reply: We agree, but it does not make any difference in Williamson’s arguments 
or our objections. Not all dispositions to use are relevant to meaning. Your disposi-
tion to call certain windows doors does not matter at all. Your disposition to agree 
that if someone breaks a window then the window breaks does matter. As does your 
disposition to agree that one meaning of ‘bank’ applies to financial institutions. All 
the same points apply to dispositions.

Third objection: The very precise knowledge of borderline cases that Williamson 
argues is impossible is not the same as the knowledge that comes from semantic 
theories. In particular, Davidson’s considerations about entailments and action sen-
tences provide us with limited knowledge of logical forms compared to the knowl-
edge of extensions and their borderlines, which is Williamson’s focus. As such, our 
arguments about the patterns of usage on which meanings depend are not relevant 
for assessing Williamson’s project.9

Reply: We admit that people mean a wide range of things by the term ‘seman-
tics’, but what we mean by ‘semantics’ is the same as those who use the term to 
describe projects in that attribute semantic values to the linguistic items (especially 
sentences) in a language fragment in a roughly compositional way. The semantic 
values are supposed to be formal models of meanings. This is the same kind of pro-
ject that Davidson was engaged in and about which the Dowty et  al. quote above 
addressed. Remember that Davidson endorsed a Tarski-style semantic theory that 
attributes determinate extensions to the words in question. More recent theories like 
Dowty et  al.’s theory and Kennedy’s theory differ from what Davidson advocates 
in some ways but they too attribute determinate extensions to words in question, as 
do and all the others we referenced. Our view is that there is no distinction between 
the kind of knowledge Williamson says is impossible (i.e., knowledge of the deter-
minate border) and the kind of knowledge that is provided by a specific semantic 
theory for a specific language fragment that makes correct predictions about specific 
speakers’ linguistic acts. At this point, we have said enough to put the burden of 
proof on a defender of Williamson-style epistemicism; as far as we know, there is 
nothing about this point in Williamson’s lengthy defense of epistemicism or those 
who follow him, so any sort of argument to support an objection like the one under 
consideration would need to be substantial enough to stand alone as a contribution 
to the literature.

Fourth Objection: Even if we come to know the patterns of usage that determine 
meaning and we know how meanings are determined by those usage patterns, it still 
will not be enough. The reason is that semantic theories output values de re, but we 
need de dicto descriptions of the world to satisfy the epistemicist.10

10  [Acknowledgement redacted].

9  Our thanks to an anonymous referee for this objection.
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Reply: Williamson never makes this argument, but he does discuss the distinction 
in his chapter on vagueness in the world. There he provides a lovely illustration:

Syntactically, the distinction between constructions de re and de dicto may be 
drawn for any sentence functor. In constructions de dicto, a term occurs within 
the scope of the functor, … In constructions de re, the term occurs outside the 
scope of the functor … Imagine someone who does not know that Constantin-
ople fell in 1453; he knows only that it fell after a great siege sometime in the 
fifteenth century. Thus he does not know that the year Constantinople fell was 
before 1460. However, he does know that 1453 was before 1460. Indeed, he 
knows of 1453 that it was before 1460. Since 1453 is the year Constantinople 
fell, he knows of the year Constantinople fell that it was before 1460. Thus ‘He 
knows of the year Constantinople fell that it was before 1460’ (de re) does not 
entail ‘He knows that the year Constantinople fell was before 1460’ (de dicto) 
(Williamson, 1994, p. 259).

et us see how to formulate the objection exactly: imagine that the output of a seman-
tic theory is something like: expression ‘lavender’ has semantic value M. One wants 
to know whether a certain wall is lavender or not lavender (or maybe whether it 
is lavender or mauve—that extra complexity can be added after considering the 
more basic case). That is, one wants to be able to know that the wall is lavender or 
know that the wall is not lavender. Nevertheless, it is clear that there is no barrier to 
using a semantic theory that provides de re outputs to infer de dicto knowledge. For 
example, the expression ‘lavender’ has semantic value M, and W is a wall that is a 
member of M; therefore, W is lavender. We are arguing that, contra the epistemi-
cist, the use data relevant to determining sharp boundaries for vague expressions are 
not expansive. The fact that one might need additional information to infer de dicto 
results from de re predictions of a semantic theory does not matter for our purposes.

Fifth objection: Perhaps meanings do not supervene on usage patterns alone—
they might depend on all sorts of mental processes and maybe other things as well.

Reply: We are not, for the sake of argument, considering this option because Wil-
liamson assumes the supervenience of meaning on use. Still, even if it turns out that 
this assumption is wrong, the rise of surveillance capitalism is capable of overcom-
ing this obstacle. For example, there are algorithms that can identify your core per-
sonality traits better than your close friends simply by looking at your Facebook 
“likes”.11 Moreover, algorithms in the area known as Bayesian Theory of Mind can 
accurately attribute beliefs, desires, intentions, emotions, and other mental states 
that might be involved in determining the meanings of our words.12 This has already 
been one of the most active areas of surveillance capitalism and is the basis for 
microtargeting advertisements and the business plan for companies like Cambridge 
Analytica.13 Overall this objection takes us beyond the scope of the paper, but we 
have good reason to think that the same results apply even when one goes there.

11  See Youyou et al. (2015).
12  See Baker et al. (2011) for the founding paper of Bayesian Theory of Mind.
13  See Ienca and Vayena (2018).
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We could go on and on—there are many relevant objections the epistemicist 
could press, but the burden of proof at this point should be on the epistemicist to 
point out where our objections have gone wrong or formulate new arguments for the 
impossibility of knowledge in borderline cases.

So far, we have offered a number of objections against epistemicism based on sur-
veillance capitalism and natural language semantics. Because epistemicism involves 
a number of interlocking mistakes, it is helpful to list the major ones.

	 (i)	 Epistemicist mistake 1 Very many of the correct uses of a vague term are 
relevant to determining a semantic value for that term and hence for a deter-
minate boundary between things to which the term applies and things to which 
it does not. We have argued that the right view is that only certain patterns 
of usage are relevant for constructing and testing theories in natural language 
semantics and so only certain patterns of usage are relevant for determining 
the semantic values of our linguistic expressions.

	 (ii)	 Epistemicist mistake 2: The correct uses that determine semantic values are 
unknowable. We have argued that enough of the relevant patterns of use for 
determining semantic values can be catalogued now with the rise of surveil-
lance capitalism that we can make well-supported generalizations about the 
rest.

	 (iii)	 Epistemicist mistake 3 The relationship between the correct uses that deter-
mine meaning and the determinate semantic value is unknowable. We have 
argued that we already understand how the relevant use patterns determine 
semantic values by way of semantic theories proposed by linguists. The correct 
relationship between relevant data and the attribution of semantic values by a 
semantic theory is one we already understand from natural language seman-
tics. This knowledge is not perfect or impervious to update or improvement, 
but it contradicts what is entailed by epistemicism.

	 (iv)	 Epistemicist mistake 4 Determinate boundaries for vague terms are unknow-
able. So far we have objected to Williamson’s arguments for this claim, but we 
have not shown that the claim itself is false. We aspire in this paper to shift the 
burden of proof to the epistemicist, and we have done that. Many philosophical 
moves undermine an argument for some view so that supporters of it will feel 
like they need to offer some new justification or debug the old one. Neverthe-
less, we also think a good case can be made that this epistemicist claim is 
indeed false, not simply unjustified. That is a task for the next section.

4 � The “Ultimate Dictionary” App

We do have reasons to think that vague terms do have more determinate boundaries 
than are known in many conversations and that using AI can help us come to know 
these boundaries better. In this section, we first propose a thought experiment that 
should undermine this epistemicist point directly.

We want to be careful to warn the reader to avoid confusion—the following 
thought experiment is not real. We are unaware of anything like this hypothetical 
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algorithm being used in surveillance capitalism or in the literature on machine learn-
ing algorithms.14 Before the thought experiment, we need to reflect on the roles of 
AI / machine learning in what we have said in order to emphasize the distinction 
between what is real and the thought experiment.

So far, we have mentioned that machine learning algorithms are used for vari-
ous purposes by surveillance capitalist firms. These purposes include data collec-
tion, data cleaning, and data analysis.15 Data collection often does not use AI, but 
it can, depending on the kind of data. Scraping text from a website does not require 
AI, but collecting text from an audio or video track often does use AI. And one 
project’s output might be the input to another project; for example, clicked “Likes” 
on Facebook might be the data for a machine learning algorithm that predicts per-
sonality traits, but those personality traits might be data for another machine learn-
ing algorithm that predicts what kind of advertising would be most effective. Data 
cleaning is getting one’s data sorted properly so that they can be analysed. Many of 
these algorithms are not AI, but some are. Finally, data analysis often uses AI, and 
with the aims of surveillance capitalism, the goal is to predict and control people’s 
behaviour with respect to clicking links online and spending money.

Now for the thought experiment. We invite you to consider a hypothetical 
machine learning algorithm (or collection of algorithms) that can answer questions 
about the semantic values of words in a natural language based on some kind of 
data. This technology can be used in the following way: you wonder whether a cer-
tain wall is mauve. You open the “Ultimate Dictionary” app and point your phone at 
the wall. You ask whether the wall is mauve and it gives you an answer. This is, of 
course, also an answer to whether the wall is in the extension of ‘mauve’.

Imagine that the “Ultimate Dictionary” provides you with an answer: No, the 
wall is lavender. Because so much language is context dependent, the “Ultimate Dic-
tionary” app will have to consider information about your situation. This informa-
tion about your situation might include information structure in your conversation, 
lighting, etc.; it could get this information from your phone which it is monitoring 
all the time thanks to surveillance capitalism.

We are going to consider a hypothetical class of machine learning algorithms that 
could be used to decrease vagueness in an app like “Ultimate Dictionary”. There are 
probably many subclasses of algorithms that could accomplish this task in unimag-
ined ways, but we consider three:

A.	 Natural Language Processing (NLP) Algorithms
B.	 Classification Algorithms
C.	 Artificial Theorist Algorithms

14  See Jullien et al. (2022) an example of work in this direction, however.
15  See Russell and Norvig (2020) for AI applications that can be used in each of these processes and see 
Zuboff (2019) for examples of AI applications used in surveillance capitalism. See Marcus and Davis 
(2019) for criticism of exaggerated claims about what current machine learning algorithms are capable 
of. Note that even Marcus and Davis are optimistic that abilities like the ones we describe in these exam-
ples are technologically possible, however they argue that it will require a kind of knowledge representa-
tion to be integrated with traditional machine learning algorithms.
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The first subclass, NLP algorithms, covers the area of machine learning dedicated 
to algorithms that process written and spoken language. A famous recent example is 
GPT-3, which has, among other amazing feats, authored a paper about why people 
should not be afraid of it and replied to a team of philosophers debating its philo-
sophical significance (GPT-3, 2020; Zimmerman, 2020). One important subclass of 
NLP algorithms are question and answer (Q&A) algorithms, which provide infor-
mation in the form of answers to queries from users. If everyday people are going 
to utilize AI applications to decrease vagueness in the ways imagined below, then 
they will probably need to use some kind of Q&A algorithm. Beyond that, there is 
little in the NLP literature that would inspire an “Ultimate Dictionary” app, other 
than the idea that the advances we have already made in generating algorithms that 
can display mastery of language make it plausible that something like an “Ultimate 
Dictionary” is technologically possible.16

The second subclass—classification algorithms—are ubiquitous. For example, a 
neural network might be trained to identify photos with cats. When given a photo as 
input, it provides a prediction about whether that photo has a cat. Algorithms like 
this are trained using input/output pairs known to be true (e.g., where the theorist 
knows whether there is a cat in the photo or not), and the algorithm is trained, in 
part, by using this information. There are thousands of different machine learning 
classification algorithms, but one thing it is easy to miss is their semantic signifi-
cance. Consider again the example algorithm that classifies photos by whether they 
contain an image of a cat. The important point is that this algorithm, by virtue of 
classifying photos in this way, also classifies whether photos are in the extension of 
the phrase ‘photo with a cat’. If the average human is, say, 90% correct at identify-
ing photos with cats and our algorithm is, say, 95% correct, then it could be used 
to provide us with new information. From the algorithm’s answer we might infer 
some information about the world—whether a photo has a cat. Or we might infer 
some information about language—whether a photo is in the extension of ‘photo 
with a cat’. Perhaps one of these is basic, and the other is inferred. We will not take 
a stand on this issue. But this sort of connection between claims about the world and 
claims about meanings or extensions is already well documented in the philosophi-
cal literature.17

The third subclass we have called artificial theorists. These are machine learn-
ing algorithms that construct scientific theories given certain kinds of data. For 
example, one genetic algorithm—which generates small changes over and over and 
selects the best variant based on how it performs—inferred general equations of 
motion from data about positions and velocities of a collection of objects (Schmidt 
& Lipson, 2009). Others try to accomplish similar goals with other sorts of algo-
rithms (Wu & Tegmark, 2019).18 Another example algorithm generates novel and 
accurate theoretical hypotheses about which physical materials have scientifically 

16  See Pater (2019), Pearl (2019), and Potts (2019) for other examples of how machine learning can aid 
natural language semantics.
17  See Thommasson (2018) for an example.
18  See also de Silva et al. (2020).
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significant properties (e.g., that CsAgGa2Se4 is a thermoelectric) simply by looking 
at word embeddings in papers published in the materials science literature (Tshi-
toyan et al., 2019). In each of these cases, a machine learning algorithm generates 
general theoretical hypotheses that explain limited observed behaviour. Although we 
know of no examples of algorithms that generate natural language semantic theories 
from linguistic data, we are also unaware of any reason to think that they could not 
be a possibility. That is, one could find a machine learning algorithm that functions 
as an artificial semantic theorist, just as some computer scientists have already found 
algorithms that function as artificial physicists (“AI Physicist” is actually the name 
Wu and Tegmark (2019) use to describe their project). We are not going to speculate 
further about how the “Ultimate Dictionary” app works, but what we have so far 
ought to make it clear that it is technologically possible.

Consider an objection: just because some AI algorithm presupposes that our 
words work a certain way does not mean we should think that this assumption is 
true. In other words, our argument seems to be: surveillance capitalism relies on 
AI that uses sharp boundaries when gathering and processing information. On that 
assumption (and assuming humans accept the meaning constraints imposed by AI) 
the triumph of AI will be the end of vagueness. But there is no reason to think that 
the assumptions made by AI about what our words mean are true.

Reply: The objection misconstrues our arguments and assumptions. AI plays a 
role in collecting, formatting, and processing information about us. Some of this 
information pertains to the semantic features of our words (e.g., sharp but unknown 
boundaries of vague predicates). It is this information and the technological pos-
sibility of using it to make accurate predictions about the determinate boundaries 
of the words, not the assumptions made by AI about it, that is incompatible with 
what epistemicism says about vagueness. This conclusion does not depend on any 
assumptions made by AI. We do rely on conclusions defended by linguists about 
which aspects of language use in fact determine what our words mean, and we have 
argued for certain claims about what is technologically possible to achieve using AI 
given what we already know to be achievable. However, assumptions made by AI 
algorithms play no role.19

Surely there are readers who want to object: look around—there are no apps like 
the one just described. If we understand semantics so well and have so much new 
data on usage, then why don’t we know anything new? Where are these trumpeted 
advances?20

Reply: This objection mistakes the epistemicist’s position. We obviously do not 
have an “Ultimate Dictionary” app available right now. However, such a thing is not 
just technologically possible but likely in the near future. It is up to the epistemicist 
to argue that this is technologically impossible. The epistemicist must defend the 

19  See Marcus and Davis (2019) for discussion of common misunderstandings about how AI interacts 
with language.
20  Acknowledgement redacted.
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claim that our science and technology simply cannot advance to that point. And that 
seems utterly implausible.21

Consider a real-world example of vagueness resolution by AI. Botanists 
employed by the Sun Yat-Sen arboretum in Nanking, China collected and labelled 
the plants therein and made their dataset—now called the Flavia dataset—available 
to other researchers (Wu et al., 2007). Datasets like this one have been used to train 
algorithms that can classify plants better than many experts.22

4.1 � Vagueness Resolution by AI

•	 At time 1, Plant 1 is unclassified. No one knows what it is, but it is, in fact, an 
orchid. The relevant unknown usage patterns together with known empirical facts 
determine that it is an orchid. It is an epistemic borderline because if all the rel-
evant language usage patterns were known, then Plant 1 could be properly clas-
sified as an orchid. Experts know Plant 1’s biochemistry and genetics but this is 
not enough to know that it is an orchid.

•	 Later, at time 2, an AI algorithm is trained using experts’ classifications and pre-
vious reliable predictions. The AI algorithm predicts that Plant 1 is an orchid. 
Now Plant 1 is no longer an epistemic borderline—it is known to be an orchid. 
The word ‘orchid’ has become less vague.

Contrast the process of vagueness resolution by AI to normal scientific inquiry.

4.2 � Regular Science

•	 At time 1, Plant 2 is unclassified. No one knows what it is, but it is, in fact, an 
orchid. The relevant known usage patterns together with unknown empirical facts 
determine that it is an orchid. Plant 2 is not an epistemic borderline because eve-
ryone involved knows all the relevant usage patterns, but no one involved knows 
the empirical fact about its genetics and biochemistry.

•	 Later, at time 2, an expert does genetic and biochemical tests on Plant 2 and 
determines that Plant 2 is an orchid. Plant 2 is now known to be an orchid. How-
ever, Plant 2 was never an epistemic borderline. Thus, no change in the vague-
ness of ‘orchid’ has occurred through this process of regular science.

Discovering a new fact about some non-linguistic object one is studying (i.e., regu-
lar science) does not decrease vagueness, but some technology, when applied in the 
right way, can decrease vagueness, as in the example above.

We anticipate an objection to this example: although the plant identification 
app does not treat the meaning of ‘orchid’ as if it depended on a huge number of 

21  Even critics of contemporary AI like Marcus and Davis (2019) offer no reason to think that this is 
technologically impossible.
22  See Bonnet et al. (2018) and Sinha et al. (2021).
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linguistic actions, the example agrees with the epistemicist that the extension of 
‘orchid’ is modally fragile. For example, if the botanist working at the arboretum in 
question had made a different decision about the identity of the Platanthera bifolia 
the app would have classified it differently and the extension of ‘orchid’ would have 
been slightly different.

Reply: If the botanist in question had decided that a certain orchid plant is not an 
orchid, then that would have been a mistake. The AI algorithm powering the app 
would have also made a mistake. The plant at the arboretum is still an orchid, even 
if an expert denies it. In order to have modal fragility the epistemicist desires, one 
would need it not to be a mistake. That is, the field of botany would have to be dif-
ferent in order to make it the case that the plant in question is really not an orchid. 
And a world where the entire field of botany is that different is not a nearby possible 
world. Therefore, there is no modal fragility in this example, and we think that the 
idea has no place in a proper understanding of vagueness.

5 � Technological Epistemicism

So far, we have argued that the information about word usage being recorded by 
surveillance capitalists is incompatible with epistemicism about vagueness. One 
interpretation is that epistemicism is right and surveillance capitalism is bringing 
about the end of vagueness by making it the case that knowledge of sharp semantic 
borders is now technologically possible. However, we think a better interpretation is 
that vagueness does not disappear simply because some knowledge is now in prin-
ciple available. On this alternative interpretation, epistemicism is false and there is 
still vagueness. On this alternative interpretation, vagueness is not in-principle igno-
rance about determinate boundaries—that is one place the epistemicist went wrong.

There is a version of epistemicism that deals with these issues better than the 
traditional version. The idea is that if we knew more of the relevant data, and we 
know how to process it, then we could know the semantic values of our words and 
sentences with higher confidence and precision. There might potentially be many 
kinds of relevant data, depending on the kind of algorithm used to inform us about 
the fine details of the meanings of our words. In the previous section, we proposed 
three different ways that AI might be used to decrease the vagueness of our words 
(NLP, classifiers, and artificial theorists).

Maybe we will eventually eliminate all the uncertainty over usage. We can use 
the term technological epistemicism for the empirical claim that we or some kind 
of intelligent entity like us will eventually eliminate all the borderlines and thereby 
eliminate all uncertainty over determinate extensions.23 We do not know whether 
technological epistemicism is true. However, we do think that insofar as there is a 
fact of the matter as to what we mean, then a suitable technology plus sufficient 
scientific understanding of semantic properties will eventually eliminate all the 

23  See Greenough (2003, pp. 252–253) for a suggestion with a similar spirit.
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borderlines that can be eliminated. Whether that is all the borders that exist remains 
to be seen.

The technological epistemicist about vagueness says that as our knowledge of 
the relevant usage data increases and our ability to model semantic values on the 
basis of those data increases, our knowledge of the semantic values of our words 
increases in quality as well. Hence, the technological epistemicist can hold on to 
the idea that vague words have sharp boundaries, and that vagueness is ignorance of 
those boundaries. However, the idea that this ignorance is “in principle” or perma-
nent must be jettisoned.

For what it is worth, we think that vagueness pluralism is the right view: there 
are different kinds of vagueness, some are epistemic, some are semantic, and some 
are metaphysical.24 Perhaps these types of vagueness are associated with particular 
vocabularies, but it might be that a single word/topic displays all three. For example, 
it seems plausible to think that the meaning-constituting patterns of use for ‘red’ 
make it the case that the following claims are true. Thing 1 is known to be determi-
nately red. It is not a borderline case in any sense. Thing 2 is determinately red, but 
no one knows this yet because we do not yet have available the information about 
our relevant patterns of usage. Hence, Thing 2 is an epistemic borderline case—
there is a fact of the matter, we do not yet know it, but we can come to know it. 
Assume that Thing 3 is not determinately red because our patterns of usage do not 
determine every case. Nevertheless, there are facts about light, reflection, percep-
tion, etc. such that we could use ‘red’ in a way that would determine that Thing 3 is 
determinately red. Hence, Thing 3 is a semantic borderline case—there are relevant 
facts of the matter but our linguistic practice does not confer a meaning on ‘red’ 
that is precise enough to determine either that Thing 3 is red or that Thing 3 is not 
red. Finally, Thing 4 is not determinately red because the relevant bits of the world 
are indeterminate. There is no fact of the matter, so there is no way for us to have 
given ‘red’ a meaning that would decide Thing 4. Hence, Thing 4 is a metaphysical 
borderline case. We can imagine a word that displays epistemic vagueness, semantic 
vagueness, and metaphysical vagueness all at the same time.25

Of course, this is just an example to illustrate how vagueness pluralism might 
work as a background framework for technological epistemicism. Moreover, noth-
ing else in this section or the paper depends on vagueness pluralism. Nevertheless, 
a vagueness pluralist might want to reject technological epistemicism as an account 
of all vagueness, but accept that technological epistemicism is true of all epistemic 
vagueness. If so, then this theorist would be committed to the view that our words 
have sharper boundaries than we know now, but not completely sharp boundaries. If 
that is right, then surveillance capitalism is a portent of the end of epistemic vague-
ness, but not other kinds of vagueness. That is what we think is the most plausible 
overall account, but we do not argue for it here.

In sum, the epistemicist claims that the technological possibility of knowl-
edge of linguistic usage that is enough to know sharp boundaries for our words is 

24  As far as we know, this view of vagueness pluralism has not been defended in print.
25  See Kölbel (2010) on semantic vagueness and Barnes (2010) on metaphysical vagueness.
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incompatible with vagueness. Hence, if this were to become technologically pos-
sible, then it would be the end of vagueness, according to the epistemicist. Instead, 
we have offered technological epistemicism, which implies that there is currently 
vagueness. However, as our technological capacities grow, vagueness can decrease, 
and we might reach a point at which our epistemic vagueness is eliminated for those 
with access to the technology.

6 � Explainable Artificial Intelligence (XAI)

We have argued in detail that AI can provide us with knowledge of the determinate, 
but previously unknown, boundaries to our words. That is, AI can bring about an 
end to (one kind of) vagueness. But, humans will not come to know about these 
boundaries if we refuse to believe what the AI in question tells us—if we do not 
trust the AI in question. Thus, one important line to pursue from here is: what would 
we do if we were given access to this information about the meanings of our words? 
One day, surveillance capitalism might be no more, but humanity could still be able 
to collect or utilize similar information about relevant aspects of language usage. For 
example, this information might be provided to everyone for free.

Imagine a speaker calls a wall “mauve”. Someone else in the audience says, 
“actually, it is not mauve—you can see the Ultimate Dictionary app says that it is 
lavender.” What is the next step for the speaker?

One move is to concede. Another move is to reject the appeal to technology 
entirely. Still another move would be to say something like, “well, it should be 
mauve, and that’s what I’m going to call it.” That is an interesting avenue down 
which one finds things like metalinguistic negotiation26 and conceptual engineer-
ing.27 But, that is not our focus here. The speaker could instead ask for a justification 
or a reason for the claims made about what ‘mauve’ means.28 That is where our 
story involves how we might come to trust AI.29

To get a feel for the issues that currently dominate discussion of XAI, imagine 
that a machine learning algorithm employed by a hospital says that limited resources 
should be spent on treating a particular patient and not treating another. The 
untreated patient is expected to die. This patient and family will demand to know 
why their loved one should go untreated. One answer is: the machine learning algo-
rithm said so. That kind of answer is obviously unpersuasive to most humans.

Another answer one could give to the patient and family is that the machine 
learning algorithm has been optimized to make medical decisions that are in the 
overall best interest of the community over time, given their limited resources. If the 
untreated patient were to be treated, then something even worse than the untreated 

26  See Plunkett (2015) for an overview.
27  See Cappelen (2018) for a survey.
28  This sort of move might be motivated by the knowledge norm of assertion—see Williamson (2000) 
for discussion.
29  For a recent philosophical discussion of trust, see Hawley (2019).
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patient’s fate would have to occur instead make up for it. This sort of reason might 
be convincing to some people, but many will notice that it could be given—just as 
it is—to everyone who demands a reason for a decision from the algorithm. Instead, 
people will demand to know the reason for this particular decision, not for decisions 
in general.

It is at this point that the hospital might appeal to XAI (Carter et al., 2019; Doshi-
Velez & Kim, 2017; Gilpin et al., 2019; Gunning, 2017; Molnar, 2021; Olah et al., 
2017, 2018). In the machine learning literature, these are often called interpretable 
machine learning algorithms. This new movement focuses on explaining the behav-
iour of machine learning algorithms and other artificial systems and designing new 
ones that provide humans with explanations for the behaviour of the algorithms. The 
explanations in question need to be understandable in human terms—they cannot be 
just listing lines of code or activation parameters.

Christoph Molnar’s recent monograph includes a detailed discussion of the kinds 
of projects in XAI and interpretable machine learning. In his terminology, a machine 
learning algorithm is fed data and thereby trains a model. The model is a program 
that benefits from what was learned about the data. The model is then used to make 
predictions (e.g., whether some email is spam, whether an object in a photograph 
is a face). Molnar offers the following kinds of questions addressed by research on 
XAI and interpretable machine learning:

•	 How does the algorithm create the model?
•	 How does the trained model make predictions?
•	 How do parts of the model affect predictions?
•	 Why did the model make a certain prediction for a particular input?
•	 Why did the model make specific predictions for a group of inputs? (Molnar, 

2021, pp. 24–26).

The answers to these questions are what is missing in the above examples involv-
ing mauve and the hospital. These are the answers that would stand a chance of 
satisfying people’s questions about the behaviours of AI systems. And these sorts of 
reasons are the ones that will decide whether artificially intelligent systems earn our 
trust.

If we go back to the case of mauve, then we see the same array of options. What 
matters is the explanation given for why the machine learning algorithms employed 
by surveillance capitalism decided that the cut off for ‘mauve’ was such and such. 
These sorts of reasons are the ones that will decide whether AI systems earn our 
trust to serve as standards in human conversations about what we mean.

In the mauve/lavender example, a person uses the Ultimate Dictionary app to 
determine that a certain wall surface is in the extension of ‘lavender’ and not in the 
extension of ‘mauve’. If those involved want to understand why the app gave this 
answer, they might be able to rely on some additional resources. Imagine that the 
app has an “Explain Answer” option, which activates an XAI algorithm. In what fol-
lows, we can suppose that the Ultimate Dictionary works because it is really a mas-
sive compilation of classifiers (this would be option B from Sect. 4). If so, then we 
might use an XAI method that works for classifiers.
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For example, SHapely Additive exPlanations (SHAP) is an XAI algorithm that 
works for classifiers and focuses on the features that are involved in a particular pre-
diction in order to explain that prediction.30 A feature is an input to a machine learn-
ing model (in Molnar’s terms explained above), where a prediction is the output. In 
the example of the plant identification model, the model is a probabilistic neural net-
work and the features include the diameter, length, width, area, and perimeter of the 
leaf, which are used to compute additional features like narrowness (i.e., diameter / 
length) and rectangularity (i.e., (length x width) / area). These features of each item 
are inputs into the model, which then uses the feature values (the numbers) together 
with its own internal calculations to predict whether the item in question has the tar-
get property (or which target property it has). In this case, the plant type is the target 
property. The SHAP algorithm is used to interpret each prediction from a classifier 
by looking at how much weight each feature had in making that prediction. So, in 
our example, when the app says that the plant in question is Platanthera bifolia, it 
made that prediction based on estimating the plant’s features. These estimated fea-
ture values were then fed into the model, which in turn calculated the target property 
of Platanthera bifolia.

The SHAP algorithm helps explain the predictions of another model (e.g., the 
plant classifier or the Ultimate Dictionary). It explains these predictions by figuring 
out which features were involved the most in making the prediction in question. In 
the plant classifier identifying Platanthera bifolia, perhaps it was the narrowness 
of the leaves combined with the colour of the flowers. In this way, SHAP and other 
XAI algorithms can explain the behaviour of “regular” machine learning algorithms. 
It is important to remember that SHAP is a completely different algorithm that uses 
ideas from game theory that allow the features of the underlying model to compete 
with one another to see which one has the most influence in a given prediction. It 
takes as input certain properties of the underlying model (e.g., plant classifier) and 
provides as output the features most involved in a certain prediction made by that 
underlying model.

Returning to our example conversation with the Ultimate Dictionary app, once 
the “Explain Answer” button is pressed, another algorithm—an XAI algorithm 
that we can suppose is SHAP—looks at the “Ultimate Dictionary” model. We have 
supposed that the Ultimate Dictionary is composed of a bunch of classifiers, so 
SHAP might takes as input the properties of the “Colour” classifier. These might 
be derived from an image taken of the wall in question together with information 
about the conversation in question (to disambiguate and to settle contextual features 
of colour terms). The output of the “Explain Answer” algorithm is which features 
of the “Colour” classifier were most involved in the prediction that the wall is lav-
ender and not mauve. In this way, the “Explain Answer” algorithm offers a reason 
or an explanation for the answer given by the “Ultimate Dictionary” app. And this 
answer is specific to the unique prediction in question. SHAP explains why the app 
provided the output it did by citing the most important inputs used in the calcula-
tion of the answer. This is just what one would expect from a human expert in the 

30  See Lundberg and Lee (2016).
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same situation, and that is why XAI is so important for humans to be able to have 
knowledge of the determinate boundaries of vague words. Without XAI to explain 
the answers about the boundaries of our words, we might not readily believe what 
the algorithms tell us about those boundaries. And without believing, there is no 
knowing, at least according to many popular accounts of knowledge.

In conclusion, the importance of AI and surveillance capitalism in the study of 
vagueness should be apparent now. Humans using AI will be able to collect enough 
of the right kinds of data and process them so that we will be able to find more 
determinate semantic values for many words. If ordinary people can access these 
precise semantic values, what will happen? Whether they matter for ordinary peo-
ple, whether they are taken as authoritative, whether people trust them: these depend 
on how well people can understand the decisions made by the artificial systems 
involved in collecting and processing the data. If the XAI movement succeeds, then 
we should expect people to trust AI systems to make important decisions, like what 
we mean and whether we live or die. In other words, people might come to trust 
artificial decisions and opinions in their lives, but only if they can understand the 
reasons for them in human terms.
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