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A B S T R A C T   

Gas hydrates in pipelines is still a flow assurance problem in the oil and gas industry and requires a proactive 
hydrate plugging risk predicting model. As an active area of research, this work has developed a 3D 10 m length 
by 0.0204 m diameter horizontal pipe CFD model based on the eulerian-eulerian multiphase modelling frame-
work to predict hydrate deposition rate in gas-dominated pipeline. The proposed model simulates the conditions 
for hydrate formation with user defined functions (UDFs) for both energy and mass sources implemented in 
ANSYS Fluent, a commercial CFD software. The empirical hydrate deposition rates predicted by this model at 
varying subcooling temperatures and gas velocities are consistent with experimental results within ±10% un-
certainty bound. At lower gas velocity of 4.7 m/s, the model overpredicted the hydrate deposition rates of the 
experimental results in Aman et al. (2016) by 9–25.7%, whereas the analytical model of Di Lorenzo et al. (2018) 
underpredicted the same experimental results by a range of 27–33%. Consequently, the CFD model can enhance 
proactive hydrate plugging risk predictions earlier than the analytical model, especially at low gas productivity. 
Similarly, at a velocity of 8.8 m/s and subcooling temperatures of 2.5 K, 7.1 K and 8.0 K, the CFD model 
underpredicted the hydrate deposition rates of the regressed experimental results in Di Lorenzo et al. (2014a) by 
14%, 6% and 4% respectively, and overpredicted the results by 1% at a subcooling temperature of 4.3 K. From 
the CFD model results, we also suggest that hydrate sloughing shear stress is relatively constant, and the wall 
shedding shear stress by hydrate vary during deposition. Finally, the CFD model also predicted the phase change 
during hydrate formation, agglomeration, and deposition.   

1. Introduction- 

The need for a specific gas-hydrate predicting model for gas- 
dominated systems has been stressed in the literature (Charlton et al., 
2018a). Natural gas is still preferred as a cleaner source of energy when 
compared to coal and crude oil for its lower carbon level. Whereas 
hydrogen gas is cleaner, yet transportability concerns for large-scale 
industry application continue to favour the use of natural gas (Melaina 
et al., 2013; Meng et al., 2017; Umuteme, 2020). In 2020, global de-
mand for natural gas was estimated as 4.4 trillion cubic meters (BP, 
2020). As the world move into a fully digital economy, the dependence 
on natural gas will continue to increase. While waiting for other 
competitive sources of energy that can meet global energy demand in 
the coming years, it is important to enhance flow assurance in natural 
gas pipelines through proactive intervention measures that can manage 

the formation and deposition of hydrates. Gas hydrates are still opera-
tional pipeline plugging risk in the transportation of natural gas. For 
offshore gas pipelines buried or lying on the seabed, subcooling tem-
peratures around the pipeline can lead to gas-pipewall thermal gradient 
that can increase the formation and deposition of hydrates. This 
occurrence can hinder gas availability to costumers. Also, pipeline 
plugging and reduction of hydraulic diameter during hydrates deposi-
tion can lead to pipeline failure through over-pressurisation (Jassim 
et al., 2010; Sloan et al., 2011a). Thus, hydrate deposition in 
gas-dominated pipelines is one of the prevailing safety and economic 
concerns in the oil and gas industry (Koh and Creek, 2011). This has led 
to increase in research activity in this area to improve the knowledge of 
how hydrate formation and deposition can affect flow assurance in gas 
pipelines. Currently, three approaches are implemented in the industry 
to management hydrates, including hydrate prediction, prevention and 
problem solving (Kinnari et al., 2015). Firstly, hydrate prediction is 
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related to how hydrates are formed and the safety concerns, such as 
pressure rise and pipeline rupture (Di Lorenzo et al., 2014b; Kinnari 
et al., 2015). Hydrate prediction is important in estimating the capacity 
utilization and optimization of hydrate-prone gas pipelines (Umuteme 
and Umeh, 2019). Secondly, hydrate prevention in gas pipelines is 
possible by modifying the flow parameters and conditions, such as 
temperature, pressure and gas flowrate (Carroll, 2014; Lederhos et al., 
1996; Li et al., 2013; Lim et al., 2020). Thirdly, problem solving 
approach to hydrate management in the oil and gas industry is cost 
intensive and not usually recommended for effective hydrate control 
(Jassim et al., 2010; Kinnari et al., 2015). 

Hydrate formation kinetics and growth models provides the foun-
dation knowledge for understanding the flow behaviour of hydrates in 
pipelines, and are discussed extensively in the literature (Carroll, 2014; 
Sloan et al., 2011b; Yin et al., 2018). Recent advances exist in experi-
mental research (Aman et al., 2016; Di Lorenzo et al., 2014a, 2014b; 
Ding et al., 2017; Li et al., 2013; Liu et al., 2020; Odutola et al., 2017; 
Zhang et al., 2017) and analytical models (Di Lorenzo et al., 2018; Liu 
et al., 2019; Wang et al., 2017, 2018) on hydrate formation and depo-
sition rates in gas pipelines. The experimental study of hydrates in gas 
pipelines is usually a difficult task (Lim et al., 2020) and expensive 
because, changing the experimental pipe geometry, such as length and 
diameter, requires new or modified experimental set up. Thus, 
increasing the difficulty in extrapolating experimental results for large 
scale field application. Consequently, analytical models have gained 
research attention lately leading to the following significant findings: (i) 
sloughing and shedding of the deposits of hydrates is responsible for the 
fluctuation in the shear strength of hydrates (Liu et al., 2019) and 
transient pressure drop in the pipe (Di Lorenzo et al., 2018; Liu et al., 

2019); (ii) hydrate deposition and growth generate the following 
multiphase flows, including: 3-phase gas-water-hydrates; 2-phase 
gas-hydrate; and 2-phase water-saturated gas. The authors suggested 
that the plugging risk of hydrates is more likely in the 3-phase 
gas-water-hydrates flow (Wang et al., 2018); (iii) the thickness of hy-
drates along the pipe wall follows a non-uniform pattern, and about 
fifty-percent (50%) of the hydrates deposited are formed at the dispersed 
water in the gas phase (Wang et al., 2017); and (iv) increasing the gas 
velocity increases the depositional distance from the point of hydrates 
generation along the pipeline (Jassim et al., 2010). However, only the 
analytical models developed by Di Lorenzo et al. (2018) and Wang et al. 
(2018) focused on hydrates deposition rates in gas dominated pipeline at 
different subcooling temperatures, which is relevant for estimating the 
plugging flowtime of hydrates and the resulting transient pressure drop. 
Both models predicted deposition rates of hydrates comparatively with 
experimental results. However, only the model by Di Lorenzo et al. 
(2018) considered hydrates deposition rates at low gas velocity of 4.7 
m/s, yet the tweaking of the model through multiplier parameters to 
predict experimental results is a concern for scalability and extension for 
industrial size pipelines. Consequently, the model underpredicted all the 
experimental results of Aman et al. (2016) at the gas velocity of 4.7 m/s 
and subcooling temperature range of 4.5–7.5 K. After predicting the first 
experimental result of 0.055 L/min as 0.04 L/min at the subcooling 
temperature of 4.5 K, the model predicted the hydrates deposition rate 
of 0.07 L/min against the experimental value of 0.105 L/min at 7.5 K 
subcooling temperature under the same gas velocity of 4.7 m/s. This 
imply that the model is unreliable at higher subcooling temperature and 
low gas productivity, which is a concern raised in the literature (Li et al., 
2021). Thus, the extension of this model for industrial application can 

Nomenclature 

A Pipe cross-sectional area (m2) 
Ai Interfacial area (m2) 
L Length of the pipe covered by dispersed liquid and liquid 

film at the pipe wall (m) 
Cμ Turbulent viscosity constant (dimensionless) 
C1ε C2ε and C3ε Constants (dimensionless) 
D Diameter of the pipe section prone to hydrate formation 

(m) 
Dt,pq Binary diffusivity (Dt,pq = 1

3Kpqτt,pq
)

(Pa) 
Gk,q Turbulent kinetic energy production term per phase 

(dimensionless) 
hq The qthphase specific enthalpy (J/kg) 
hpq Interphase enthalpy (J/kg) 
Kpq Covariance of the phase velocities (dimensionless) 
k1 and k2 Constants (dimensionless) 
Kex factor Extrapolation factor 
k Turbulent kinetic energy rate (m2s− 3) 
k Turbulent kinetic energy (J/kg) 
ṁCH4 Methane gas consumption rate (dmg

dt ) (Kg/s) 
ṁpq Rate of mass transfer from the pthto the qth phase (Kg/s) 
ṁqp Rate of mass transfer from the qth to the pth phase (Kg/s) 
Peq Hydrate formation equilibrium pressure (KPa) 
vg Velocity of the primary continuous gas phase (m/s) 

ϑ
→

q Velocity vector of the phase in the control volume (m/s) 
v→dr Drift velocity vector between the gas and liquid phase (m/ 

s) 
v→pq Relative velocity vector between both phases (m/s) 
QH Hydrate formation, agglomeration and deposition rate (L/ 

min) 

Qpq Intensity of the heat exchange between the phases (W) 
q→q Heat flux vector (W/m2) 
Sq Source/sink term: gas consumption rate or source energy 

rate (Kg/s-m3 or J/s-m3) 
Teq Hydrate formation equilibrium temperature (K) 
Tsys System temperature (K) 

Greek Symbol 
αq Phase fraction (dimensionless) 
∂pq
∂t Transient pressure of the qth phase(Pa/s) 
ε Turbulent dissipation rate (m2s− 3) 
ρH hwc Density of hydrate in the hydrate-water composite (kg/m3) 
ρq Density of the phase (kg/m3) 
ρq Density of the qth phase (kg/m3) 
ρ̃ Averaged density (kg/m3) 
μtq Turbulent viscosity of the qth phase (Nm− 2.s, Pa.s) 
ΔTsub Sub-cooling temperature (K) 
φU & φp velocity & pressure under-relaxation factors respectively 
ΔHHyd Enthalpy of hydrate generation (J/kg) 
∇αp and ∇αq Variations in concentration of the gas and liquid phase 

respectively 
Πkq and Πεq Source terms for the turbulence interactions of the 

entrained water phase on the primary gas phase (Πkq: 
turbulent and Πεq: dissipation) 

σkq and σεq Ratio of the temperature-dependent kinematic eddy 
viscosity of the continuous gas phase to the dispersed 
liquid phase. σkq is turbulent kinetic energy (TKE) and σεq 

turbulent dissipation rate (TDR) Prandtl numbers 
(dimensionless) 

τt,pq eddy particle interaction time 
τt

c turbulent stress of the carrier (gas) phase  
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underpredict hydrate plugging risk under similar flow condition, with 
attendant consequences that were discussed earlier. 

Therefore, the increasing availability of various CFD software 
necessitated the need for a validated CFD model that can accurately 
predict hydrate deposition rate in gas pipelines. Progress in CFD 
modelling of hydrates in gas pipelines has focused on the deposition and 
transportability of hydrates, and not on hydrates deposition rates. A CFD 
model capable of accurately predicting hydrates deposition rates and 
wall shear stress during hydrates deposition can provide additional in-
sights into hydrates plugging risks in gas pipelines. However, progress in 
related CFD models is relatively lacking. Recent advancement in CFD 
modelling are discussed as follows. Balakin et al. (2016) developed a 
CFD model for the agglomeration and deposition of hydrates using the 
population balance method (PBM) in oil-dominated pipelines. Though 
the results were validated with experimental data, the model was 
developed for oil-dominated pipelines and did not predict hydrates 
deposition rates by direct simulation of hydrates temperature and 
pressure conditions. Other oil-dominated hydrate deposition CFD 
models reported in the literature (e.g., Lo, 2011; Neto et al., 2015; Song 
et al., 2018a), are not suitable for predicting hydrates deposition in gas 
pipelines because of the difference in multiphase flow in oil-dominated 
pipeline (oil-gas-water) and gas-dominated pipeline (gas-water). For 
gas-dominated pipelines, Jassim et al. (2010) developed a CFD model 
that determines the distribution of fluid properties in the flow domain 
during the formation and deposition of hydrates to calculate the particle 
size distribution and depositional distance of hydrates along the pipe-
line. The hydrates deposition CFD model by Neto et al. (2016) provided 
insight into the nature of hydrates slurry settling at the bottom in a gas 
pipeline, but the model was not validated. Also, the model did not 
simulate the annular effect of hydrate growth on the pipe wall reported 
from experimental observations (Aman et al., 2016; Di Lorenzo et al., 
2014a). Other CFD models for hydrates studies in gas pipelines neglec-
ted the formation of hydrates but focused on the agglomeration, depo-
sition, rheology, and transportability of hydrates by injecting hydrates 
into the flow domain as a discrete phase (e.g., Berrouk et al., 2020; 
Jujuly et al., 2017; Li et al., 2019; Song et al., 2018b; Sule et al., 2015). 

Thus, the CFD model developed in this paper is timely for the 
following reasons. First, the predictions of the only analytical model that 
predicted hydrates deposition rates at lower velocity of 4.7 m/s under-
predicted experimental result at higher subcooling temperatures of 7.5 K 
by 33%, thus exposing the pipeline under this condition to under-
predicted hydrate plugging risk. Second, existing CFD models injected 
hydrates into the flow domain as a discreet phase. While this approach 
predicts hydrate velocity distribution, deposition, agglomeration, and 
transportability of hydrates, it is not adequate for transient simulation 
prediction of hydrate plugging risk based on the temperature and 
pressure conditions in the pipeline. Third, this CFD model simulation 
aim to clarify the disagreement in the literature on whether the wall 
shear stress varies (Liu et al., 2019) or is constant (Di Lorenzo et al., 
2018) during the deposition of hydrates along the pipeline. This is 
important for future studies that aim to model the impact of gas and 
water-induced shear stress on the plugging risk of hydrates in gas 
pipelines. 

Although there are currently no validated CFD models to predict the 
depositional rates of hydrates, research evidence indicates that CFD 
transport and energy equations, and other physical models that defines 
the intensive and extensive properties of the fluid medium can be 
implemented in CFD modelling of hydrate deposition in gas pipelines. 
The CFD model developed in this study for predicting hydrate deposition 
rates in a gas pipeline is based on the conditions for hydrate formation in 
the literature (Carroll, 2014): (a) adequate combination of low tem-
perature and high pressure based on the composition of the natural gas; 
(b) availability of gas hydrate formers (e.g., methane, ethane, and 
carbon-dioxide); and (c) presence of water in sufficient amount. The 
formation of hydrates is equally enhanced by flow and physical pa-
rameters such as turbulence and agitation, hydrate nucleation sites 

(elbows, Tees, and valves) and water-gas interface (Carroll, 2014). 
Furthermore, the gas consumption rate during hydrate formation is 
dependent on the increasing solubility of methane gas in water at higher 
pressure and lower temperatures below the equilibrium point on the 
hydrate formation loci (Lekvam and Bishnoi, 1997). 

Additionally, experimental results suggests that the growth of hy-
drates is dependent on the temperature driving force and gas–water 
interfacial area (Aman et al., 2016; Di Lorenzo et al., 2014a, 2014b; Ding 
et al., 2017; Turner et al., 2005; Zhang et al., 2017).The thermal 
gradient between the temperature of the wet gas and pipe wall in-
fluences the induction time during the initiation and growth of hydrates 
(Lim et al., 2020). Also, the pipeline environment creates the 
sub-cooling temperature, which results in the thermal transfer by con-
vection during the turbulent interaction between the water phase and 
the continuous gas phase. Thus, the increase in the solubility of natural 
gas in water is initiated by the thermal cooling at the pipe wall due to 
increasing sub-cooling temperatures from the environment. In their 
flowloop experiment, Odutola et al. (2017) reported that at the 
commencement of hydrate formation, the temperature decreased until it 
was stable during the agglomeration and deposition of hydrates. This 
position is also corroborated in an earlier experiment by Li et al. (2013) 
and recently by Liu et al. (2020). Furthermore, Ding et al. (2017) reports 
a range of 771–830 kg/m3 as the density of hydrates during deposition. 
Earlier, Li et al. (2013) reported a range of 805–825 kg/m3. From both 
studies, an average value of 807.75 kg/m3 is obtained as the density of 
hydrates. However, this study adopted a similar hydrate density of 
807.77 kg/m3 used in the CFD-PBM simulation in Balakin et al. (2016). 
Furthermore, visual inspection during experimental runs indicates an 
annular-dispersed flow pattern during hydrate formation and deposition 
(Aman et al., 2016; Di Lorenzo et al., 2014a, 2014b; Ding et al., 2017). 

Therefore, this research is on the formulation of a CFD model for 
predicting hydrate deposition rates and the resulting wall shear stress in 
the horizontal section of an offshore hydrate-forming gas pipeline by 
simulating the thermo-mechanistic multiphase (methane and water) 
flow conditions for the formation of hydrates. Through the imple-
mentation of user defined function (UDF) codes for the mass and energy 
sources in a commercial CFD software package (ANSYS Fluent), metered 
gas injection into the computational domain was controlled to mimic the 
gas consumption rate during hydrate formation. This effect was 
enhanced by the increasing density of gas towards the pipe wall by 
momentum and thermal diffusivity, as the solubility of methane in water 
increases at lower subcooling temperatures and high pressure. Using a 
mathematical relation, the resulting simulated average gas mass flow-
rate was converted to average deposition rates of hydrates in L/min. The 
final results are validated with experimental and analytical results 
available in the literature (Aman et al., 2016; Di Lorenzo et al., 2014a, 
2018). Sensitivity analyses was carried out to improve the understand-
ing of the effect of velocity and temperature on the depositional rates of 
hydrates, the resulting transient pressure drop and wall shear stress, and 
to establish the predictability of the CFD model based on parameter 
variability. Thus, the focus of this research paper is to accurately predict 
hydrate deposition rate and the resulting pipe wall shear stress, as both 
are important flow assurance phenomenon for gas pipelines in the oil 
and gas industry. The rest of the paper is structured as follows – the 
methodology is discussed in section 2 and followed by the discussion of 
the results and validations in section 3. Finally, the conclusion and 
recommended gap for future studies is presented in section 4. 

2. Methodology- 

2.1. CFD model development 

The main assumptions in the development of this model are as fol-
lows. (i) One simplifying assumption of the analytical model by Di 
Lorenzo et al. (2018) is that the compositional changes in the gas phase 
during the formation of hydrates was not considered. This can affect the 
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prediction of hydrate deposition under different conditions of gas ve-
locity and subcooling temperature. Instead, the authors adopted an 
empirical hydrate deposition tuning parameter which was not sensitive 
to changes in subcooling temperature at low gas velocity. To overcome 
this challenge, this study introduced mass and energy UDF codes into the 
software to ensure that the gas flowrate in the fluid domain is related to 
the gas velocity and subcooling temperature; (ii) The accuracy of the 
model is dependent on the resulting increase in pressure drop during the 
agglomeration of hydrates. Since the model adopted a pressure-velocity 
coupling CFD simulation technique, the stability of the model at higher 
gas velocity was achieved by choosing a mesh size with the least pres-
sure drop; and (iii) The interpretation of the contour profiles generated 
by the CFD model was based on an earlier assumption in the literature 
(Di Lorenzo et al., 2018), that hydrate deposits grows radially inwards in 
the pipeline. 

Two methods for estimating hydrate formation rates include the 
mass transport limited model (Skovborg and Rasmussen, 1994) and ki-
netics models (e.g., Turner et al., 2005). However, the results of the 
kinetics model compared more favourably with the results of the ex-
periments in the literature (Aman et al., 2016; Di Lorenzo et al., 2014a; 
Wang et al., 2018), which were used for the validation of the CFD Model. 
Empirical observations suggests that a relatively stable temperature and 
increasing transient pressure is expected during the agglomeration of 
hydrates as a result of turbulent hydraulic loading of hydrates in the 
continuous gas phase and the deposition of hydrates on the wall (Li 
et al., 2013; Liu et al., 2020; Odutola et al., 2017; Turner and Talley, 
2008; Zerpa et al., 2013). In this study, the UDF mass and energy sources 
are programmed to control gas flowrate in the fluid domain under hy-
drates formation, agglomeration, and deposition conditions. Three pa-
rameters were observed during the simulation, including the gas mass 
flowrate in the fluid domain, the rise in system absolute pressure drop, 
and a relatively stable gas temperature. 

This study is based on the eulerian-eulerian multiphase framework 
with boundary conditions and physical flow parameters implemented 
mainly to enhance interfacial gas-water interaction Previous CFD sim-
ulations on gas hydrates adopted the eulerian-eulerian approach as the 
most appropriate for interfacial gas-water interaction (e.g., Neto et al., 
2016; Berrouk et al., 2020). The boundary conditions implemented in 
this study are from the experiments by Di Lorenzo et al. (2014b, 2014a) 
and Aman et al. (2016), as provided in Table 4: water volume fraction of 
0.06, gas velocities of 4.7 m/s and 8.8 m/s, operating pressure of 8.8 
MPa and gas temperature of 292 K. The results from the experiments 
where recently used in validating the results of the analytical models by 
Wang et al. (2017), Di Lorenzo et al. (2018) and Liu et al. (2019). The 

overall aim of this study is to extend the CFD model for the design, 
operation, and maintenance planning of hydrate-forming gas pipelines. 
The stages adopted in the development of this model are presented in 
Fig. 1, below. 

2.2. Computational domain 

A schematic of a 2D slice and 3D mesh cells of the CFD computational 
domain are represented below in Fig. 2 and Fig. 3 respectively. The 
domain is 10 m length (L) pipe, with diameter (D) of 0.0204 m and 
pipewall thickness of 0.0012 m. For flow stabilization in many practical 
engineering turbulent flow problems, the entrance length (Le) is esti-
mated for a pipe of diameter (D) as 20D < Le < 30D (Munson et al., 
2013). Using 30D as maximum, the Le is computed as 0.612 m, implying 
that a 10 m length of a 0.0204 m diameter pipe is adequate for the CFD 
simulation. The multiphase fluid is water and natural gas. Inlet variable 
is defined as velocity, while outlet monitored variable is pressure. 

2.3. Governing equations 

Hydrates are formed when the solubility of natural gas in water in-
creases under hydrate-forming temperature and pressure condition, as 
discussed earlier. Hence, based on eulerian-eulerian interfacial inter-
action between gas and water, a 2-phase flow is the initial multiphase 
fluid at the inlet of the model. The resulting governing equations are 
discussed in this section. 

Continuity Equation: 
The mass continuity equation (Fluent Theory, 2017), is represented 

below: 

∂
∂t
(
αqρq

)
+∇.

(

αqρq ϑ
→

q

)

=
∑n

p=1

(
ṁpq + ṁqp

)
+ Sq (1)  

where αq is the phase fraction; ϑ
→

q is the velocity (m/s) of the phase in 
the control volume; ρq is the density (kg/m3) of the respective phase; Sq 

is the source/sink term, which is “zero” for implicit multiphase flow 
modelling; ṁpq is the mass transfer rate from the pth to the qth phase and 
ṁqp is mass transfer (kg/s) from the qth phase to the pth phase. 
∑n

p=1(ṁpq +ṁqp) is equal to “zero,” because this study assumes no 
interphase mass transfer (Balakin et al., 2016), but the gas consumption 
rate is solely dependent on the gas mass source, Sq. 

The rate of gas consumption (kg/s) is also the hydrate formation rate 
as reported by Turner et al. (2005) in Eq. (2). The authors developed this 

Fig. 1. Cfd model development stages.  
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relation based on the assumption that the hydrates were formed at the 
condensed water-saturated gas phase only. In this study, the gas con-
sumption rate is positively and proportionally related to the CFD 
computed gas mass flow rate. 

ṁCH4 =
dmg

dt
= − k1 exp

(
k2

Tsys

)

. AiΔTsub (2)  

where ṁCH4 is the gas consumption rate (dmg
dt ; kg/s); k1 and k2 are con-

stants; and Ai is the interfacial area (m2). For methane hydrates, the 
regressed values based on the experimental measurements of Vys-
niauskas and Bishnoi (1983) are: k1 = 7.3548 × 1017 and k2 = − 13,600 
K (Zerpa et al., 2013, p.301). The thermal driving force for hydrate 
formation as proposed in Turner et al. (2005) is the sub-cooling tem-
perature “ΔTsub”in Kelvin, expressed as: 

ΔTsub = Teq − Tsys (3)  

where Teq and Tsys are hydrate formation equilibrium and system tem-
peratures respectively. The hydrate deposition rates in m3/s, is the 
quotient of the simulated gas mass flow rate, ṁCH4 (kg/s), divided by the 
hydrate density of 807.77 kg/m3 (Balakin et al., 2016). 

ṁCH4

(
m3

s

)

=
ṁCH4

( kg
s

)

807.77
( kg

m3

) (4) 

The interfacial area (Ai) was estimated from the sum of the entrained 
droplets and liquid film at the wall. This is because hydrates form from 
both the annular wetting film on the pipe-wall and the entrained 
droplets (Wang et al., 2017). From the results obtained for the interfacial 
area in Aman et al. (2016), the interfacial area for this study was 
approximated as: 

Ai =
(
2.941vg − 8.824

)
LD (5)  

where L is the Length (m) of the pipe covered by dispersed liquid and 
liquid film at the pipe wall; D is the Diameter (m) of the pipe section 
prone to hydrate formation; and vg is the Velocity (m/s) of the primary 
continuous gas phase. 

Units of interfacial area (Ai) is in m2. The mass source for Eq. (1), 
based on Eq. (2), is implemented through a UDF. The mass source is only 
implemented as a sink for the gas phase, since the formation of hydrates 
is estimated from the gas consumption rate (Turner et al., 2005). 

Momentum Equation: 

During the formation of hydrates, the 2-phase flow approximates to 
an incompressible flow because of increasing gas density and liquid 
loading, hence the flow is based on the averaging of the flow parameters 
due to turbulent fluctuations. The Reynolds-Averaged Naiver-Stokes 
(RANS) momentum equation is as defined in Fluent Theory (2017), 
below. 

∂
∂t
(αcρcũc)+∇.(αcρcũc⊗ũc)= − αc∇ρ̃ +∇.αqρq

(
2
3

k − 2
μtq

ρq
.∇.ũc

)

(6)  

where the subscripts “c” and “q” represent the carrier (gas) and qth 
phase respectively. The common interfacial momentum velocity for the 
formation of hydrates is driven by the velocity of the gas stream 
(Bendlksen et al., 2004). Hence, the drag force on the primary phase is 
omitted because the dispersed phase is coupled with the primary phase, 
and the process is driven by the gas velocity. Wall lubrication by the gas 
is assumed as “zero” because the pipe wall is wetted by the water phase 
only. There is also no external body force impacting on the fluid domain. 
The phase-averaged variables with tilde: ũc (averaged velocity) and ρ̃ 

(averaged-density) of both phases are defined as:ũc =
αc
⋃

αc 
(where 

⋃
is 

the free stream velocity); ̃ρ =
αcρ
αc

, where ρ is the free stream density; ρc is 
the density of the gas phase and ρq is the density of the qth phase. The 
turbulent viscosity of the qth phase, μtq , is defined in Fluent Theory 
(2017) as: 

μtq = ρqCμ
k2

q

ℇq
(7)  

where all variables are as defined earlier, and Cμ is the turbulent vis-
cosity constant computed by Fluent for the realizable k − ε turbulence 
model, which is adopted in this study as discussed later. The μtq 

links the 
RANS momentum equation to the turbulence k − ε transport equations 
(Eq. (10) & (11)). The lift force on the water droplets on the pipe wall is 
also neglected because the water is assumed to deposit on the wall as 
film to form hydrates. Also, it is assumed that the maximum shear stress 
on the pipe wall by the deposited layer of hydrates, where the wall 
shedding of the deposited hydrates occurs (Liu et al., 2019). 

Energy Equation: 
The general form of the energy equation for a multiphase fluid can be 

written as: 

Fig. 2. 2D representation of the computational domain (dimensions are not to scale).  

Fig. 3. 900,000 cells 3D mesh computational domain (dimensions are not to scale).  
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∂
∂t
(
αqρqhq

)
+∇.

(

αqρq ϑ
→

qhq

)

= − αq
∂pq

∂t
+ τq

: ∇ ϑ
→

q − ∇. q→q + Sq +
∑n

p=1

(
Qpq+ṁpqhpq − ṁqphqp

)
(8)  

where hq is the qthphase specific enthalpy; hpq is the interphase enthalpy; 
Sq is the source energy due to hydrate formation, presented later in Eq. 

(9); q→q is the heat flux; ∂pq
∂t is the transient system pressure (Pa/s); and 

Qpq is the intensity of the heat exchange between the phases (for 
dispersed secondary phase in a primary phase). The exothermic heat 
generated is from the formation of hydrate and is implemented in this 
study as external energy source on the gas phase hence, Qpq = 0. With 
the assumption of no interphase mass transfer, ṁpqhpq = 0 and ṁqphqp =

0. Other parameters are as defined earlier. The source energy is due to 
the exothermic hydrate heat of formation. This is given in Meindinyo 
et al. (2015), as below: 

Sq =
dmg

dt
. ΔHHyd (9)  

where dmg
dt is the gas consumption rate (kg/s) defined in Eq. (2); ΔHHyd is 

the enthalpy of hydrate generation (J/kg). The source energy is also 
implemented in an energy source UDF as a positive driving force only for 
the gas phase because the dispersed water phase is coupled with the gas 
phase. Also, there is no slip velocity at the interfacial contact where 
hydrates are formed. 

2.4. Turbulence models 

Turbulence models are used extensively in multiphase CFD simula-
tions (Fox, 2014). One of the enabling factors for the formation of hy-
drate is flow agitation (Carroll, 2014), and it is why hydrate 
experimental reaction cells are repeatedly stirred to enhance hydrate 
formation (Aman et al., 2016; Meindinyo et al., 2015). In theory, the 
right turbulence provides the required interfacial area for the stoichio-
metric reaction between the reacting species forming hydrates. In this 
study, the realizable k − ε two-equation turbulence model was imple-
mented to enhance near wall viscous modelling for predicting hydrate 
deposition (Wang et al., 2018). Where ‘k’ is turbulent kinetic and ‘ε’ is 
turbulent dissipation. The transport equations are solved per phase to 
account for depositional drift velocity. 

Kinetic Equation: 

∂
∂t
(
αqρqkq

)
+∇.

(

αqρq ϑ
→

qkq

)

=∇.

(

αq

(

μq +
μtq

σkq

)

∇kq

)

+ αqGkq − αqρqεq

+ αqρqΠkq

(10) 

Dissipation Equation: 

∂
∂t
(
αqρqεq

)
+∇.

(

αqρq ϑ
→

qεq

)

=∇.

(

αq

(

μq +
μtq

σεq

)

∇εq

)

+ αq
εq

kq

(
C1εGkq − C2ερqεq

)
+ αqρqΠεq (11)  

where Πkq and Πεq are source terms for the turbulence interactions 
between the entrained water phase and the primary gas phase; Gkq is the 
turbulent kinetic energy production term per qth phase; μtq is the tur-
bulent viscosity (Pa.s) of the qth phase. Buoyancy effect and fluctuating 
dilatation have been neglected in Eq. (10), because the flow is incom-
pressible. For the current work, both equations are solved per phase to 
enhance the prediction of hydrates at the wall. C1ε C2ε and C3ε are 
constants. The terms σkq and σεq are the turbulent kinetic energy (TKE) 
and turbulent dissipation rate (TDR) Prandtl numbers and ascribed 
constant values of 1 and 1.2, respectively as recommended in the liter-
ature (Fluent Theory, 2017). Both σkq and σεq relates to the 

dimensionless ratio of the temperature-dependent kinematic eddy vis-
cosity of the continuous gas phase to the dispersed liquid phase. The 
value of σkq has been set to ensure that the ratio of momentum diffusivity 
to thermal diffusivity equals to “1,” because thermal diffusivity from the 
gas phase to the liquid phase at the wall should be balanced by the ve-
locity of the carrier phase during the formation of hydrates to enhance 
hydrate stability and reduce advection (Tu et al., 2018). For the realiz-
able k − ε model, C1ε is calculated by the software during the simulation. 
The values for the constants used in this study are: C2ε(1.9) and C3ε(1.3). 
In addition, the closure parameters Πkqand Πεq are achieved per phase 
using the closure model by Simonin and Viollet (1990), as modified in 
Fluent Theory (2017): 

For the primary continuous phase: 

Kinetic source : Πkq =CsαqKpq v→pq. v→dr (12)  

Dissipation source : Πεq =C3ε
εk

kq
Πkq (13) 

For the dispersed secondary phase: 

Kinetic source : Πkp =CsαpKpq v→pq. v→dr (14)  

Dissipation source : Πεp =C3ε
εk

kp
Πkp (15)  

where the constants C3ε = 1.3 and Cs = 1; Kpq is the covariance of the 
phase velocities; v→dr is drift velocity between the gas and liquid phase; 
v→pq is the relative velocity between both phases. The drift velocity is 
calculated from the relation proposed by Simonin and Viollet (1990) as 
follows: 

v→dr = −
Dt,pq

σpq

(
∇αp

αp
−
∇αq

αq

)

(16)  

where Dt,pq represent the binary diffusivity (Dt,pq = 1
3Kpqτt,pq

)
; τt,pq is the 

eddy particle interaction time; ∇αp and ∇αq are the variations in con-
centration of the gas and liquid phase respectively; σpq is the dispersion 
Prandtl number, usually set to 0.75 to increase thermal diffusivity in 
incompressible flow. However, turbulent dissipation force is set to 
“none” for all simulations in this study to limit the conversion of kinetic 
energy into thermal internal energy. Again, the dissipation term can be 
neglected in incompressible flow when there is need to prevent flow 
induced mechanical deformation of a viscous fluid, which is the case in 
predicting hydrates deposition (Tu et al., 2018). 

2.5. Wall shear stress 

The turbulent stress τt
c on the hydrates at the pipe wall is governed by 

the carrier (gas) phase and defined from the stress term on the right- 
hand side (RHS) of Eq. (6) as: 

τt
c =αcρc

(
2
3

k − 2
μtc

ρc
.∇.ũc

)

(17) 

The parameters in Eq. (17) retain their previous definitions. 

2.6. Enhanced near wall effects 

2.6.1. Pressure gradient effect 
The near wall pressure predictions can be unreliable due to boundary 

layer separations when the pipe wall is subjected to severe pressure 
gradients as a result of turbulence (Mottaghian et al., 2018). This can 
occur during hydrate deposition on the wall since the surface of the 
hydrate layer creates a wavy stratified annular profile (Aman et al., 
2016; Di Lorenzo et al., 2018), hence the need to ensure the Reynolds 
number is in the transition zone by preventing turbulent dispersion as 
explained earlier. The effect of turbulence on near wall pressure 
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predictions is minimised by enhanced wall treatment with the pressure 
gradient effects activated under realizable k − ε turbulence model in 
ANSYS Fluent. 

2.6.2. Thermal effect 
Hydrate deposition is dependent on thermal gradient between the 

fluid and the pipe wall (Turner et al., 2005). Near wall turbulence affects 
the thermal profile (Kader, 1981). Also, with increasing thermodynamic 
mixing (Abbasi and Hashim, 2014), there is a reduction in the temper-
ature of the gas at the core, leading to further hydrates generation. 
Hence, to solve the near wall thermal heat transfer accurately, there is 
the need to consider the varying near wall eddy viscosity. As the hy-
drates profile grows, the near wall thermal effect also varies (Aman 
et al., 2016; Di Lorenzo et al., 2018). Thus, the lower turbulent kinetic 
energy Prandtl number of 1 used in the simulations was done to enhance 
the stability of hydrates on the wall of the pipe by enhancing the thermal 
cooling of the gas. Consequently, thermal effect was activated as 
enhanced wall treatment on the realizable k − ε turbulence model in this 
study. 

2.7. Mesh grid sensitivity analysis 

The computational geometry is 3D representation of a 10 m length 
and 0.0204 m diameter pipe. This diameter is the same used in the 
experimental setups, where the generation of hydrates occurs at a 12 m 
section of the experimental flowloop (Aman et al., 2018). The use of 10 
m length CFD model was premised on the fact that hydrates are pro-
duced at a section of the pipeline and transported downstream where it 
plugs bends or areas of constriction as indicated in the flowloop exper-
iments (Aman et al., 2016, 2018; Di Lorenzo et al., 2014b). Also, pipe-
lines can span lengths of up to 100 km and above, which is difficult to 
model using CFD because of computer processing time. As a result, it 
was important to ascertain if a shorter length than the 34 m used in the 
above experimental setups can accurately predict the deposition rates of 
hydrates and flow behaviour, especially when the hydrates were 
generated in a 12 m section of the test flowloop. Flow materials are 
methane gas and water, with defined properties in the literature (Di 
Lorenzo et al., 2018). Inlet velocities range from 2.0 m/s to 8.8 m/s at 
various sub-cooling temperatures ranging from 2.5 K to 8.0 K. To 
enhance multiphase flow in the oil and gas industry, pipelines are 
designed to reduce the pressure drop by minimising friction loss and 
pipewall erosion. Hence, the stability of the CFD simulation was 
improved by choosing a mesh size with the least significant pressure 
drop through a mesh grid sensitivity analysis in Fig. 4. The mesh 
sensitivity was carried out at the inlet velocity of 10 m/s (flowrate of 3.3 
kg/s), temperature of 292 K, and pressure of 8.8 MPa. 

From Fig. 4, the mesh size of 900,000 cells resulted in the lowest 
pressure-drop of 0.42 bar and was selected as the model mesh size. The 
effect of the mass and energy source UDFs on the primary phase using 
this grid size is presented in Fig. 5, below. Implying that the UDF codes 
resulted in shorter flowtime. Also, the slight increase in pressure at 8.8 
m/s on the UDF curve in Fig. 5 is due to accurately metered gas mass 
flowrate based on the kinetics model. Without the UDFs, the software 
underpredicted the deposition rates of hydrates and extended the 
simulation flowtime. 

The flow behaviour captured by the pressure profile indicates that 
the UDF codes resulted in a better prediction of hydrate deposition, as 
higher pressure drop indicate higher risk of hydrate blockage (Lv et al., 
2012). The UDF codes also incorporated a conditional statement using 
Eq. (18), as proposed by Sloan and Koh, 2007 for methane hydrates at 
0 to 25 ◦C to calculate the resulting equivalent system pressure at the 
hydrate formation temperature. The peak pressure at 3.0 s indicates full 
agglomeration of hydrates filling the pipe annulus, and the drop in 
pressure after 3.0 s represent the deposition of hydrates, allowing for 
ease of fluid flow at the core until the line is plugged with hydrates 
beyond 3.8 s. 

Peq = exp
(

38.98 −
8534
Teq

)

(18)  

where Peq is the hydrate formation equilibrium pressure (KPa). This 
calculated equivalent pressure must be equal or less than the system 
pressure for the hydrates to be stable in the pipeline because hydrate 
formation and stability is favoured at high pressure and low tempera-
ture. The fluid properties and input parameters for the simulations are 
presented in Tables 1–4 below. 

The Peng and Robinson equation of state (EOS) is used to calculate 
gas density (Table 1), as it is widely used in gas pipeline hydraulic cal-
culations, because the equation expresses the compositional properties 
of natural gas in terms of both critical properties and acentric factor 
(Peng and Robinson, 1976). Also, the gas viscosity and heat capacity 
were calculated by the kinetic theory to account for the effect of tur-
bulence on the system thermodynamics. During simulation, the pipeline 
temperature in the fluid domain is reduced from the inlet value of 292 K 
by the subcooling temperature at the pipe wall to lower temperatures 
favouring hydrate formation and stability, as indicated in Fig. 11, and 
the temperature contour maps (Fig. 15 and Fig. 16). 

Fig. 4. Mesh sensitivity.  
Fig. 5. Comparison of pressure drop (with and without hydrate deposition 
UDFs) at gas flow velocity of 8.8 m/s. 
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2.8. Fluent solver configuration 

Pressure-based fluent solver is activated to combine the continuity 
and momentum equation. Such that, in the discretization of mass con-
servation equation when the velocity gradient is already derived from 
the momentum equation at the cell centre, there is also implicit incor-
poration of the resultant pressures at the cell centres (Ashrafizadeh 
et al., 2015; Vakilipour et al., 2019). The “k − ε′′ turbulent equation was 
set to realizable to ensure the positivity of normal stresses when the 
strain rate is large as suggested by Shih et al. (1995), because of 
near-wall turbulent shear stress effect. Also, activating thermal effects 

enables the modelling of the thermal transfer on the near-wall viscous 
layer between the fluid and pipe wall based on the subcooling temper-
ature gradient, which is important in hydrates deposition rates predic-
tion (Lim et al., 2020; Turner et al., 2005). 

2.9. Solution method 

The solution method is Phase coupled SIMPLE to avoid instabilities 
because of the incompressible nature of the flow and the pressure build 
up during phase change; especially for transient time-dependent prob-
lems where computer CPU time is a concern for convergence (Fluent 
Theory, 2017). Here, due to pressure-velocity coupling, the pressure and 
velocity are stored at cell centres (Ferreira et al., 2019). Relaxation 
factor is set to 0.75. Under-relaxation factors were set to appropriate 
values for the simulation, as they suppresses the oscillations between 
timesteps so that convergence is achieved (Barron and Neyshabouri, 
2003). For optimum result, both pressure under-relaxation factor (φp) 
and velocity under-relaxation factor (φU ) must sum up to 1 and it was 
ensured that φU > φp (Demirdzic et al., 1987; Min and Tao, 2007). 
Gradient is set to Least Square Cell Based (LSCB), because it is time 
saving and can achieve a minimum of first order accuracy (Mishriky and 
Walsh, 2017). Furthermore, pressure is solved through second order 
upwind scheme, thus providing a better accuracy through multidimen-
sional linear reconstruction (Shyy et al., 1992). Also, cell face fluxes for 
solved parameters are cell-averaged values and assumed to hold for all 
cells (Ferreira et al., 2019). At the outlet, the “radial equilibrium pres-
sure distribution” option was activated to further enhance annular hy-
drate deposition prediction, because hydrates are deposited on the wall 
by radial velocity (Wang et al., 2018). Backflow is not anticipated since 
it is a continuous pipeline with exit. However, for incompressible flows 
the timesteps was not considered as a major criterion for convergence 
because it is not limited by Courant Friedrich Levy (CFL) criterion in 
implicit functions (Bendlksen et al., 2004). The CFD software solved six 
equations: mass, momentum, volume fraction, energy, turbulence (ki-
netic and dissipation) and interfacial area concentration. Calculation for 
each case was achieved for 4.0 s with fixed time advancement, 40 time 
steps and time step size of 0.1 s. The simulation was achieved with a 
computer of 2.10 GHz quad-core Intel Xeon Gold 6230 CPU and RAM 
size of 16 GB. The results, validation and discussions are presented in 
section 3.0. 

3. Results, validation and discussion- 

The empirical results of this CFD model at 4.7 m/s and 8.8 m/s 
predicted within ±10% uncertainty bound of the quantile-quantile slope 
plots (Fig. 7 and Fig. 8) for both experimental results (Aman et al., 2016; 
Di Lorenzo et al., 2014a) and analytical model results (Di Lorenzo et al., 
2018). At lower gas velocity of 4.7 m/s, the model overpredicted the 
hydrates deposition rates of the experimental results in Aman et al. 
(2016) by 9–25.7%, whereas the analytical model of Di Lorenzo et al. 
(2018) underpredicted the same experimental results by a range of 
27–33% (Fig. 9). Consequently, the CFD model can improve proactive 
hydrate plugging risk predictions earlier than the analytical model. 
Similarly, at a velocity of 8.8 m/s and subcooling temperatures of 2.5 K, 
7.1 K and 8.0 K, the CFD model underpredicted the hydrate deposition 
rates of the regressed experimental results in Di Lorenzo et al. (2014a) 
by 14%, 6% and 4% respectively, and overpredicted the results by 1% at 
a subcooling temperature of 4.3 K (Fig. 10). In comparison, the hydrate 
deposition rate predictions of the analytical model in Di Lorenzo et al. 
(2018) at a velocity of 8.8 m/s and increasing subcooling temperatures 
were inconsistent with theorized linear regression trend, as the model 
prediction at the subcooling temperature of 2.5 K was higher than 
subsequent predictions at higher subcooling temperatures (Table 6). 
Finally, the CFD model predicted the locations and corresponding phase 
change during hydrate formation, agglomeration, and deposition. 

Table 1 
Natural gas properties (Ansys Fluent Version 2020 R1).  

Natural Gas Properties Value 

Gas density (kgm− 3) Peng Robinson (real gas) 
Molecular weight of natural gas (kg.kmol− 1)a 18.043 
Viscosity (Pa.s) Kinetic theory 
Thermal conductivity (W.m− 1K− 1) 0.0332 
Constant pressure heat capacity (JˑK− 1kg− 1) Kinetic theory 
Critical pressure (MPa) 4.6 
Critical temperature (K) 191 
Critical specific volume (m3/kg) 6.15 × 10− 3 

Reference temperature (K) 298.15 
Energy parameter (k) 148.6 
Degrees of freedom 0 
Characteristics length (angstrom) 3.758 
Standard state enthalpy (J.kg− 1mol− 1) − 7.49 × 10− 7 

Standard state entropy (J.kg− 1mol− 1) 1.86 × 105 

Acentric factor 0.01  

a Gas molecular weight from Di Lorenzo et al. (2018), based on the gas 
composition. 

Table 2 
Liquid water properties (Ansys Fluent Version 2020 R1).  

Liquid Water Properties Value 

Water density (kgm− 3) 998.2 
Molecular weight (kg.kmol− 1) 18.0152 
Viscosity (Pa.s) 1.0 × 10− 3 

Thermal conductivity (W.m− 1K− 1) 0.626 
Constant pressure heat capacity (JˑK− 1kg− 1) 4182 
Interfacial tension with gas phase (Nˑm− 1) 0.0721 
Standard state enthalpy (J.kg− 1mol− 1) − 2.858 × 108 

Reference temperature (K) 298  

Table 3 
Gas hydrate properties.  

Gas Hydrate Properties Value 

Hydrate density (kgm− 3)a 807.77 
Hydrate enthalpy of formation (Jkg− 1)b 6.4 × 105  

a (Balakin et al., 2016). 
b (Di Lorenzo et al., 2018). 

Table 4 
Input parameters/boundary conditions (Di Lorenzo et al., 2018).  

Input Variables Value 

Velocity (m/s) 4.7; 8.8 
Inlet operating pressure (MPa) 8.8 
Inlet operating temperature (K) 292 
Inlet water volume fraction 0.06 
Pipe wall temperature (K) Operating temperature less subcooling 

temperature 
Pipe internal wall surface roughness 

(dimensionless)a 
0 (Smooth pipe) 

Gauge pressure (Pa) 101,325  

a (Jassim et al., 2010). 
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Especially, the CFD model also captured hydrate formation, 
agglomeration, deposition and plugging through pressure and temper-
ature curves as reported in the literature (Liu et al., 2020). Under similar 
subcooling temperature (e.g., 4.5/4.3), doubling the velocity also dou-
bles the deposition rate, which is also consistent with the experimental 
report in Aman et al. (2016). From the mode results we suggest that 
hydrate sloughing shear stress is relatively constant, and the wall 
shedding shear stress by hydrates vary during deposition. Again, in all 
the temperature contour maps generated (Figs. 15–17), there is a 
reducing temperature profile towards the wall and the annular flow 
pattern observed is consistent with experimental visual observations (e. 
g., Ding et al., 2017; Di Lorenzo et al., 2014b). The gas density also 
increases from the pipe core towards the wall (Fig. 19), which also 
resonates with reported experimental observations (Di Lorenzo et al., 
2014b; Aman et al., 2016; Ding et al., 2017). All simulations were car-
ried out within the temperature and pressure corridor for the experi-
mental observations of Di Lorenzo et al. (2014a, b) and Aman et al. 
(2016) as shown in the hydrate loci curve in Fig. 6. Thus, confirming that 
the CFD results presented in detail hereafter predicted the formation and 
deposition of hydrates. 

As indicated in Fig. 6, at the system inlet operating pressure of 8.8 
MPa, the stability of hydrates is at temperatures lower or equal to 290 K. 
The simulation is temperature driven, with the hydrates equivalent 
pressure computed from Eq. (18). Gas cooling occurs at the pipewall, 
hence increasing the density of gas (Fig. 19). This also influence the gas 
flow rate in the fluid domain. The measured gas flowrate is determined 
using a UDF code based on Eq. (2), with variables defined and explained 
in Eqs. (3)–(5). The measured gas flow rate in the fluid domain 
mimicked the formation, agglomeration, and deposition of hydrates in 
the fluid domain (Fig. 12). Also, this study assumed a linearly growing 
annular profile of hydrates deposits on the pipe wall to account for linear 
reduction in pipeline hydraulic diameter based on the temperature 
profile along the pipe. The adopted profile of hydrates deposition on the 
pipe wall is based on observed experimental annular-dispersed pattern 
during hydrate formation and deposition (Aman et al., 2016). Thus, the 
morphology of spatial nucleation and deposition of hydrates is outside 
the scope of this study. The details of the model validation are discussed 
in section 3.1. 

3.1. CFD model validation 

In this section, the predicted deposition rates of hydrates are vali-
dated with both experimental and analytical results in the subsections 
that follows. 

3.1.1. Hydrate deposition rates 
The deposition rate results have been validated with both 

experimental (Aman et al., 2016; Di Lorenzo et al., 2014a) and analyt-
ical results (Di Lorenzo et al., 2018) in Table 5 and Table 6. The average 
deposition rates of hydrates for all subcooling temperatures from Fig. 24 
and Fig. 25 are computed during hydrates deposition as indicated in 
section III of Fig. 12, identified as first average deposition rate. In Figs. 7 
and 8, the graphical comparison of the predicted deposition rates by the 
CFD model with experimental and analytical results are presented. 
Aman et al. (2016) mentioned the presence of uncertainties in the 
estimated deposition rates of hydrates in their experiment at 4.6 m/s. 
For instance, at gas velocity of 4.6 m/s and subcooling temperature of 
7.0 K, Aman et al. (2016) reported 0.004 L/min as the average hydrates Fig. 6. Methane hydrate loci showing experimental region.  

Fig. 7. 10% bound Q-Q plot comparison of CFD model prediction of hydrate 
deposition rates at a gas velocity of 4.7 m/s with experimental and analytical 
model results. 

Fig. 8. 10% bound Q-Q plot comparison of CFD model prediction of hydrates 
deposition rates at a gas velocity of 8.8 m/s with experimental and analytical 
model results. 
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deposition rate. Since hydrates deposition increases with subcooling 
temperature, this value was considered an outlier and not included in 
the graph for Aman et al. (2016) in Fig. 7 below. Also, at 8.8 m/s and a 
subcooling temperature of 2.5 K, the analytical model of Di Lorenzo 
et al. (2018) predicted a value of 0.34 L/min and followed with lower 

values as the subcooling temperatures increased. As a result, this value 
was considered an outlier because it did not represent the theorized 
regression trend of lower deposition rate as subcooling temperature 
reduces. 

As indicated in Tables 5 and 6, the hydrate deposition rate values 
obtained by this CFD model compared favourably with both experi-
mental and analytical results. Again, the CFD simulated hydrate depo-
sition rate of 0.125 L/min at 8.8 m/s and 4.3 K compared favourably 
with 0.15 L/min reported in the analytical model of Wang et al. (2018). 
For similar lower subcooling temperatures (e.g., 4.5 K/4.3 K) doubling 
the velocity also doubled the deposition rate of hydrates. As the sub-
cooling temperature increased, this effect also reduced; for instance, 
doubling the velocity at subcooling temperature of 7.0 K/7.1 K only 
increased the deposition rate by approximately 16.5%. Implying that 
subcooling temperatures plays a significant role in hydrates plugging 
risk prediction. The quantile-quantile (Q-Q) plot in Figs. 7 and 8 below 
compares the CFD model result with both experimental and analytical 

Fig. 9. Comparing % deviation from experimental results at gas velocity of 4.7 
m/s. 

Fig. 10. Comparing % deviation from experimental results at gas velocity of 
8.8 m/s. 

Fig. 11. Relationship between pressure and temperature variation at 8.8 m/s 
and subcooling temperature of 7.0 K. 

Fig. 12. Relationship between pressure drop and hydrate deposition rate at 8.8 
m/s and subcooling temperature of 7.0 K. 

Table 5 
Hydrate deposition rate validation at 4.7 m/s.  

Velocity 
(m/s) 

Sub-Cooling 
Temp.(K) 

Average Hydrate Deposition Rate (L/min) 

Aman et al. 
(2016) (Exp.) 

Di Lorenzo et al. 
(2018) (Analytical) 

CFD 
Model 

4.7 4.5 0.055 0.04 0.060 
6.0 0.078 0.06 0.097 
7.0 0.004a 0.07 0.121 
7.5 0.105 0.07 0.132  

a Experimental data considered an outlier because it did not agree with the 
expected outcome of higher deposition rate as subcooling temperature increases. 

Table 6 
Hydrate deposition rate validation at 8.8 m/s.  

Velocity 
(m/s) 

Sub-Cooling 
Temp.(K) 

Average Hydrate Deposition Rate (L/min) 

Di Lorenzo et al. 
(2014a) (Exp.)a 

Di Lorenzo et al. 
(2018) (Analytical) 

CFD 
Model 

8.8 2.5 0.073 0.34†† 0.063 
4.3 0.124 0.12 0.125 
7.1 0.150 0.14 0.141 
8.0 0.191 0.24 0.183  

a The experimental deposition rates are regressed from the uninhibited results 
in Di Lorenzo et al. (2014a) at subcooling temperatures of 4.5 K, 4.7 K, 6.8 K and 
8.8 K. †† Analytical data was considered an outlier because it dd not agree with 
the expected outcome of lower deposition rate as subcooling temperature 
reduces. 
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hydrate deposition rates within 90% confidence interval, to investigate 
the consistency of the results predicted by the CFD model across the 
subcooling temperatures. 

The dotted linear lines in Figs. 7 and 8, represent the consistency of 
the CFD model predictions within ±10% uncertainty bound compared 
with experimental and analytical results. The deviation of the CFD 
model predictions from experimental results is discussed further. The 
observation from Table 5, suggests that the CFD model at low gas ve-
locity of 4.7 m/s is a better alternative compared to the analytical model. 
At lower velocity of 4.7 m/s (Fig. 9), the CFD model results over-
predicted the experimental results by a range of 9–25.7%, whereas the 
analytical model of Di Lorenzo et al. (2018) underpredicted the same 
experimental results by a range of 27–33%. Hence, the risk of under-
predicted hydrate plugging risk is expected using the analytical model, 
especially at higher subcooling temperatures and lower gas velocity. In 
practice this can occur in under-capacity utilization flow regime in gas 
pipelines. 

As seen from Fig. 9, the predictions of the CFD model at low gas 
velocity can lead to a proactive hydrates control intervention under low 
gas productivity, while the predictions from the analytical model can 
lead to delayed intervention with attendant pipeline failure risk from 
overpressurisation. 

Furthermore, at a higher velocity of 8.8 m/s the regressed experi-
mental data in Table 6 at subcooling temperatures of 2.5 K, 7.1 K and 
8.0 K were underpredicted by the CFD model by 14%, 6% and 4% 
respectively (Fig. 10). Also, the CFD model overpredicted the same 
experimental results by 1% at a subcooling temperature of 4.3 K. 
However, aside the hydrate deposition rate prediction by the analytical 
model of 0.34 L/min against the regressed experimental value of 0.073 
L/min at the subcooling temperature of 2.5 K in Table 6, the hydrate 
deposition rate predictions of the analytical model indicates under-
prediction of experimental results by 3% and 7% at subcooling tem-
peratures of 4.3 K and 7.1 K respectively and overpredicted the same 
experimental results by 26% at the subcooling temperature of 8.0 K, 
which is appropriate for a proactive hydrate deposition rate predicting 
model. From the linear trend in Fig. 10, there is the tendency that the 
CFD model will overpredict the experimental hydrate deposition rates as 
the subcooling temperatures increases beyond 8.0 K. The risk of hydrate 
plugging is reduced at higher gas velocity (Aman et al., 2016), hence, the 
observation from the results (Table 6 and Fig. 10) indicates that the 
predictions from the CFD model is a consistent linear representation of 
the theorized positive regression trend of increasing hydrate deposition 
rates as the subcooling temperatures increases at constant gas velocity. 

Therefore, the outcomes of the validation above implies that the CFD 
model prediction is more proactive in hydrates plugging risk prediction, 
and an improvement over the predictions by the analytical model of (Di 
Lorenzo et al., 2018) at simulation conditions of low gas velocity. At 
higher velocities of 8.8 m/s, the predictions of both models are relatively 
the same except at lower subcooling temperatures of 2.5 K where the 
analytical model prediction was not consistent with expected reduction 
in the deposition rates of hydrates compared with values obtained at 
higher subcooling temperatures. 

Figs. 11 and 12 below presents the graphical representations of the 
relationship between hydrate formation, agglomeration, and deposition 
rates, fluid temperature and pressure drop, and are used to describe the 
process of phase change in hydrate-forming gas pipeline (Fig. 29). From 
Fig. 11, the hydrates were stable after a flowtime of 0.3 s. It has been 
observed that viscosity increases during the agglomeration of hydrates 
(Bbosa et al., 2019). Consequently, the increasing resistance to flow 
because of increase in viscosity also lead to increase in pressure drop (Di 
Lorenzo et al., 2014b). The descriptions and indications observed in all 
the simulations compare favourably with experimental observations, as 
discussed further. 

In Figs. 11 and 12, hydrate formation, agglomeration, deposition and 
pipe plugging are represented in sections I, II, III and IV respectively as 
indicated in (Liu et al., 2020). Higher hydrates formation risks are 

possible in gas-dominant pipelines because of lower volume fraction of 
liquid water (Sloan et al., 2011b). The formation and agglomeration of 
hydrates are characterised by phase change and can be measured by the 
gas flowrate in the fluid domain. Experimental results suggest an in-
crease in gas flowrate during hydrate formation because of the increase 
in gas consumption rate (Odutola et al., 2017; Turner et al., 2005). Also, 
the gas flowrate is relatively stable during agglomeration (Odutola et al., 
2017) and decreases during hydrates deposition because of reduction in 
pipe hydraulic diameter (Aman et al., 2016). The transient pressure drop 
was superimposed on the hydrate curve in Fig. 12 to explain the effect of 
these stages on the pressure drop in the pipeline. As discussed later in 
section 3.6 (Fig. 29), hydrate formation and agglomeration in 
gas-dominant pipeline occur during 3-phase flow of gas, water, and 
hydrates (section I) and 2-phase flow of gas and hydrates (section II), 
respectively. Consequently, the formation of hydrates is not possible in 
section II, because of the absence of water in the fluid domain. The rates 
of hydrate formation, agglomeration and deposition are indicated on the 
left-hand side of the vertical axis in Fig. 12, and can be obtained from the 
curve. Full agglomeration of hydrates was achieved in stage II at an 
average rate of 0.17 L/min in Fig. 12. The temperature in Fig. 11 is 
relatively stable during full agglomeration of hydrates (section II), hy-
drate deposition (section III) and pipe plugging (section IV), which is 
similar to indications in the literature (Li et al., 2013; Liu et al., 2020; 
Odutola et al., 2017; Turner and Talley, 2008). In section III, the grad-
ually decline in deposition rate is consistent with observations in liter-
ature (Liu et al., 2019). Also evident from the graph is the sharp rise in 
the system pressure during the agglomeration of hydrates, which is also 
consistent with experimental observations (e.g., Di Lorenzo et al., 
2014a; Aman et al., 2016). By comparing the transient temperature 
curves at subcooling temperature of 7.0 K at gas velocities of 4.7 m/s and 
8.8 m/s (Fig. 13), the observation suggests that hydrates are more stable 
at lower flow velocities. This observation is consistent with indications 
in the literature (Aman et al., 2016). 

The indication in Fig. 13 explains why the plugging of pipelines by 
hydrates is severe at low gas velocities. Whereas the deposition rates of 
hydrates increases at higher gas velocities under similar subcooling 
temperatures (Aman et al., 2016), the increase in gas velocity enhances 
the interaction of the hydrates at the wall with the gas at the core, thus 
increasing the near wall temperature at the velocity of 8.8 m/s. This 
explains why there are lower sloughing of hydrates events at low flow 
velocity (Aman et al., 2016). Hydrates were unstable at the core as 
indicated from the temperature profile in Fig. 14. 

Details of the results from the CFD model simulations are discussed 
further in sections 3.2 to 3.9. 

Fig. 13. Comparing hydrate temperatures at subcooling temperature of 7.0 K 
with gas flow velocities of 4.7 m/s and 8.8 m/s. 
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3.2. Temperature contours showing the effect of changes in velocity and 
subcooling temperatures during hydrate deposition 

The temperature contours in Figs. 15–17, represent the thermal 
behaviour of hydrate formation because of the temperature-dependent 
solubility of the gas in water. By varying the gas velocity while keep-
ing the subcooling temperature constant at 7.0 K, 2D cross-sectional 
slices of gas temperature contour maps along the horizontal section of 
the pipe are obtained and presented in Fig. 15. From the contour maps 
with a cut-off minimum temperature of 287.6 K for the purpose of 
comparison, annular layers of temperature variations indicates that the 
temperature at the pipe wall is lower than that at the core. Severe cases 
of hydrate deposition in the pipeline occurs at lower gas velocities (e.g., 
2.0 m/s) and higher subcooling temperatures (e.g., 7.0 K). Also indi-
cated in Fig. 15 is a tapering effect of the gas core along the pipe and 
from bottom (highest velocity) to top (lowest velocity) for the range of 
flow velocities simulated. The diameter of the gas at the core at the 
temperature of 292 K indicates availability of gas for the formation and 
sloughing of hydrates. A reduction in gas volume and quality also occurs 
as the gas core reduces along the pipe due to hydrate formation and 
deposition. As a result, the gas-water-hydrate flow during the formation 
of hydrates is relatively incompressible. Also, from Fig. 15 a comparison 
of the profiles at gas velocities of 2.0–8.0 m/s explains the effect of 
increasing velocity on the depositional distance of hydrates (Jassim 
et al., 2010). 

Although more hydrates are formed at higher velocities of 6.0 m/s 
and 8.0 m/s due to the increase turbulence of dispersed water droplets 
(Aman et al., 2016) and the increased solubility of gas, the hydrates are 
deposited farther downstream of the point of hydrate nucleation (Jassim 
et al., 2010). Thus, higher velocities increase hydrate loading into the 
continuous gas phase, until the gas is totally consumed in the water 
phase to form hydrates. Again, the variation of temperature across the 

2D cross-sectional slices at constant velocity was investigated as shown 
in Fig. 16, to explain the thermal effect of varying the subcooling tem-
perature at constant flow gas velocity on hydrate formation and 
deposition. 

The contour maps in Fig. 16 suggests increasing hydrate formation 
and deposition as the subcooling temperature increases. This indication 
provides insight into the behaviour of gas flow in hydrate-forming 
pipelines during temperature changes from summer to winter, for 
instance. This can also occur when the thermal integrity of the external 
pipe insulation is compromised and allows the conduction of the 
ambient temperature in an offshore environment across the wall of the 
pipe to the fluid domain. 

From both Figs. 15 and 16, it is advisable to investigate the optimum 
velocity that can decrease the concentration of hydrates (Yongchao 
et al., 2019), without adversely compromising gas quality and trans-
portability, especially during seasonal temperature changes. One clear 
inference from Figs. 15 and 16, is the tapering effect observed along the 
pipeline from the inlet as indicated in Fig. 17 below, which can lead to 
plugging of the horizontal section or riser base of subsea pipelines with 
hydrates (Aman et al., 2018). 

The pattern in Fig. 17, agrees with experimental observations in the 
literature. The tapering effect shows that hydrates will eventually plug 
the pipeline at a distance from the inlet. Again, the presence of hydrates 
as dispersed phase in the gas phase is possible because of the dispersed 
water phase in the gas stream in Fig. 18. The higher gas temperature of 
292 K indicates that the hydrates at the core will not be stable until the 
entire gas is consumed. From Fig. 18, the water phase maximum tem-
perature of 290 K will continue to enhance the cooling of the gas for 
more stability of hydrates, since the gas temperature of 292 K is already 
at the hydrate equilibrium temperature point. Eventually, the pipe core 
will be filled with hydrates once the entire gas is consumed. 

3.3. Gas density contours showing cross-sectional increase in gas density 
towards the wall of the pipe 

A cross-sectional density profile at the subcooling temperature of 7.0 
K and velocities of 4.7 m/s and 8.8 m/s, indicates how the gas density 
varies across the section in a reducing core phenomenon (Fig. 19). This 
observation is consistent across all the subcooling temperatures 
simulated. 

The higher gas density at the wall is because methane solubility in 
water increases at lower temperatures (Lekvam and Bishnoi, 1997). This 
phenomenon is also related to hydrate formation and deposition. With 
increase in density, gas compressibility reduces, and the flow become 
increasingly viscous resulting in increasing pressure drop. 

3.4. Pressure drop during hydrate formation, agglomeration and 
deposition with change in velocity and subcooling temperature 

Transient pressure drop graphs can provide insight into how change 
in velocity and subcooling temperatures affects hydrates-induced flow 
hydraulics in gas pipelines. The effect of varying flow velocity on 

Fig. 14. Comparing the stability of hydrate near the pipe wall and at the core at 
subcooling temperature of 7.0 K with gas flow velocity of 8.8 m/s. 

Fig. 15. Temperature contour at varying velocities and constant subcooling temperature of 7.0 K for the gas phase.  
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pressure drop during the CFD simulation is presented in Fig. 20. 
From Fig. 20, at a subcooling temperature of 4.5 K and same pressure 

drop, for instance, the simulation at a velocity of 8.8 m/s attained 
pressure drop value of 9.0 Pa at 2.9 s earlier than the simulation at 4.7 
m/s which attained this same transient pressure drop of 9.0 Pa at 3.9 s. 
This observation is similar with the empirical remark by Aman et al. 

(2016) - that the experimental time to attain the maximum transient 
pressure drop of the flowloop facility was shorter at higher velocity than 
at lower velocity. The practical implication of this indication is that 
hydrates plugging risk should be anticipated earlier at higher gas ve-
locity, especially at the riser base. Following the observations in Figs. 11 
and 12 discussed earlier, the two dips on the pressure curves in both 
plots at subcooling temperatures of 4.5 K and 7.0 K at 8.8 m/s in Fig. 20 
indicates the onset of the agglomeration of hydrates (first dip), and the 
second dip is hydrates deposition. Also, for both velocities the maximum 
pressure-drop observed at 7.0 K is greater than that at 4.5 K for the same 
flowtime. As seen in Fig. 20 above, the transient pressure drop increases 
as the velocity increases because of increase in hydrate formation by the 
increasing turbulence in the pipeline. 

In Fig. 21, it is observed that increase in subcooling temperatures did 
not imply a significant increase in the transient pressure drop along the 
pipe at constant velocity, which also agrees with experimental obser-
vations. At a constant gas velocity of 4.6 m/s, Aman et al. (2016) 
observed similar behaviour from their experiments. 

Furthermore, the extended position of the second dip at both sub-
cooling temperatures in Fig. 21, implies increased hydrates deposition 
rate when the gas velocity was increased from 4.7 m/s to 8.8 m/s. 

3.5. Quantitative measurement of hydrate deposition rates 

The hydrate deposition graphs presented in this section are based on 
the mass of gas flow rate in the fluid domain, as a representation of the 
gas consumption rate during hydrate formation, agglomeration and 
deposition discussed earlier. A sample plot of the gas flowrate versus the 
simulation flowtime at 8.8 m/s and 7.0 K subcooling without UDF is 
presented in Fig. 22, below. 

Turner et al. (2005) suggests that the formation of hydrates is 
instantaneous at the right subcooling temperature. Also, hydrate depo-
sition velocity is assumed to be constant for a fully developed turbulent 
flow in the pipeline (Jassim et al., 2010). Therefore, the average gas 

Fig. 16. Temperature contour at varying subcooling temperatures and constant velocities of 4.7 m/s and 8.8 m/s for the gas phase.  

Fig. 17. Temperature contour tapering effect of hydrate deposition along the pipe at a velocity of 8.8 m/s and subcooling temperature of 7.1 K.  

Fig. 18. Temperature contours of gas and water phase at gas velocity of 8.8 m/ 
s and subcooling temperature of 7.1 K indicating the formation of Hydrates as 
dispersed phase and deposition on the wall of the pipe. 

Fig. 19. Gas density contour increasing towards the wall of the pipe at sub-
cooling temperature of 7.0 K. 
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consumption rate (kg/s) is expected to be the best approximation of 
hydrate deposition (Aman et al., 2016; Di Lorenzo et al., 2014b; Liu 
et al., 2019; Turner et al., 2005). Based on the eulerian-eulerian model 
and the assumption of no interphase mass transfer, the right-hand side of 
Eq. (1), reduces to the mass source term Sq only, which is implemented 
in a gas injection UDF. The energy source term in Eq. (9), is also 

implemented in another UDF. The plot for both UDF and no UDF 
simulation at a velocity of 8.8 m/s and subcooling temperature of 7.1 K 
are compared in Fig. 23, below. 

As indicated in Fig. 23, ANSYS Fluent can produce similar gas mass 
flowrate results without the UDFs for a model length of 10.0 m, provided 
the boundary conditions for the formation of hydrates are the same. For 

Fig. 20. Effect of velocity change under constant subcooling temperature on pressure drop during hydrate formation, agglomeration, and deposition.  

Fig. 21. Effect of change in subcooling temperature at constant velocity on pressure drop during hydrate formation, agglomeration, and deposition.  

Fig. 22. Gas mass flowrate during hydrate formation, agglomeration, 
and deposition. 

Fig. 23. Comparison of gas mass flowrate ‘with’ and ‘without’ hydrate depo-
sition UDFs. 
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the UDFs curve, the initial gas consumption rate was lower up to 1.1 s 
but increased slightly thereafter until 2.6 s. From this point both curves 
reduced gas mass flow rates along the same curve. Moreover, while the 
non-UDFs curve maintained a seemingly stable horizontal profile during 
the hydrate agglomeration period (1.0–2.8 s), the UDF curve maintained 
a non-uniform trough with a vertical dip at 2.0 s within this same period. 
The implementation of the UDF codes in this research is to ensure that 
the energy source term is based on experimental correlations in Eq. (9), 
and the make-up gas supplied into the domain is in the same proportion 
with empirical predictions in Eq. (19). The hydrate deposition rates in 
Figs. 24–26 are estimated from Eq. (19), below. 

QH d =
− 60000ṁCH4

ρH hwc
(19)  

where QH d is hydrate deposition rate, L/min; ṁCH4 is gas mass flowrate, 
kg/s; ρH hwc is the density of hydrate (807.77 kg/m3) from 

Table 3. For validation, the recorded hydrate formation data at 4.7 
m/s and 8.8 m/s are plotted for different subcooling temperature sim-
ulations and presented hereafter in Figs. 24 and 25. The comparisons 
indicate an increasing the deposition rate of hydrates as the subcooling 
temperature increases. This is because of the increased solubility of 
methane gas in water at lower temperatures below the hydrate forma-
tion condition (Lekvam and Bishnoi, 1997). 

The UDFs simulated hydrate curves in Figs. 24 and 25 attains a hy-
drate agglomeration/growth rate peak before a deposition (decline 
point on the curves). The simulated deposition rates as indicated in stage 

III of Fig. 12 are computed from Eq. (19) and presented in Table 7 below. 
In Table 7, at 4.7 m/s and 8.8 m/s for all subcooling temperatures 

there is an increasing trend of hydrate deposition rates as the subcooling 
temperature increases. This trend is due to methane solubility as 
explained earlier, hence deposition rate of hydrates is positively related 
with subcooling temperatures. This observation agrees with experi-
mental report in Aman et al. (2016), that hydrates deposition rate is 
positively influenced by increase in velocity. 

To estimate the deposition rates of hydrates at different gas flow-
rates, the gas flowrates are entered as constant negative source mass for 
the gas phase. So that the CFD software compute the added flowrates as 
externally controlled gas input into the control system. Fig. 26 indicates 
the effect of injecting various gas mass flowrate per volume into the 
system on hydrate deposition at 8.8 m/s and subcooling of 8.0 K. 

The results in Fig. 26 indicate that increasing the gas supply into the 
system increases hydrate deposition rates, provided the conditions for 
the formation of hydrates are met. This observation is important in 
managing hydrates. Furthermore, as gas supply is cut off, the growth of 
hydrates is also stopped (Neto et al., 2016). In operations and mainte-
nance, once hydrates start forming in a pipeline, the first technical 
advice is to stop the flow of gas (Li et al., 2013). Again, if hydrates 
deposition rates are estimated during design, the operations of 
hydrate-forming pipelines can be optimised based on routine cleaning 
operations and maintenance planning. It is also important to estimate 
the equivalent gas supply rate to the rate of hydrates deposited by 
superimposing the graph at 8.8 m/s and 8.0 K subcooling temperature in 
Fig. 25 on Fig. 26 as presented in Fig. 27. 

From Fig. 27, the relationship between gas consumption rate and 
hydrate deposition rate was set at: 0.183 L/min (black curve) of hydrates 
deposited is equivalent to 0.2 kg/m3-s of gas injected. Implying that 1.1 

Fig. 24. Comparing hydrate deposition curves at a velocity of 4.7 m/s for 
various subcooling temperatures. 

Fig. 25. Comparing hydrate deposition curves at a velocity of 8.8 m/s for 
various subcooling temperatures. 

Fig. 26. Comparing hydrate formation for various gas supply rate at a velocity 
of 8.8 m/s and constant subcooling temperature of 8.0 K. 

Table 7 
Model predicted hydrate deposition rates.  

Velocity (m/ 
s) 

Sub-Cooling 
temp.(K) 

CFD Model Predicted Average Hydrate 
Deposited Rate (L/min) 

4.7 4.5 0.060 
6.0 0.097 
7.0 0.121 
7.5 0.132 

8.8 2.5 0.063 
4.3 0.125 
7.1 0.141 
8.0 0.183  
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kg/m3-s of consumed gas deposited 1 L/min of hydrates. Again, at lower 
velocity of 4.7 m/s and subcooling temperature of 7.0 K, this relation-
ship also holds (Fig. 28). Thus, by converting to mol/min of gas supplied 
based on the volume of the pipe and molecular weight of the gas 
(Table 1), it is estimated that 12 mol/min of gas deposited 1 L/min of 
hydrates. The above indication shows that gas availability in the pipe-
line is the determining factor for hydrate formation and deposition. 

3.6. Effect of hydrates on volume fraction of gas and water 

The sum of the volume fractions is equal to 1. The volume fraction of 
gas and water will reduce during hydrate formation. Hydrate volume 
fraction αh, was estimated by subtracting the sum of the minimum 
transient volume fraction of gas and water from 1 (Eq. (21)). 
∑

αq = 1 (20)  

αh = 1 −
(
αg + αw

)
(21)  

where αq, the volume fraction of each phase and subscripts, g, w, and h 
represent gas, water, and hydrate phase respectively. From 2.0 s of 
flowtime, both gas and water phase formed a viscous flow that mimicked 
the flow of hydrate slurry in gas pipeline. 

The volume fractions in Fig. 29, are the minimum values obtained in 
the fluid domain of the pipe section. This was appropriate to ensure that 

the values computed by the software was representative of reality. As 
indicated in Fig. 29, the transient multiphase flow phase change during 
hydrate formation, agglomeration and deposition are: (i) 2-phase flow of 
water and gas between 0.0 s and 0.1 s; (ii) 3-phase flow of gas, water, 
and hydrates between 0.1 s and 1.0 s; (iii) 2-phase flow of gas and hy-
drates between 1.0 s and 1.9 s; and (iv) agglomeration and deposition of 
hydrates beyond the flowtime of 1.9 s–4.0 s. At full occlusion, the vol-
ume fraction of water ranges from 0.000029 to 0.0000011 respectively, 
whereas the volume fraction of gas beyond the flowtime of 1.9 s was 
already “zero.” This insignificant volume fraction of water after the 
expiration of the gas phase beyond 1.9 s indicates the presence of slight 
hydrates slurry (agglomeration) and high deposition on the wall, which 
led to a drop in transient pressure between the flowtime of 2.8 s and 3.8 s 
(Fig. 11). This is because, as the hydrates were deposited on the wall, 
there was a slight increase in hydraulic diameter for the light hydrate 
slurry to flow. Later in Fig. 33, it will be noticed that the tangential 
velocity of the hydrates slowed down, implying a gradual reduction in 
deposition as more hydrates are deposited on the wall. However, not all 
the hydrates are stable as the temperature of the hydrates at the core is 
290 K (Fig. 18). As indicated earlier in Figs. 11 and 12, agglomeration 
occurred after 1.0 s. The inlet temperature of 292 K was reduced to 
hydrate-forming temperature in 0.1 s (Fig. 11). This observation is 
supported in the literature (Turner et al., 2005), that the formation of 
hydrates is instantaneous at the right subcooling temperature. Again, 
the observation of 3-phase flow (gas, water, and hydrates) followed by 
2-phase flow (hydrates and gas) in Fig. 29 is consistent with the sug-
gestion in the literature (Wang et al., 2018). The plugging risk of Hy-
drates increases at lower near wall temperatures as indicated by the 
hydrate volume fraction (Fig. 30), hence at lower gas flow velocity hy-
drate plugging risk is higher in agreement with earlier indications in 
Fig. 13. 

A decrease in the deposition rates of hydrates was observed when the 
water volume fraction was increased (Fig. 31). Implying that reducing 
the water volume fraction leads to decrease in liquid loading by the 
carrier phase and increases hydrate plugging risk. This observation is 
also corroborated in another study (Chaudhari et al., 2018). Increase in 
water volume fraction also encourages the sloughing of hydrates (Di 
Lorenzo et al., 2014b). 

3.7. Effect of turbulence and tangential velocity on hydrate deposition 

The deposition of hydrates is controlled by the source mass in Eq. (1). 
From Eq. (1), the source mass is expected to be the dependent variable. 
Since the gas phase is treated as sink, with increase in gas density to-
wards the wall because of the subcooling temperature at the wall, the 

Fig. 27. Estimating the relationship between hydrate deposition rate and gas 
supply rate at a velocity of 8.8 m/s and subcooling temperature of 8.0 K. 

Fig. 28. Estimating the relationship between hydrate deposition rate and gas 
supply rate at a velocity of 4.7 m/s and subcooling temperature of 7.0 K. 

Fig. 29. Phase change during hydrate formation, agglomeration, and deposi-
tion at gas velocity of 8.8 m/s and subcooling temperature of 7.0 K. 
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only variable that will adjust to accommodate the mass flowrate of the 
injected gas based on the law of mass conservation is the gas velocity. 
Hydrate deposition is favoured in laminar and transition flow regimes. 
Hence, the velocity of the gas and water will reduce under the above 
scenario. Laminar flow occurs in the pipeline if the turbulent Reynolds 
number is less than 2100, and turbulent, if the Reynolds number is 
greater than 4000 (Munson et al., 1994). Between these two values, the 
flow is transitional, implying switch between laminar and turbulent 
flow. Turbulence is present at the gas-liquid interface (Di Lorenzo et al., 
2014a), and enhances hydrate formation. The turbulent Reynolds 
number, Rey (Fluent Theory, 2017) is given as: 

Rey =
ρy

̅̅̅
k

√

μ (22)  

where y is the distance to the nearest wall (m); ρ, is the density of the 
fluid domain (kg/m3); k, is turbulent kinetic energy per unit mass (J/kg); 
and μ, is the fluid viscosity (Pa.s). The Rey value explains the flow in the 
viscosity-affected-near-wall region (Fluent Theory, 2017), and impor-
tant here because the deposition of hydrates is a near-wall phenomenon. 
From Eq. (22), increasing the viscosity of hydrates reduces the Reynolds 
number as the density is relatively stable (Ding et al., 2017; Li et al., 
2013). Hence, the Rey represent the Reynolds number of hydrates in the 
pipe. The curves in Fig. 32, are plots of maximum turbulent Reynolds 
number, Rey, at the subcooling temperature of 7.0 K and gas velocities of 
4.7 m/s and 8.8 m/s. 

Both simulations at 4.7 m/s and 8.8 m/s are within the transition 

flow zone during agglomeration and deposition. The higher turbulence 
at the Rey values of 4000–6000, enabled good temperature mixing 
leading to the formation of hydrates. During the transition flow, hy-
drates deposition is enhanced. The tangential velocity of hydrates also 
enhances hydrates agglomeration in readiness for deposition (Fig. 33). 
The agglomeration of hydrates commenced at 1.0 s and deposition 
commenced at 2.8 s as discussed earlier in Figs. 11 and 12. At 4.7 m/s, 
the hydrates remained in the gas phase until 2.0 s before drifting to-
wards the wall when the flow was relatively steady (Fig. 32). At higher 
gas velocity, the hydrates tangential velocity is higher, implying a much 
farther depositional distance as seen in the temperature contour profile 
at 8.8 m/s and subcooling temperature of 7.0 K in Fig. 15. 

During agglomeration (1.0 s–2.8 s), the tangential velocity increases 
and drop during deposition between 2.8 s and 3.5 s at both 4.7 m/s and 
8.8 m/s. At 3.4 s and velocity of 8.8 m/s, the tangential velocity started 
rising because more hydrates are depositing. 

3.8. Effect of pipe length on hydrate deposition rate 

Two model lengths of 10 m and 1 m and same pipe diameter of 
0.0204 m were simulated in this analysis. The inlet and outlet surfaces of 
the pipe were meshed to the same mesh cells. The results are presented 
in Table 8. 

The indications in Table 8, is that the 1.0 m length did not agree with 
the expected increasing trend of hydrate deposition rates as subcooling 
temperature increases at the higher velocity of 8.8 m/s. This is because 
the entry length for this diameter is 0.612 m resulting in a highly un-
stable flow in the 1 m length pipe at 8.8 m/s. Thus, substantiating the 

Fig. 30. Effect of temperature on hydrate plugging risk at subcooling temper-
ature of 7.0 K. 

Fig. 31. Effect of water volume fraction on hydrate deposition rates at sub-
cooling temperature of 7.0 K and gas velocity of 8.8 m/s. 

Fig. 32. Effect of hydrate formation, agglomeration, and deposition on turbu-
lent Reynolds number at subcooling temperature of 7.0 K. 

Fig. 33. Tangential velocity of hydrates at subcooling temperature of 7.0 K.  
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use of a higher length of 10 m for this study. 

3.9. Effect of pipe diameter on hydrate deposition rate 

This sensitivity investigates the need of developing new horizontal 
geometry with changing diameter and mesh sizes for each flow case 
when the pipe diameter varies. The hydrates deposition rates at a ve-
locity of 8.8 m/s and subcooling temperature of 7.1 K are plotted for 
pipe dimeters of 0.0204 m, 0.0408 m and 0.0612 m in Fig. 34. The 
outcome is represented in a linear relationship in Fig. 35 for the purpose 
of deriving a linear mathematical relation that can aid in the extrapo-
lation of the deposition rates of hydrates for any diameter of pipe. 

Fig. 34 shows that increasing the pipe diameter also increases the 
rates of hydrates deposition because of increase in gas volume. The 
hydrate deposition rates in L/min for each pipe diameter were plotted in 
Fig. 35, below. 

Thus, as indicated in Fig. 35, increasing the pipe diameter at the 
same velocity and subcooling temperature increases the volume of gas, 
which is a determining factor in hydrate formation and deposition. Also, 
increase in pipe diameter imply increase in the volume of free water. The 
observation in Fig. 35 is supported by Aman et al. (2016), that increase 
in the amount of entrained water increases hydrate formation and 
deposition. From the linear graph in Fig. 35, a relationship between the 
deposition rate of hydrates and pipe diameter is stated as: 

Qh d = 9.075D (23)  

where Qh d retains the earlier definition in Eq. (23). Therefore, the 
corresponding diameter can be written as: 

D=
Qh d

9.075
(24) 

To find the approximate hydrate deposition rate for a higher 

diameter by extrapolation, we can use the ratio of the pipeline diameters 
as shown below: 

D1

D2
=

Qh d1

Qh d2
(25) 

This can be modified with an extrapolation factor (Kex factor) as: 

Qh d2 =Kex factor.
D2

D1
.Qh d1 (26)  

where Qh d1 is the hydrate deposition rate predicted by this CFD model, 
L/min; Qh d2 is the hydrate deposition rate estimated for actual design 
pipe, L/min; D1 is the pipe diameter of this CFD model, 0.0204 m; D2 is 
the pipe diameter of the actual pipeline, m; and Kex factor is the extrap-
olation factor (dimensionless), given a value of 1.1. 

Eq. (26) indicates that increasing the diameter by a factor also in-
creases the deposition rate by 1.1 times the same factor. For field 
application, the value of Kex factor can be modified based on field expe-
rience to estimate actual deposition rates of hydrates. Hence, by first 
entering the gas and water properties into this CFD model of diameter 
0.0204 m and 10 m length, the hydrates deposition rate can be obtained, 
and is extrapolated for the purpose of design for the pipeline using Eq. 
(26). 

3.10. The relationship between velocity and shear stress on hydrate 
deposit 

The fluctuating gas shear stress on the pipe wall because of hydrate 
formation and deposition is important in providing insight into the 
possibility of hydrates deposition resulting in pipeline vibration (Jujuly 
et al., 2017). For the transportation of natural gas, the shear stress is 
defined by the Darcy friction factor and accounted for in the momentum 
equation (Coelho and Pinho, 2007). In multiphase turbulent flow com-
putations, the primary carrier (gas) phase stress is related to the tur-
bulent (eddy) viscosity (μtc = ρcCμ

k2
c
ℇc

) discussed in Eq. (7). Earlier, the 
turbulent shear stress on the pipewall by the continuous carrier (gas) 

phase is mathematically defined as: τt
c = αcρc

(
2
3 k − 2 μtc

ρc
.∇.ũc

)
, in Eq. 

(17). By modifying this equation with the turbulent viscosity term 
above, we can have Eq. (27). 

τt
c =αcρc

(
2
3

k − 2Cμ
k2

c

ℇc
.∇.ũc

)

(27) 

From the above mathematical relation, the shear stress can be 
influenced by turbulent kinetics (k), the phase volume fraction and 
density. Hence, decrease in turbulent kinetics of the hydrates deposited 
on the wall results in higher resisting shear within the water-hydrate 
composite. In this study, dissipation term is neglected to enhance 
deposition of hydrates at the wall. Implying, the water-induced shear 
stress on the deposited hydrates is expected to be higher than that of the 

Table 8 
Comparison of hydrate deposition rates for CFD model lengths.  

Velocity (m/ 
s) 

Sub-Cooling 
temp.(K) 

Average Hydrate Deposited Rate (L/min) 

CFD Model (1.0 m 
length) 

CFD Model (10.0 m 
length) 

4.7 4.5 0.058 0.060 
6.0 0.065 0.097 
7.0 0.072 0.121 
7.5 0.071 0.132 

8.8 2.5 0.151 0.063 
4.3 0.133 0.125 
7.1 0.133 0.141 
8.0 0.117 0.183  

Fig. 34. Impact of change in pipe diameter on hydrate deposition rate at 8.8 
m/s and 7.1 K subcooling temperature. 

Fig. 35. Relationship between hydrate deposition rate and pipe diameter.  
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gas within the hydrates (Charlton et al., 2018b). However, the increase 
in density of the gas phase from 79 to 83 kg/m3 during the formation of 
hydrates can increase the shear stress of the gas phase slightly as indi-
cated in Fig. 37 and Fig. 38. As explained in the turbulent Reynolds 
number plots (Fig. 32), to ensure that the hydrates shear stress was 
equivalent to the wall shear stress, it was important to achieve a y+<5 
for the flow of hydrates at 4.7 m/s and 8.8 m/s, so that the viscous force 
of the deposited hydrates at the wall will produce a no-slip condition 
(Fig. 36). The maximum y+ at 4.7 m/s (2.5) and at 8.8 m/s (4.0) in-
dicates that the water-induced shear stress on the layer of hydrates is 
equivalent to the pipe wall shear stress (Tu et al., 2018). The y+ is 
defined in the literature (Fluent Theory, 2017; Tu et al., 2018), as 
indicated below. 

y+ =
ρyur

μ (28)  

where ρ, y and μ, retains their earlier definitions. ur, is related to wall 
shear stress and hydrates density as defined in the literature (Fluent 
Theory, 2017; Tu et al., 2018). 

ur =

̅̅̅̅̅τw

ρ

√

(29) 

Hydrates-induced wall shear stress can be defined from Eq. (28) and 
Eq. (29) as: 

τw =
1
ρ

(
y+μ

y

)2

(30) 

From Eq. (28) and Eq. (29), the high viscosity of hydrates is 
responsible for the y+ < 5. In Eq. (30), the increase in the viscosity of 
hydrates has a power of 2 effect, leading to high wall shedding shear 
stress by the deposited hydrates. 

The main assumptions in deducing the predictions of the shear stress 
in this study are as follows: (i) the estimated shear stress is based on 
hydrate deposition only, and not on the pipe wall roughness because the 
pipe internal wall surface is smooth; (ii) the gas-induced shear stress is 
the sloughing shear stress because it is the carrier phase; and (iii) the 
water-induced shear stress on the hydrates is the wall shedding shear 
stress by the hydrate deposits because the hydrate deposit is in direct 
contact with the pipe wall. Determining the shear stress during hydrate 
sloughing and wall shedding is still an active area of research, with no 
consensus among scholars in this field of research on the nature of the 
shear stress during hydrate sloughing and wall shedding by hydrates. We 
proposed two shear stress regimes – a gas-induced shear stress respon-
sible for hydrate sloughing, σsloughing, and water-induced shear stress 
leading to wall shedding by hydrates σshedding, such that σshedding>σsloughing. 
We define an operating shear stress ratio, σop ratio, as follows. 

σop ratio =
σshedding

σsloughing
(31) 

This ratio is similar to the ratio of maximum to minimum shear stress 
proposed in (Aman et al., 2018). Liu et al. (2019) had argued in their 
paper that the position of Di Lorenzo et al. (2018) was inadequate in 
modelling hydrate rheology in the pipeline. However, the understanding 
posited in this paper clarifies why Di Lorenzo et al. (2018) assumed a 
constant shear stress in their analytical model on hydrate sloughing and 
Liu et al. (2019) assumed a fluctuating shear stress in their wall shedding 
analytical model. From our study, the constant shear stress is the gas 
shear stress for sloughing and the fluctuating shear stress is the 
water-induced shear stress for wall shedding by hydrates. Figs. 37 and 
38 present the shear stress plots at gas velocities of 4.7 m/s and 8.8 m/s. 

From Figs. 37 and 38, there is a steep rise in shear stress after 2.0 s, 
when the gas and water phase has formed hydrates. The shear stress 
induced from the water phase on the hydrate deposits from the flowtime 
of 2.5 s, increases at 8.8 m/s and fluctuates around 400 Pa at 4.7 m/s 
(Fig. 38). As the gas velocity increases from 4.7 m/s to 8.8 m/s, the gas 
shear stress also increased relatively by a factor of 1.5. This is as a result 
of increase in tangential velocity (Andreussi et al., 1985). The curves of 
the water-induced shear stress on the layer of hydrates in both velocity 
scenarios, agrees with the position of Liu et al. (2019) that the shear 
stress on hydrate deposit is not constant. Higher wall shedding of hy-
drates can be noticed at 8.8 m/s, while the wall shedding of hydrates at 

Fig. 36. Maximum y+ plot at subcooling temperature of 7.0 K indicating that 
the simulation is dominated by viscous forces. 

Fig. 37. Maximum shear stress on hydrate deposits at subcooling temperature 
of 7.0 K and at velocity of 8.8 m/s. 

Fig. 38. Maximum shear stress on hydrate deposits at subcooling temperature 
of 7.0 K and at velocity of 4.7 m/s. 
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4.7 m/s are relatively stable. Thus, assuming a uniform shear stress at 
lower velocity can be acceptable, but not at higher velocities. Although, 
sloughing has been studied in the literature with no concrete conclusion 
on the location of occurrence along the pipeline (Wang et al., 2018), the 
initial investigation by Aman et al. (2016) suggests that the ratio of the 
resisting water-hydrate composite shear stress to the flowing gas shear 
stress is 4.8. From Fig. 37 at 8.8 m/s, the average resisting shear stress is 
that of the water-hydrate composite (1934 Pa) and the flowing gas shear 
stress is 400 Pa, hence the ratio is 4.84. Similarly, at 4.7 m/s (Fig. 38) the 
ratio of the average resisting shear stress of the water-hydrate composite 
of 655 Pa to the corresponding flowing gas shear stress of 172 Pa is 3.81. 
The higher wall shear stress at 8.8 m/s implies a higher resistance to 
shear. Whereas there is a linearly growing hydrate layer at 8.8 m/s 
before wall shedding (Fig. 37), there is a uniformly stratified growing 
layer at 4.7 m/s before subsequent wall shedding (Fig. 38). However, 
this study suggests that higher minimum values of shear stress than the 
100–200 Pa suggested in the literature (Aman et al., 2018; Di Lorenzo 
et al., 2018) is expected during sloughing at higher velocity, as the range 
stated in the literature only agree with our model prediction of 172 Pa at 
lower velocity of 4.7 m/s. 

Similarly, from the indications in Figs. 37 and 38 we suggest the 
following. (1) at higher velocity of 8.8 m/s the operating shear stress 
ratio (Eq. (27)) is relatively equal to 1 (σop ratio = 1) during sloughing of 
hydrates, corresponding to the flowtime of 1.0–2.0 s when there was 2- 
phase gas and hydrates flow dominated by hydrate agglomeration. The 
rise in water-induced shear stress beyond 2.0 s until 2.8 s was to initiate 
the first wall shedding of hydrates as the hydrates agglomerates until the 
first deposition occurred at 2.8 s. Beyond this point, σop ratio > 1, 
encouraging wall shedding by hydrates. The shear stress fluctuates and 
increased in a linear order as more hydrate deposits from 2.8 s to the end 
of simulation flowtime. (2) at lower velocity of 4.7 m/s, σop ratio = 1 
during hydrate sloughing, corresponding to the flowtime of 1.0–1.9 s 
when there was 2-phase gas and hydrate flow dominated by agglomer-
ation of hydrates. The rise in water-induced shear stress beyond 1.9 s 
until 2.5 s was to initiate the first wall shedding of hydrates as the hy-
drates agglomerates until the first deposition occurred at 2.5 s. Beyond 
this point, σop ratio > 1, leading to wall shedding by hydrates. The shear 
stress fluctuates in a relatively stable manner as more hydrate deposits 
from 2.5 s to the end of simulation flowtime. Hence, we propose that the 
hydrate layer at the velocity of 8.8 m/s is a linearly growing annular 
profile, while the layer of hydrates at 4.7 m/s were deposited in a 
stratified annular pattern. 

4. Conclusion- 

The need for a specific gas-hydrates predicting model for gas- 
dominated systems has been stressed in the literature (Charlton et al., 
2018a). Currently, both experimental and analytical research reports 
indicate the occurrence of hydrate deposition and gas shear stress on the 
pipe wall during hydrate sloughing and shedding along the pipe. How-
ever, this present work has developed a validated CFD model based on 
the fact that: (1) experiments are expensive and can hardly be extrap-
olated for actual field application; and (2) the need to improve on the 
predictions of the existing analytical model of Di Lorenzo et al. (2018). 
Based on the outcome of the analysis, the CFD model was able to 
accurately predict experimental and analytical results comparatively. 
The empirical results of this CFD model at 4.7 m/s and 8.8 m/s predicted 
both experimental and analytical model results within ±10% uncer-
tainty bound. Consequently, the unique contributions of this work to 
knowledge include:  

a. This novel CFD modelling approach improved hydrates deposition 
rate predictions at lower gas flow velocity of 4.7 m/s when compared 
with the only analytical model that predicted the deposition rates of 
hydrates at this velocity in gas-dominated pipeline.  

b. As a proactive predictive tool, this CFD model can predict the 
deposition rates of hydrates using the system gas flow velocity, 
pressure, and temperature as inputs. Thus, serving as a real-time 
predictive tool for monitoring the plugging risk of hydrates in gas 
pipelines, unlike existing CFD modelling of the deposition of hy-
drates in the literature that requires external injection of hydrates 
into the flow domain.  

c. The model also predicted the phase changes during the formation, 
agglomeration and deposition of hydrates, which is consistent with 
results from the analytical model of Wang et al. (2017) of 3-phase 
(gas, water and hydrates flow) and 2-phase (gas and hydrates flow).  

d. The model simulation results using different pipe diameter led to a 
new proposition that the deposition rate of hydrates increases as the 
diameter of the pipe increases under the same boundary conditions. 
No prior study has reported this observation. This is useful in 
extending the CFD model for industrial application using a scaling 
factor.  

e. In previous studies, Di Lorenzo et al. (2018) assumed a constant 
flowing shear stress, while Liu et al. (2019) assumed a varying shear 
stress value in their analytical models. This CFD model clarifies the 
disagreement as follows: (1) that the water-induced shear stress 
along the pipe fluctuates during wall shedding of hydrates as 
assumed in Liu et al. (2019); and (2) the gas-induced shear stress on 
the hydrates layer during hydrates sloughing is relatively constant as 
assumed in Di Lorenzo et al. (2018). By proposing a new ratio for the 
operating shear stress during sloughing and wall shedding, the model 
results compares favourably with the ratio of the resisting 
hydrates-water composite shear stress to the flowing gas shear stress 
on the deposit of hydrates suggested in Aman et al. (2016). The 
proposed 100–200 Pa shear stress during sloughing (Di Lorenzo 
et al., 2018) agrees with the predictions of this model at lower ve-
locity of 4.7 m/s. However, this study suggests that higher values of 
shear stress than the value of 100–200 Pa suggested in the literature 
might be expected during sloughing at higher velocities.  

f. We propose that the deposit of hydrates at the velocity of 8.8 m/s is a 
linearly growing annular profile, while the hydrates layer at 4.7 m/s 
were deposited in a stratified annular pattern. 

While the CFD model can predict transient pressure drop during 
hydrates deposition and the resulting pipeline plugging flowtime, it is 
difficult to estimate both the actual transient pressure drop and plugging 
flowtime for an industry scale gas pipeline using the CFD model. 
Therefore, the need to combine the deposition rate of hydrates predicted 
in this model with an analytical model for estimating the actual plugging 
flowtime and resulting transient pressure drop for an industry size 
pipeline is identified as a gap for future studies. This identified gap is 
currently undertaken by the authors of this paper and will be the subject 
of future publication. 
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