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Zusammenfassung

In dieser Arbeit werden (Metall-)Phthalocyanin-Moleküle, welche auf einer supraleitenden
Pb(100) Ober�äche adsorbiert sind, mittels Tieftemperatur-Rastertunnelmikroskopie (STM)
untersucht. Obwohl die Moleküle in der Gasphase diamagnetisch sind, entwickeln sie ein ma-
gnetisches Nettomoment, wenn sie zu Supramolekülen zusammengefügt werden oder sich zu
selbstgeordneten Inseln gruppieren. Dies wird durch die Beobachtung von Yu-Shiba-Rusinov
(YSR)-Zuständen deutlich.
Um dieses Phänomen zu untersuchen, werden H2-Phthalocyanin (H2Pc)-Supramoleküle durch
Manipulation mit der STM-Spitze manuell auf der Ober�äche zusammengesetzt. Es wird gezeigt,
dass sich das niedrigste unbesetzte Molekülorbital (LUMO) des zentralen Moleküls in Richtung
des Fermi-Niveaus verschiebt und teilweise besetzt wird, was zu dem für den YSR-Zustand
ursächlichen magnetischen Moment führt. Diese Interpretation wird mit Messungen des di�eren-
tiellen Leitwerts untermauert, die zeigen, dass die laterale Verteilung des YSR-Zustands der Form
des LUMOs folgt. Die beobachteten YSR-Zustände und LUMO-Resonanzen werden im Detail
untersucht und mit Hilfe von Dichtefunktionaltheorie (DFT)-Rechnungen wird ein phänomeno-
logisches Modell entwickelt, das die zugrunde liegenden molekularen Wechselwirkungen erklärt.
Es wird gezeigt, dass elektrostatische Wechselwirkungen eine wichtige Rolle spielen, während
Hybridisierung zwischen den Molekülen vernachlässigbar ist. Die magnetischen Momente wer-
den darüber hinaus durch gezielte Relokalisierung der inneren Wassersto�atome benachbarter
H2Pc-Moleküle fein abgestimmt.
Des Weiteren werden Blei-Phthalocyanin (PbPc)-Moleküle auf Pb(100) untersucht. Es wird
gezeigt, dass diese Moleküle durch einen ähnlichen Mechanismus YSR-Zustände aufweisen, die
im Vergleich zu H2Pc ausgeprägter sind. Der Ein�uss verschiedener Adsorptionsgeometrien und
Nachbarmoleküle wird im Detail untersucht. Dabei werden Hinweise auf einen möglichen Ein�uss
der elektrostatischen Dipole molekularer Nachbarn gefunden. Mittels Abgleich einer Bogoliubov-
de Gennes Modellfunktion mit den experimentellen YSR-Spektren werden Kopplungsparameter
des Systems bestimmt.
Darüber hinaus werden die scharfen YSR-Resonanzen eingesetzt, um Molekülschwingungen
von PbPc mittels inelastischer Elektronentunnelspektroskopie (IETS) zu untersuchen. Im Ver-
gleich zu früheren Messungen wird eine deutlich höhere Emp�ndlichkeit erzielt, wodurch 46
verschiedene Schwingungsanregungen beobachtet werden. Ein Vergleich mit DFT-Rechnungen
von Molekülen auf der Ober�äche zeigt eine gute Übereinstimmung, die eine Zuordnung der
beobachteten Moden erlaubt. Die hohe spektrale Energieau�ösung wird genutzt, um Energie-
verschiebungen der Schwingungsmoden zu untersuchen, die durch die Anwesenheit der STM-
Spitze, durch verschiedene Nachbarmoleküle oder durch das Hinzufügen zusätzlicher Nachbar-
moleküle verursacht werden. Auÿerdem werden räumliche Intensitätsverteilungen verschiedener
Schwingungsmoden gemessen und mit Rechnungsergebnissen verglichen.

v



Ergänzend werden Untersuchungen an drei weiteren Molekülen mit YSR-Zuständen gezeigt. Ein
noch nicht identi�ziertes Molekül bildet selbstorganisierte Supramoleküle in Verbindung mit
H2Pc, wodurch dessen YSR-Zustände beein�usst werden. Aluminium-Phthalocyanin (AlPc)-
Moleküle auf Pb(100) weisen ein ähnliches Verhalten auf wie H2Pc und erlangen ebenfalls
ein magnetisches Nettomoment, nachdem sie zu einem Supramolekül zusammengefügt wurden.
YSR-verstärkte IETS-Messungen von Schwingungsanregungen an AlPc werden mit den Ergeb-
nissen von PbPc verglichen. YSR-Zustände an der STM-Spitze werden durch die Aufnahme
einzelner Manganphthalocyanin (MnPc)-Moleküle erreicht, was für zukünftige Studien interes-
sant sein könnte. Darüber hinaus wird eine Au-Pb-Ober�äche auf Pb(100) untersucht.
Schlieÿlich wird der Zusammenbau, Test und Neuentwurf einer selbstgebauten NEG-Pumpe
gezeigt (NEG: non-evaporable getter). Sie wird mit anderen NEG-Pumpen verglichen und die
Vor- und Nachteile gegenüber vergleichbaren kommerziellen Pumpen werden erörtert.
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Abstract

In this thesis, (metal-)phthalocyanine molecules adsorbed on a superconducting Pb(100) surface
are investigated with low-temperature scanning tunneling microscopy (STM). Although the
molecules are originally diamagnetic, they acquire a net magnetic moment upon assembly into
supramolecules or within self-assembled islands. This e�ect is revealed by the observation of
Yu-Shiba-Rusinov (YSR) resonances on the respective molecules.
To study this phenomenon, H2-phthalocyanine (H2Pc) supramolecules are manually assembled
on the surface via manipulation with the STM tip. It is shown that the lowest unoccupied
molecular orbital (LUMO) of the central molecule shifts toward the Fermi level and thus be-
comes partially �lled, which results in the net magnetic moment responsible for the YSR state.
To reinforce this interpretation, di�erential conductance measurements are presented, which
demonstrate that the lateral distribution of the YSR state follows the shape of the LUMO. The
observed YSR states and LUMO resonances are analyzed in detail, and with support from den-
sity functional theory (DFT) calculations a phenomenological model is developed that explains
the underlying molecular interactions. It is shown that electrostatic interactions play an impor-
tant role while hybridization between the molecules is negligible. The magnetic moments are
furthermore �nely tuned by targeted repositioning of the inner hydrogen atoms of neighboring
H2Pc molecules.
In addition, lead phthalocyanine (PbPc) molecules on Pb(100) are investigated. It is shown that
these molecules exhibit YSR states due to a similar mechanism. However, more pronounced YSR
states are observed on PbPc compared to H2Pc. The in�uence of di�erent adsorption geome-
tries and neighbor molecules is studied in detail, revealing a possible in�uence of the electrostatic
dipole moments of molecular neighbors. Coupling parameters of the system are obtained by �t-
ting a Bogoliubov-de Gennes (BdG) model function to experimental YSR spectra.
Furthermore, the sharp YSR resonances are utilized for inelastic electron tunneling spectroscopy
(IETS) of molecular vibrations of PbPc. A signi�cantly higher sensitivity is obtained compared
to earlier experiments, and thus 46 separate vibrational excitations are observed. Good agree-
ment is found in comparison with results from on-surface DFT calculations allowing an assign-
ment of the observed modes. The high spectral energy resolution is used to study energy shifts
of the vibrational modes caused by the presence of the STM tip, by di�erent neighbor molecules,
or by adding neighbor molecules. Moreover, intensity maps of di�erent vibrational modes are
measured and compared to calculation results.

Supplementary, three other molecules carrying YSR states are investigated. A yet unidenti-
�ed molecule forms self-assembled supramolecules in combination with H2Pc, a�ecting its YSR
states. Aluminum phthalocyanine (AlPc) molecules on Pb(100) show a similar behavior as H2Pc
by acquiring a net magnetic moment and YSR states upon cluster assembly. YSR enhanced IETS
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measurements of vibrational excitations on AlPc are compared to the results from PbPc. YSR
states on the STM tip are achieved by picking up single manganese phthalocyanine (MnPc)
molecules, which may be interesting for future studies. In addition, a Au-Pb surface layer on
Pb(100) is investigated.
Finally, the construction, test, and redesign of a home-built non evaporable getter (NEG) pump
is presented. It is compared to other NEG pumps and the pros and cons to comparable com-
mercially available pumps are discussed.
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Chapter 1
Introduction

Yu-Shiba-Rusinov (YSR) states occur when magnetic impurities, e. g., single atoms or molecules,
interact with a superconducting substrate. The magnetic moment of the impurity induces a
pair-breaking potential for the Cooper pairs of the substrate, leading to quasiparticle excita-
tions inside the superconducting energy gap. This phenomenon was �rst theoretically predicted
by Yu1, Shiba2, and Rusinov3 in the late 1960s.
YSR states have gained a lot of interest in the recent years since it was realized that they may
serve as building blocks for topological phases4�6. Majorana fermions emerge at the boundaries
of topological superconductors7 and may open the route to topological quantum computing, a
theoretical concept proposed by Kitaev in 1997 8. A major advantage of topological quantum
computing over the most common approaches to quantum computing is that it inherently avoids
decoherence9. A possible realization of Majorana bound states at the end of atomic chains on the
surface of a superconductor was suggested by Nadj-Perge et al. in 2013 10 and demonstrated in
experiment one year later11. This �nding has fueled a great amount of ongoing research on spin
chains on superconductors speci�cally12�21, but also on YSR states themselves22�30. Further-
more, it was recently proposed to build qubits (quantum bits, which can assume a superposition
of their two states) directly out of two coupled YSR impurities31,32.
Apart from their possible application in quantum computing, YSR states are a fascinating sub-
ject of investigation by themselves. Their distinctive appearance in di�erential conductance
spectra33,34 and their strong dependence on system parameters, such as the coupling strength
of the impurity to the substrate35, makes them ideal experimental subjects which o�er insight
into the quantum states of the impurity. After only a few experimental studies on YSR states
before33,34, the groundbreaking work of Franke et al. published in 2011 35 signi�cantly advanced
the understanding of YSR states. Since then, many studies have followed and in this context,
e. g., the competition of magnetic and superconducting interaction24,35,36, e�ects of magnetic
anisotropy37, quasiparticle transitions and lifetimes23,38, the orbital structure of atoms39,40,
wave-function hybridization26,27,30, impurity-substrate hybridization41, and the spin polariza-
tion of YSR states42,43 have been experimentally investigated.
The spectral properties of YSR resonances furthermore allow them to be utilized as probes in
fundamental research. Schneider et al. used YSR states at the tip of their scanning tunnel-
ing microscope (STM) for atomic-scale spin-polarization measurements44, while Huang et al.
determined the alignment of two spins to each other via YSR-YSR tunneling29.

Most of the studies mentioned above have used low-temperature scanning tunneling microscopy
(STM), which is also the experimental method of this work. To my knowledge, however, I am
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Chapter 1 Introduction

the �rst to show YSR states on originally diamagnetic molecules. So far, mostly 3d transition
metal atoms or metal-organic molecules from those have been used as magnetic impurities.
Via the observation of emerging YSR resonances, I demonstrate that H2-phthalocyanine (H2Pc)
molecules on a Pb(100) surface acquire a net magnetic moment upon manual assembly into
supramolecular clusters. The spin moment varies among the molecules, which is due to electro-
static interaction as shown by model calculations. Furthermore, the moments are �nely tuned
by repositioning the hydrogen atoms of the inner macrocycle of neighboring molecules.
In addition, I investigated lead phthalocyanine (PbPc) molecules on Pb(100), which also become
magnetic via intermolecular interaction. YSR resonances positioned further within the super-
conducting gap are observed. Their detailed examination indicates that the magnetic moments
of the molecules are in�uenced by electrostatic dipoles of neighboring PbPc molecules.
On this system, I furthermore demonstrate that YSR states can be utilized to signi�cantly en-
hance the sensitivity of molecular vibrational spectroscopy. An improvement of approximately
one order of magnitude has been achieved in comparison to earlier studies. The high energy res-
olution of this technique enables the observation of small energy shifts of individual vibrational
modes, which occur, e. g., upon tip approach or changes of molecular neighbors.

The structure of this thesis is as follows:
In Chapter 2, basic concepts and working principles of STM (2.1) are �rst introduced, including a
brief explanation of the tunneling current. Furthermore, scanning tunneling spectroscopy (STS)
and inelastic electron tunneling spectroscopy (IETS) are addressed. Afterward, the fundamen-
tals of superconductivity are explained (2.2) as far as they are necessary for the understanding
of the YSR states and my experiments on them. Finally, the YSR states themselves are thema-
tized (2.3). After a brief outline of the previous studies in this �eld, the fundamental models
used to explain the phenomenon are introduced. At the end, the Bogoliubov-de Gennes (BdG)
approach is shown that I use to model experimental spectra containing YSR resonances.
In Chapter 3, the two laboratory setups I used for the experiments are presented. In addition,
the sample preparation technique as well as properties of the phthalocyanine molecules are ad-
dressed.
Chapter 4 is dedicated to the �ndings on H2Pc on Pb(100). The major part of this chapter has
been published in a paper in ACS Nano titled Inducing and Controlling Molecular Magnetism

through Supramolecular Manipulation45 (4.1). The corresponding Supporting Information are
reproduced right after (4.2). In addition, the phenomenon of intermolecular state enhancement
is presented, that I have observed and interpreted in the scope of the H2Pc investigations (4.3).
In Chapter 5, the observations and results on the system of PbPc on Pb(100) are shown. It
starts with the adsorption geometry of the self-assembled islands (5.1). Four di�erent groups of
molecules have been observed, which also show di�erently pronounced YSR states. The YSR
states on PbPc and their dependence on molecular neighbors are studied in detail (5.2). Utilizing
the sharp YSR resonances, vibrational excitations on PbPc have been observed with unprece-
dented sensitivity. A manuscript with the corresponding �ndings is currently under review for
publication in Physical Review Letters, entitled Resonance-enhanced Vibrational Spectroscopy

of Molecules on a Superconductor, and is also reproduced in this thesis (5.3). The associated
Supplemental Materials are shown thereafter (5.4). Furthermore, the new technique of YSR en-
hanced IETS is used to map individual vibrational modes (5.5). Leaning on the manual assembly
of H2Pc supramolecules, a manually assembled PbPc cluster (5.6) and measurements thereon
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are shown, which con�rm and supplement my previous observations. In addition, reasons for
di�erent heights of spectral YSR peaks (5.7) relevant for YSR enhanced IETS are addressed,
the deliberate (de-)metallation of single molecules (5.8) is demonstrated, and supporting STS
measurements of di�erent molecular orbitals are shown (5.9).
Finally, a summary and an outlook to possible studies that may follow are given in Chapter 6.
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Previous page:
Model illustration of H2Pc molecules on a
Pb(100) surface, and a Pb tip in close proximity.
The rendering was created with Blender46.
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2.1 Scanning Tunneling Microscopy

2.1 Scanning Tunneling Microscopy

Ever since the STM has been invented in the early 1980s by Binnig and Rohrer47,48, its im-
portance and spread have increased, especially in the �eld of nanosciences. However, the un-
derlying mechanism remains the same and has been described in many publications. For a
detailed description, the reader is referred to the References 49�51. Here, I will explain the basic
functionality only very brie�y.

A very sharp metal tip is scanned via piezo crystals above a conducting sample at small distances,
i. e. below 1 nm. By applying a voltage bias between tip and sample, a tunneling current occurs.
The tunneling current is strongly depending on the distance between tip and sample, which
enables a very high resolution at which single molecules and atoms can be resolved52. I will
address the tunneling current in the next Section 2.1.1 in more detail. To achieve the necessary
stability in the tunneling contact, the STM is typically set in an ultra-high vacuum (UHV)
environment at low temperatures. The setups used in the scope of this thesis will be described
in Chapter 3.

In STM, there are di�erent ways to map the sample surface. In constant-current scanning mode,
the tunneling current is kept constant at a speci�c setpoint via a feedback loop. This technique
allows the topograph of the sample to be mapped and is used for all topographs shown in the
following, unless stated otherwise. Complementary, the z-position can be kept constant during
scanning (the z-axis is orthogonal to the sample surface), which is then called constant-height
mode.
In addition to the mapping of the sample surface in real space, it is possible to measure the energy
landscape of the sample via STS, which will be addressed in Section 2.1.2. In Section 2.1.3 IETS
is discussed, which enables the measurement of, e. g., vibrational modes of single molecules53.

Furthermore, STM allows not only imaging of the sample, but also its manipulation. For ex-
ample, single molecules can be moved across the sample surface54 or switched between di�erent
states, e. g., structural isomers55. Additionally, the metallation and demetallation of single
molecules is possible56,57.

All of the mentioned mapping and manipulation techniques are demonstrated in the experimental
section of this thesis.

2.1.1 The Tunneling Current

The tunneling current is a quantum mechanical phenomenon: At small distances, the wave
functions of both electrodes (tip and sample) overlap through the vacuum barrier, which allows
electrons to pass from one electrode to the other. In a one-dimensional approximation (based
on the WKB approximation) with a trapezoidal barrier of width z, the transmission probability
τ for an electron can be written as51,58:

τ(z, V,E) = exp(−2κz), κ =

√
2m

ℏ2

(
Φ+

eV

2
− E

)
, (2.1)
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Chapter 2 Fundamentals

where m is the mass of the electron, and E the energy of the electron relative to the Fermi
energy of the sample, Φ is the average work function of tip and sample, ℏ the reduced Planck
constant, and V the applied voltage bias, which is assumed to be V < Φ/e. In a typical STM
setup, κ reaches values of the order of 10 nm−1, meaning that the tunneling current changes by
one order of magnitude when the distance of tip and sample changes by only 100 pm.

To obtain the tunneling current, the electronic states of tip and sample have to be taken into
account. To enable the tunneling of an electron from the tip into the sample, an occupied state
in the tip and an unoccupied state in the sample at corresponding energies need to be available.
In 1960, Bardeen proposed a model for tunneling59 following Fermi's golden rule. Based on this
model, Terso� and Hamann gave the following expression for the tunneling current60:

I =
2πe

ℏ
∑
µ,ν

f(Eµ, T ) [1− f(Eν + eV, T )] · |Mµν |2 δ(Eµ − Eν), (2.2)

where f(E, T ) is the Fermi function at a temperature T , which is assumed to be the same for
tip and sample; and Mµν is the tunneling matrix element between states ψµ of the tip and ψν

of the sample. Here, the di�culty lies in the determination of the tunneling matrix element.

In the limit of small temperatures and small voltages and with the assumption of a spherical
tip, Terso� and Hamann derived an expression for the tunneling matrix element applicable to
STM61. They found out that the tunneling current of an STM is a probe of the local density of
states (LDOS) of the sample at the Fermi energy at the center of the tip.

In general, however, also �nite temperatures and the density of states (DOS) of the tip need
to be considered. Going back to the simple model of a one-dimensional barrier, the matrix
element can be approximated by the transmission probability τ , as shown in Reference 51. The
tunneling current then depends on the temperature T , the distance z, and the LDOS of both
tip and sample (ρT and ρS respectively), and can be written as51:

I(V, z, T ) =
4πe

ℏ

∫ ∞

−∞
τ(z, V,E)ρT (E − eV )ρS(E) [f(E − eV, T )− f(E, T )] dE (2.3)

For low voltages (|eV | ≪ Φ), the energy and voltage dependence of the tunneling factor τ can
be neglected. When keeping the distance z constant, the following expression for the tunnel-
ing current is obtained, which can also be expressed in terms of convolutions [(f ∗ g)(x) =∫∞
−∞ f(τ)g(x− τ)dτ ]:

I(V, T ) ∝
∫ ∞

−∞
ρT (E − eV )ρS(E) [f(E − eV, T )− f(E, T )] dE

=
(
ρS(E) ∗ [ρT (−E)f(−E, T )]

)
(eV )−

(
[ρS(E)f(E, T )] ∗ ρT (−E)

)
(eV )

(2.4)

In this way, the tunneling current I(V ) for arbitrary LDOSs of tip and sample can be calculated
very fast using modern calculation applications like Matlab62.
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2.1 Scanning Tunneling Microscopy

2.1.2 Scanning Tunneling Spectroscopy

Since I(V ) strongly depends on the LDOS of both tip and sample, the measurement of I(V )

spectra is used to obtain information about these. In this method, called electron tunneling
spectroscopy (or scanning tunneling spectroscopy (STS), if applied in an STM), dI/dV (V ) or
even dI2/d2V (V ) spectra are often recorded instead of I(V ). In STM, normal-conducting met-
als with very �at DOS, like W or PtIr, are usually used for the tip. The energy dependence of
ρT can then be neglected, and in the limit of zero temperature, dI/dV (V ) essentially depends
on the sample's LDOS ρS(E) only � in accordance with Terso� and Hamann61. However, it
can still be challenging to extract the LDOS from such spectra, especially when it comes to
constant-current dI/dV 63. Corresponding spectra must therefore be interpreted with caution.
The measurement of the dI/dV is nevertheless an established method to probe the sample's
LDOS, e. g., molecular orbitals of single molecules. Esaki and Stiles were the �rst to demon-
strate this technique in 1965 64 by measuring the energy band structure of bismuth via electron
tunneling spectroscopy.
In addition to the LDOS measurement, many di�erent phenomena can be observed when it
comes to inelastic electron tunneling spectroscopy (IETS), as will be shown in the next section
2.1.3.

Instead of numerically calculating the dI/dV (or d2I/dV 2) from recorded I(V ) curves, it can be
measured directly via standard lock-in technique as described, e. g., in Reference 65. The bias
voltage is then modulated by a small modulation voltage VM with high frequency f (values of
700 to 1000Hz are typically used in the scope of this thesis). The obtained current signal is
analyzed by the lock-in ampli�er, which locks in to the chosen modulation frequency, meaning
that it ampli�es the amplitude of the AC component with frequency f , while blocking other
frequencies. Finally, the output signal of the lock-in ampli�er is proportional to the dI/dV or
di�erential conductance. Since the lock-in ampli�er acts as a frequency �lter, a much better
signal to noise ratio is usually obtained via this technique compared to numerical derivation.

2.1.2.1 Broadening in Scanning Tunneling Spectroscopy

The measured features in a dI/dV curve may be broadened because of di�erent reasons. First,
when using the lock-in technique, the �nite modulation amplitude leads to broadening. This
instrumental broadening is modeled by convoluting the unbroadened spectrum with an instru-
mental function χlock−in

66,67 (see Figure 2.1a):

χlock−in(V ) =

{
2

πV 2
M

√
V 2
M − V 2 , |V | ≤ VM

0 , |V | > VM ,
(2.5)

The full width at half maximum (FWHM) is ∆Vlock−in =
√
3VM . Therefore, the modulation

voltage VM must be chosen small enough so that the lock-in instrumental broadening does not
interfere with the measurement.
Secondly, there will be broadening due to electronic noise in the STM setup. I model this e�ect
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Figure 2.1: Broadening functions for (a) lock-in instrumental broadening, (b) electronic broad-
ening, and (c) thermal broadening, as described in the text.

by convoluting the unperturbed signal with a Gaussian function (see Figure 2.1b):

χgauss(V ) =
1

σ
√
2π

exp

(
− V 2

2σ2

)
, (2.6)

where σ is the standard derivation. A similar approach has been used, e. g., in References 25,68.
With the STM setups used in the scope of this thesis, values down to σ ≈ 100 µV are achieved,
which relates to a FWHM of ∆Vgauss = 2

√
2 ln(2)σ ≈ 236 µV.

Finally, thermal broadening has to be considered. At �nite temperatures T > 0, the Fermi-Dirac
distribution of the occupied states lead to a broadening, which can be modeled by convolution
with the thermal-broadening function χthermal

66 (see Figure 2.1c):

χthermal(V ) =
1

4kBT
[
cosh

(
eV

2kBT

)]2 , (2.7)

where kB is the Boltzmann constant. Thus, at a temperature of 4.2K, a broadening with a
FWHM of ∆Vthermal = 3.5kBT/e ≈ 1.3mV is obtained.
When using modulation voltages smaller than approximately 700 µV, the broadening of the
dI/dV is limited by the thermal broadening at 4.2K. However, the thermal broadening can
be neglected if superconducting electrodes with a su�ciently large gap parameter are used
(2∆ ≫ kBT ) 69, as will be shown in Section 2.2.4. In either way, the thermal broadening is
already included when calculating the tunneling current via Equation 2.4.
A similar discussion of lock-in and thermal broadening on dI/dV spectra can also be found, e. g.,
in References 70,71. The e�ect of lock-in and thermal broadening on inelastic d2I/dV 2 spectra
has already been discussed in 1973 by Klein et al.72.

A model function of the dI/dV signal is obtained by calculating the tunneling current via
Equation 2.4, numerical derivation, and subsequent convolution with the broadening functions
χlock−in and χgauss. I have used this model function to simulate measured dI/dV spectra, and
also �tted it to them to extract experimental parameters.
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2.1.3 Inelastic Electron Tunneling Spectroscopy

So far, only elastic electron tunneling has been considered. However, an electron may also tunnel
via an inelastic process where it loses some of its energy, e. g., to a phonon with energy ℏω, as
depicted in Figure 2.2a. In this case, the electron ends up in a state of the sample that is
ℏω lower in energy than in case of elastic tunneling. In the most simple picture of two metal
electrodes at zero temperature, the inelastic process comes into play, when the bias voltage
reaches Vω = ℏω

e , since the electron can only tunnel into unoccupied states of the sample.
Consequently, a new transmission channel opens up at voltages V ≥ Vω, which may increase the
di�erential conductance of the contact. Therefore, inelastic electron tunneling processes induce
characteristic signatures, which are observable in STS.
I will focus my discussion on IETS of molecular vibrational modes, especially in STM. In
addition, however, IETS has also been used to measure, e. g., phonons73�75, plasmons75,76,
magnons77�79, and spin excitations80.

IETS of molecular vibrations was demonstrated for the �rst time in 1966 by Lambe and Jakle-
vic81 with metal-oxide-metal tunnel junctions . They observed resonances in the d2I/dV 2 signal,
which were attributed to vibrational excitations of molecules contained in the oxide layer. In
1998, Stipe et al.53 transferred the technique of IETS to STM (STM-IETS). They measured
vibrational modes of single acetylene molecules adsorbed on a Cu(100) surface. However, only
some of the vibrational modes could be observed, while others were hidden. This puzzle has been
solved by a theoretical study of Lorente and Persson82 published in 2000. They showed that the
increase of the conductance via the opening of an inelastic-tunneling channel can be canceled
out by an elastic contribution to the tunneling current, in which a virtual vibration is emitted
and readsorbed. In this way, some vibrational modes are not observable in STM-IETS, while
others may even come with a decrease of the conductance. In general, each vibrational mode
can be assigned a factor η that gives the corresponding relative change of the conductance.

Figure 2.2b,c shows a simulated dI/dV and d2I/dV 2 spectrum, respectively, assuming a constant
DOS in both electrodes and an excitation energy of ℏω = 2meV with a conductance gain of
η = 10%. Typically, much smaller values of η are observed, however, I chose a larger value
for clarity. In the dI/dV spectrum (b), only a small step is observable, while in the d2I/dV 2

spectrum (c) a peak shows up at Vω = ℏω
e and a dip at−Vω. In conventional IETS measurements,

the d2I/dV 2 signal is therefore evaluated, because it provides a more distinct sensing signal.
After all, the small steps in the dI/dV spectrum might be obfuscated, since in reality the DOS
is not absolutely constant and in addition, the measurement signal is contaminated by noise.

To further improve the sensitivity in IETS, it is possible to resonantly enhance the signal of
the inelastic tunneling processes. This concept was �rst proposed theoretically by Persson and
Barato�83 in 1987. The underlying idea is that the e�ective conductance gain does not only
depend on the cross-section of the inelastic process, but also on the number of empty states
available for elastic and inelastic tunneling electrons. Namely, if the LDOS of the sample at the
Fermi edge is increased with respect to the LDOS at E = ℏω, e. g., by a molecular orbital of
an adsorbed molecule, the contribution of the inelastic tunneling processes will be enhanced in
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Figure 2.2: Depictions of (a�c) conventional IETS and (d�f) IETS resonantly enhanced via
superconducting electrodes. (a,d) Energy diagrams showing a direct elastic tunneling process
(blue arrow) and a corresponding inelastic tunneling process (red arrow) with an excitation
energy of ℏω. The corresponding transmission channel opens up at a sample voltage of eV = ±ℏω
or eV = ±(ℏω + 2∆), respectively, where ∆ is the superconducting gap parameter of tip and
sample. Consequently, in conventional IETS, a small step is observable in the dI/dV at that
voltage (b), while in d2I/dV 2 it is a peak (or dip at negative voltage) (c). In the case of
superconducting electrodes however, peaks are already observable in dI/dV at eV = ±(ℏω+2∆)
(d). The DOS and the spectra were calculated using the following parameters (see Sections 2.1.2
and 2.2.1): η = 10%, ℏω = 2meV, ∆ = 0.5meV, Γ = 10µeV, σ = 100µeV, T = 1K.

comparison with the elastic contribution. This e�ect was demonstrated in experiment, e. g., by
Guo et al.84.

Here, however, I will focus on the use of superconducting electrodes. As will be discussed in
Section 2.2, the DOS of a superconductor is characterized by a small gap of width 2∆ around the
Fermi energy enclosed by two sharp coherence peaks. These coherence peaks can also serve to
enhance the inelastic tunneling signal. This technique was �rst demonstrated in STM by Hein-
rich et al.85 in 2013, where they observed excited spin states of Fe�octaethylporphyrin�chloride
molecules on a Pb(111) surface with a Pb-covered tip. Before, it was already demonstrated,
e. g., in carbon-nanotube quantum-dots by Grove-Rasmussen et al.86. As will be shown in Sec-
tion 2.2.4, the use of superconducting electrodes furthermore allows a signi�cant increase in
spectral resolution.
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2.1 Scanning Tunneling Microscopy

Figure 2.2d�f shows a corresponding energy diagram and calculated dI/dV and d2I/dV 2 curves.
Except for the superconducting DOS (calculated via Equation 2.11), the same parameters were
used as in Figure 2.2a�c. With superconducting electrodes, the inelastic excitation can be ob-
served as peaks in the dI/dV curve at V = ±(ℏω + 2∆)/e (Figure 2.2e). Thus, the d2I/dV 2

signal is of minor interest.
As will be shown in Section 5.3 and following, I went even one step further and used YSR
resonances (see Section 2.3) to enhance the signal of inelastic excitations.

For a more detailed description of STM-IETS and its recent advances, the reader is referred to
a review by You et al.87.
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Chapter 2 Fundamentals

2.2 Superconductivity

Superconductivity is a macroscopic quantum state in which a conductor has no electrical resis-
tance at all. Its existence was discovered by Kamerlingh Onnes in Leiden 1911 88,89 by measuring
the resistance of mercury at low temperatures, shortly after he succeeded in liquefying helium90.
The phenomenon of superconductivity occurs with various materials below a certain tempera-
ture, i. e. the critical temperature TC . The elements with the highest critical temperatures are91:
Nb (9.25K), Tc (8.2K), Pb (7.2K), La (6K) and V (5.4K).
I chose Pb as material for both electrodes of the STM, because Pb single crystals are available
in high purity, and it is comparatively easy to prepare atomically clean and �at surfaces on
them.

In the last hundred years, more and more superconducting compounds with higher and higher
critical temperatures have been discovered92. Today, even room-temperature superconductivity
has been achieved in carbonaceous sulfur hydride under laboratory conditions and high pres-
sure93. Other high temperature superconductors have long been important for many technical
applications94. Superconductors are used, e. g., in magnet coils to generate strong magnetic
�elds95, in superconducting quantum interference devices (SQUIDs)96 as high precision mag-
netic �eld sensors, or for e�cient power transmission97,98. Furthermore, superconductors are
the basis for the most advanced approaches to quantum computing99�103.

In the course of this chapter, fundamental properties of conventional superconductors are dis-
cussed. It starts with the Bardeen-Cooper-Schrie�er (BCS) theory (Section 2.2.1) with focus on
the quasiparticle DOS, which exhibits the superconducting gap. Then, the in�uence of the tem-
perature on the gap (Section 2.2.2) and the BdG approach to superconductivity (Section 2.2.3)
are addressed. Afterwards, tunneling between superconductors is discussed (Section 2.2.4). The
chapter concludes with the two-band superconductivity of Pb (Section 2.2.5).
For a more in-depth introduction to superconductivity, the reader is referred to some of the
many textbooks dealing with the subject (References 104�106).
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2.2 Superconductivity

2.2.1 BCS Theory

In 1957, Bardeen, Cooper and Schrie�er published a theory of superconductivity107,108, also
known as BCS theory. It was the �rst microscopic theory that could explain the observed
phenomenon and applies to the conventional superconductors, to which Pb also belongs.

The BCS theory states that under certain circumstances, the interaction between electrons re-
sulting from virtual exchange of phonons becomes positive, overcomes the Coulomb repulsion,
and �nally leads to the formation of so called Cooper pairs. The latter were previously pro-
posed by Cooper109 in 1956 based on preceding work concerning electron-phonon interaction
by Fröhlich110. The BCS theory thereby assumes a su�ciently weak coupling of the electrons
and, strictly speaking, therefore only applies to so called weak-coupling superconductors. Pb
however is among the strong-coupling superconductors, which deviate from the BCS theory. A
framework to describe strong-coupling superconductors was published by Scalapino et al.111,112

based on Eliashberg theory113. For the scope of this thesis, however, those deviations will be
neglected.

In the most common case, a Cooper pair consists of two electrons with opposing spin. Hence,
it is in a singlet state with total spin S = 0. If, in addition, the orbital angular momentum is
also zero (l = 0), the material is referred to as an s-wave superconductor, to which all elemental
superconductors belong. Furthermore, the two electrons in a Cooper pair have a momentum
of the same magnitude but with opposing direction. Thus, a Cooper pair can be written as
{+k↑,−k↓}, where k is the wave vector.

Since Cooper pairs have an integer spin, they act like bosons. Thus, they condense into the
same energy state, as described by the Bose-Einstein statistics. In consequence, the entirety of
Cooper pairs is described by a single macroscopic wave function ψ (see, e. g., Reference 105):

ψ(r, t) = ψ0(r, t) exp (iφ(r, t)) , (2.8)

which is essentially de�ned by two parameters only: the Cooper pair density nC = |ψ0|2 and
the phase φ. These parameters are indeed of macroscopic nature, as demonstrated by, e. g., �ux
quantization114�116 and the Josephson e�ect105,117.

As a major consequence, the BCS theory predicted the formation of an energy gap in the DOS
symmetrically located around the Fermi energy EF . It separates the superconducting ground
state from quasiparticle excitations. The width of the gap is described by the superconducting
order parameter ∆, which depends on the normal state DOS at the Fermi energy ρN (EF ), the
coupling potential V and the Debye frequency ωD (Reference 104, p. 56, Equation 3.34):

∆BCS =
ℏωD

sinh
[

1
ρN (EF )V

] ≈ 2ℏωD exp

(
−1

ρN (EF )V

)
, ρN (EF )V ≪ 1. (2.9)

An energy of ∆ has to be expended per electron to break a Cooper pair, leading to single particle
excitations.
In a superconductor, a single excited electron can be transformed into an excited hole of opposing
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Figure 2.3: The DOS of Pb (∆ = 1.3meV) as calculated by BCS theory. Curve (a) was calcu-
lated via Equation 2.10, and the curves (b) and (c) via Equation 2.11 using Dynes' parameters
of Γ = 20 µeV and Γ = 100µeV, respectively.

momentum and spin and a Cooper pair, and vice versa. This process is essentially equivalent
to the Andreev re�ection, which will be brie�y explained in Section 2.2.3. In consequence,
superconductors feature single particle excitations that are better described as superpositions of
electrons and holes, so called Bogoliubov quasiparticles118.

In 1960, Giaever119 was the �rst to measure the superconducting energy gap by electron tun-
neling. He used an aluminum/aluminum-oxide/lead contact and measured I(V ) curves down
to temperatures of 1.6K where Pb is superconducting, but Al is still normal conducting. This
experimental �nding was an important veri�cation of the BCS theory.

In BCS theory, the quasiparticle DOS is derived as107:

ρBCS(E) = ρN (E) · ℜ
(

|E|√
E2 −∆2

)
, (2.10)

where ρN (E) is the DOS in the normal-conducting state.
In 1978, Dynes et al.120 introduced an additional parameter Γ (thereon referred to as Dynes'
parameter), which accounts for quasiparticle-lifetime broadening. The quasiparticle DOS then
reads:

ρBCS(E) = ρN (E) · ℜ

(
sign(E) · (E − iΓ)√

(E − iΓ)2 −∆2

)
(2.11)

In Figure 2.3 the DOS of Pb is plotted as calculated using Equations 2.10 and 2.11. The DOS
has an energy gap of 2∆ centered around the Fermi energy (EF = 0), which is enclosed by two
peaks, the so called coherence peaks. In the original BCS DOS (Equation 2.10) singularities
occur at E = ±∆, which are eradicated by the introduction of Dynes' parameter. Furthermore,
Dynes' parameter leads to a broadening of the coherence peaks and a �nite DOS inside the gap
in accordance with experimental observations120.
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2.2 Superconductivity

Therefore, I use Equation 2.11 to calculate the superconducting DOS, e. g., for model �ts to
experimental dI/dV spectra (see, e. g., Section 2.2.4). Besides ∆, then also Γ becomes a �t
parameter.

2.2.2 Temperature Dependence of the Gap

The superconducting order parameter ∆ depends on the temperature T , the applied magnetic
�eld B and the current density j (∆ = ∆(T,B, j)). There exists a critical value for all three
parameters, at which superconductivity is fully suppressed. Here, I will only discuss the temper-
ature dependence. No magnetic �elds were applied, and the dependence on the current density
is negligible in tunneling experiments.

According to the BCS theory, the critical temperature TC is directly related to the order pa-
rameter at zero temperature ∆0

104,107:

∆0 = 1.764 · kBTC (2.12)

Pb deviates a little bit from this relation (∆0/kBTC ≈ 2.1), since it is a strong coupling super-
conductor and the BCS theory assumes weak coupling.
The principle course of ∆(T ), however, is accurately predicted by BCS theory. While an analytic
expression for the order parameter close to the critical temperature was obtained104,107:

∆(T ) ≈ 3.2kBTC

√
1− T

TC
, (2.13)

the general dependence of ∆(T ) can be calculated numerically, as carried out by Mühlschlegel121

in 1959. Figure 2.4a shows a corresponding curve. First measurements of the temperature
dependence of the superconducting gap were published by Giaever and Megerle122 in 1961,
which essentially con�rm the result.
According to this curve, the gap parameter ∆ of Pb is reduced by approximately 8% at 4.2K.
However, at a temperature of 2.5K it deviates only less than 1% from ∆0. It might therefore
be advantageous to reduce the temperature of the STM below 4.2K.

� ��� �
 T/TC

�

���

�

 �
/�

0

Figure 2.4: Dependence of the gap parameter ∆ on the
temperature T . The values for the blue curve are taken
from Reference 121. The dotted line, shows the relation of
Equation 2.13.
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2.2.3 Bogoliubov-de Gennes Theory

In the following, I will discuss the Bogoliubov-de Gennes (BdG) method, which o�ers an alter-
native approach to superconductors. It was proposed by De Gennes in 1966 123. The reader is
referred to References 124 and 125 for a more detailed discussion.
The BdG method allows the quasiparticle band structure of a superconductor to be calculated.
Furthermore, excitation spectra of YSR states can be calculated, as will be discussed in Sec-
tion 2.3.3. Here, I will introduce the general idea, guided by Reference 124.

First, I have to introduce the concept of Andreev re�ections126. An incident spin-up electron
with energy E < ∆ cannot simply traverse from a normal conductor into a superconductor.
Instead, it drags a spin-down electron with energy 2EF − E with it into the superconductor to
form a Cooper pair. In other words, the incident spin-up electron is re�ected into a spin-down
hole (vacancy in the spin-down electron band), which �ows away from the interface. Vice versa,
a hole can be re�ected into an electron. Thus, Andreev re�ections couple electrons and holes of
opposite spin.

In the BdG approach, electrons and holes of opposite spin are coupled via the implementation
of a pairing potential ∆e−i2EF t/ℏ. Without the coupling, the wave functions of single electrons
u′ and holes v′ obey the time-dependent Schrödinger equation (Reference 124, p. 9):

Hu′ = iℏ
∂u′

∂t
−H∗v′ = iℏ

∂v′

∂t
(2.14)

H is the standard one-electron Hamiltonian (and H∗ its complex conjugate):

H =
(p− eA)

2

2m
+ eV, (2.15)

with scalar potential V , vector potential A, particle mass m, and momentum p. Corresponding
dispersion curves for u′ and v′ are shown in Figure 2.5a.

The coupled system is then described by the following equation, where electrons and holes of
opposite spin mix via the pairing potential (Reference 124, p. 9, Equation 2.2):[

H ∆e−i2EF t/ℏ

∆∗e+i2EF t/ℏ −H∗

]{
u′

v′

}
= iℏ

∂

∂t

{
u′

v′

}
(2.16)

Actually, one would need a four dimensional system of linear equations to fully describe the
system of both spin-up and spin-down electrons and holes. However, since spin-up electrons only
couple to spin-down holes and vice versa, the problem can be reduced to the two dimensional
set of equations shown here (see, e. g., Reference 125, Section 1.5.1).
In general, the pairing potential ∆ can be complex and dependent on the wave vector k. For
the simple case of an s-wave superconductor, ∆ is assumed to be constant and real (∆∗ = ∆).
The additional time dependency e−i2EF t/ℏ of the pairing potential is needed to account for the
energy change from E to E − 2EF , which occurs when switching from electrons to holes and
vice versa. However, this time dependency can be eliminated by a gauge transformation with
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Figure 2.5: Dispersion curves of the energy states of single electrons u′ and holes v′ according
to the standard Hamiltonian (a), and according to the BdG equation with ∆ = 0 (b) and ∆ ̸= 0
(c). In the last case, an energy gap of 2∆ opens up and the electron and hole states mix into
two bands of Bogoliubov quasiparticles.

u = u′e+iEF t/ℏ and v = v′e−iEF t/ℏ. As a result, the standard form of the equilibrium BdG
equation is obtained (Reference 124, p. 11, Equation 2.4):[

H − EF ∆

∆∗ −(H∗ − EF )

]{
u

v

}
= iℏ

∂

∂t

{
u

v

}
(2.17)

Now, I want to focus on the solution of the BdG equation. In the case of ∆ = 0, the solution is
obvious, since the matrix Hamiltonian on the left in Equation 2.17 is diagonal. Then, {u, 0}T

and {0, v}T are the eigenfunctions with the eigenvalues ε = ±(εk − EF ), where εk = ℏ2k2

2m + eV

is the eigenvalue of the single particle Hamiltonian H (Figure 2.5b).
For ∆ ̸= 0, the matrix Hamiltonian needs to be diagonalized �rst. Consequently, the eigenfunc-
tions become mixtures of the electron and hole components, also known as Bogoliubov quasi-
particles. The corresponding eigenvalues are found to be (Reference 124, p. 13, Equation 2.9):

E = ±
√

(εk − EF )2 +∆2 (2.18)

Figure 2.5c shows corresponding dispersion curves. A gap of width 2∆ has opened up symmetri-
cally around zero energy, separating the quasiparticle states. The quasiparticle states themselves
are mixtures of electron and hole components, with equal composition where they are closest to
the gap.
Furthermore, the DOS of the superconductor can be calculated from the solution of the BdG
equation, which reproduces the BCS DOS as shown in Equation 2.10 (see, e. g., Reference 125,
Section 1.7). The DOS is the derivative of the k-space volume Ω with respect to the energy of
the states. Thus, with the dispersion relation of Equation 2.18 and EF = 0,

ρ(E) =
∂Ω

∂E
=
∂Ω

∂εk

∂εk
∂E

= ρN (E) · ∂

∂E

(√
|E|2 −∆2

)
= ρN (E) · |E|√

E2 −∆2
, (2.19)

where ρN (E) = ∂Ω
∂εk

is the DOS in the normal-conducting state.
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Chapter 2 Fundamentals

2.2.4 Tunneling between Superconductors

As discussed in Section 2.2.1, conventional superconductors exhibit an energy gap in their DOS
symmetrically around the Fermi energy and enclosed by the coherence peaks. When tunneling
into a superconductor at small junction conductances (G ≪ G0 = 2e2

h , i. e. the conductance
quantum), this gap can be directly observed in dI/dV measurements. At higher conductances
(G ≈ G0), additional phenomena like multiple Andreev re�ections (MAR)127,128 and the Joseph-
son supercurrent117,129 occur. Here, however, I will limit my discussion to small junction con-
ductances.
As shown in Section 2.2.3, single particle excitations in superconductors are better described
in terms of Bogoliubov quasiparticles. Nevertheless, in this section, I will discuss the tunneling
processes in terms of single electrons (and holes) for better illustration.

When a superconducting sample is probed with a normal-conducting tip (ρT assumed to be
constant), the superconducting DOS of the sample ρS can directly be observed in STS, as
discussed in Section 2.1.2. Figure 2.6a shows an energy diagram of a respective contact. For
a single electron to tunnel from the Fermi level of the tip into the superconductor, a sample
voltage of V ≥ ∆S/e is needed to span the energy gap of the sample ∆S . In this way, the energy
gap of the sample is reproduced in STS. However, at �nite temperatures, the Fermi distribution
of occupied states in the tip leads to a broadening of the spectrum.

Figure 2.7a shows a corresponding calculated spectrum. In comparison with the sample DOS
(dotted line), the spectrum is broadened signi�cantly at a temperature of 4.2K.
Such spectra can be calculated by inserting the BCS DOS (Equation 2.11) for ρS (and ρT , if the
tip is superconducting too) into Equation 2.4. As discussed in Section 2.1.2, the corresponding
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Figure 2.6: Energy diagrams of tunneling contacts with superconducting electrodes. The DOS
of tip and sample are shown as solid curves with the blue area indicating the states that are �lled
according to the Fermi distribution (dashed curves). The respective Fermi level is marked by a
dotted line. For the calculation of the DOS, the same parameters as in Figure 2.7 have been used
respectively. (a) Tunneling contact with a normal-conducting gap, which leads to a broadened
gap of width 2∆S in STS as shown in Figure 2.7a. (b) Both tip and sample are superconducting,
but the tip has a smaller gap. A corresponding spectrum is shown in Figure 2.7b. (c) Tip and
sample have the same gap parameter, which leads to spectra as shown in Figure 2.7c,d.
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Figure 2.7: Calculated STS spectra of the superconducting gap. (a) Superconducting sample
and normal-conducting tip (∆T = 0). Additionally, the DOS of the sample is shown as a gray
dotted line. (b) Both electrodes are superconducting, but have di�erent gap parameters, which
leads to additional peaks. (c) Same gap parameters for both electrodes. The temperature is set
to T = 4.2K, while (d) shows the same contact at T = 1K. For all spectra, the same values are
used for the other model parameters: Γ = 10 µeV, σ = 100µeV, and VM = 100µV.

dI/dV signal can then be calculated by including the lock-in and electronic broadening. In this
way, a model function is obtained (Figure 2.7), which can also be �tted to real data.

The thermal broadening can be suppressed by using a superconducting tip. Now, both the gap
of the tip ∆T and of the sample ∆S must be overcome to tunnel a single electron, as shown in
the energy diagrams in Figure 2.6b,c. Thus, a larger gap of width 2(∆T + ∆S)/e is observed
in the corresponding dI/dV spectra (Figure 2.7b-d). However, the spectral features are much
sharper in comparison with the spectrum with a normal-conducting tip.
At smaller voltages |V | < (∆S +∆T )/e, only thermally excited electrons (or holes) can tunnel.
This behavior is demonstrated for the case of an asymmetric junction, where the gap of the
tip is much smaller than that of the sample (Figure 2.6b). At a temperature of T = 4.2K,
the coherence peak of the tip above the Fermi level is populated by some thermally excited
electrons, which can tunnel into the unoccupied coherence peak of the sample at a voltage of
V = (∆S − ∆T )/e. Consequently, two smaller peaks inside the gap can be observed in the
corresponding dI/dV spectrum (Figure 2.7b).
In the case of a symmetric gap (Figure 2.6c) tunneling of thermally excited single particles is
possible at zero voltage, which is then observed as a small peak in the spectrum at V = 0

(Figure 2.7c). However, this peak vanishes at lower temperatures as shown in Figure 2.7d.
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Apart from that, the width of the spectral features did not change in comparison to Figure 2.7c.
Conclusively, already at T = 4.2K, the thermal broadening is almost completely suppressed by
the use of superconducting electrodes with a gap parameter of ∆ ≈ 1.3meV.

2.2.5 Two-Band Superconductivity of Pb

A single superconducting gap is mostly assumed for Pb throughout this thesis. Strictly speaking,
however, Pb has two di�erent gaps. Here, I will brie�y address this peculiarity.

The BCS theory assumes a spherical Fermi surface and an isotropic superconducting gap. How-
ever, this premise does not hold true in reality. It has been already known from early tunneling
experiments that Pb exhibits an anisotropic energy gap with two di�erent gap parameters130�133.
It was originally assumed that the cause lies in the anisotropic phonon density of states of Pb134.
Later on, when highly anisotropic superconductors like MgB2 were discovered, it has been re-
alized that di�erent gap parameters originate in disjunct Fermi sheets with di�erent electron-
phonon couplings135. In 2007, Floris et al.136 were the �rst to calculate the superconducting
properties of Pb by DFT. They reproduced the experimental �ndings and showed that the two
gaps of Pb are indeed linked to its two Fermi sheets.
Finally, in 2015, Ruby et al.68 measured the two gaps of Pb with STM. They observed di�erent
intensities of the coherence peaks linked to the two gaps, depending on the crystallographic ori-
entation of the sample, which is due to selective tunneling into the two bands. They furthermore
showed that the weighting of the two gaps changes when the STM tip is moved over a single
Pb adatom. On a pristine Pb(100) surface, for example, they observed that the smaller gap ∆1

is roughly twice as dominant than the larger gap ∆2. However, the situation changes above a
single Pb adatom where the larger gap becomes more prominent.
In the early tunneling experiments, the gap parameters were determined to ∆1 ≈ 1.21meV and
∆2 ≈ 1.38meV 132,133. The data from Ruby et al.68, however, suggest slightly higher values of
∆1 ≈ 1.27meV and ∆2 ≈ 1.42meV.

Unfortunately, with the provided STM setup, I was not able to resolve the coherence peaks of the
two gaps independently, which are only separated by ≈150 µV. Rather, I observed a single gap
with an e�ective gap parameter ∆ lying between ∆1 and ∆2. Its exact value thereby depends
on the weighting of the two gaps. Consequently, I observed small changes of the e�ective gap
parameter, when measuring above an adatom, step edge, or molecule compared to the gap on
the pristine Pb(100) surface.
The poly-crystalline STM tip features only one gap, whose value might vary from tip to tip68.
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2.3 Yu-Shiba-Rusinov States

2.3 Yu-Shiba-Rusinov States

As already outlined in the Introduction (Chapter 1), Yu-Shiba-Rusinov (YSR) bound states are
a phenomenon that occurs when magnetic impurities interact with a superconducting substrate.
The magnetic moment of the impurity induces a pair-breaking potential for the Cooper pairs
of the substrate, leading to quasiparticle excitations inside the superconducting gap. These
excitations are observable as peaks in dI/dV spectra, symmetrically positioned around the
Fermi energy, but typically asymmetric in height.

This section gives a short introduction to YSR states including an explanation of their most
important properties. For more detailed information, the reader is referred to a review article
by Heinrich, Pascual, and Franke137.

2.3.1 Historical Background and Previous Studies

YSR states were theoretically predicted in the late 1960s by Yu1, Shiba2, and Rusinov3. Al-
though it was already known that magnetic impurities alter the DOS of a superconductor138,
it took some time until YSR states were experimentally investigated. In 1997, Yazdani et al.33

were the �rst to study YSR states in an STM. They observed excitations within the super-
conducting gap in STS measured in the vicinity of single magnetic Mn and Gd adatoms on a
Nb(110) surface. However, at a temperature of 3.8K and with a normal-conducting gold tip,
the spectral energy resolution was rather limited. At the same time, the �rst three-dimensional
and self-consistent calculation of the YSR in-gap states was carried out by Flatté and Byers139

in terms of a Green's function approach. They explained the observed height asymmetry of the
YSR peaks by particle-hole asymmetry in the normal state of the superconductor.
It took ten more years for the next STM study of YSR states: In 2008, Ji et al.34 studied single
atoms and dimers of Mn and Cr on Pb thin �lms. In comparison to the work of Yazdani et al.,
they increased the spectral resolution drastically by operating at temperatures down to 0.4K

and by using a superconducting Nb tip. They also were the �rst to observe multiple pairs of
YSR resonances in their spectra, which were attributed to di�erent angular-momentum scatter-
ing channels.
The next groundbreaking work in this �eld was published in 2011 by Franke, Schulze, and
Pascual35. They studied MnPc molecules on a Pb(111) surface at 4.5K with a Pb tip. They
demonstrated experimentally that in a system of a localized magnetic moment on a superconduc-
tor, two di�erent ground states are possible, which are connected by a quantum phase transition.
These ground states are determined by the interplay of Kondo screening and superconducting
pair-breaking. Depending on the coupling strength of the impurity to the substrate, the so called
Kondo-screened state (singlet) or the free spin state (doublet) represents the ground state of the
system.
From there on, many studies on YSR states have been published, especially driven by the dis-
covery of zero-energy end-states in chains of ferromagnetic iron atomic chains on Pb(110) in
2014 11.
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In most of the STM studies, 3d transition metal atoms11�15,23,26,34,39,40 or metal-
organic molecules24,35,37,140�144 on Pb single crystals were investigated. However, also
Nb(110)30,33,145,146 and NbSe221,25,28,147,148 were used as substrates. Even more exotic systems
like Fe atoms on oxygen-reconstructed Ta(100)19,42,149, Re(0001)18,150 or FeTe0.55Se0.4543,151

were examined. Ménard et al.22 studied long-range magnetic bound states of Fe atoms em-
bedded in a 2H�NbSe2 crystal. In a later study152, they even found dispersive YSR states on
the edge of Co-Si islands on Si(111) covered by a monolayer of Pb. Furthermore, systems like,
e. g., Fe doped NbSe2 153, Cr atoms on β-Bi2Pd 27, and Gd atoms on ultra-thin Bi layers on
Nb(110) 154 were investigated. Huang et al. have recently studied a YSR system on V(100)
extensively29,38,41,155,156, where the nature of the impurities is still unknown.

The single atom impurities studied are especially the 3d transition metals
Fe11�14,18,19,21,28,42,145,148�150, Mn23,26,30,33,34,39,145,150, Co15,150, and Cr27,34,40,145,146.
In addition, magnetic molecules have been studied, mostly metal phthalocyanines (MPcs). Next
to MnPc35,37,140,147,157 also iron phthalocyanine (FePc)147, cobalt phthalocyanine (CoPc)25,147,
and copper phthalocyanine (CuPc)158, but also ammonia decorated MnPc (NH3-MnPc) on
Pb(111)24 and vanadyl phthalocyanine (VOPc) on Pb(111)142. Furthermore, YSR states have
been observed for other metal-organic complexes like iron porphin (FeP)141, Fe-5,10,15,20-
tetrapyridyl-porphyrin (FeTPyP)143, and Fe-tetraphenyl porphyrin (FeTPP)144 [all on
Pb(111)].

In addition to the STM studies listed above, YSR states have also been investigated in terms of
quantum dots159�165 and molecular break junctions166.

The above overview of previous publications is intended to provide a rough outline and does not
claim to be exhaustive. To the best of my knowledge, however, I am the �rst to investigate YSR
states on molecules that are originally paramagnetic: H2Pc and PbPc.
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2.3 Yu-Shiba-Rusinov States

2.3.2 Classical and Quantum Spin Model

This section provides a brief discussion of the classical model and the quantum spin model of
YSR states and the properties that follow. It was guided by Reference 137. A more detailed
description is given in Reference 167.

In the simplest case, the magnetic impurity has a spin Simp = 1/2 that is described classically.
The overall system, consisting of superconducting substrate and impurity, can then assume two
di�erent states: a singlet state (S = 0) where the impurity spin is screened by an electron from
the substrate bound to the impurity, and a doublet state (S = 1/2) corresponding to a free,
unscreened impurity spin. One of both states serves as the ground state, which can be excited
to the other. Consequently, a single pair of resonances appears inside the superconducting gap
of the substrate, symmetric in energy with respect to the Fermi level. Figure 2.8a shows a
corresponding diagram. The resonances result from quasiparticle excitations from the ground
state to the excited state. The total spin of the system is then changed by ∆S = ±1/2, whereby
the system switches from the singlet state to the doublet state, or vice versa.
In the classical model, the excitation energy, i. e. YSR energy, can be expressed as follows
(Reference 137, Equation 1):

EYSR = ∆
1− α2

1 + α2
, where α = πρN (EF ) · JSimp, (2.20)

with the coupling strength α depending on the impurity spin Simp; ρN (EF ), which is the DOS of
the sample in the normal-conducting state at the Fermi energy EF ; and the exchange coupling J .
Figure 2.8b shows a calculated curve of EYSR(α) (solid line). A dotted line depicts the position
of the second resonance, which appears at −EYSR, since � because of the coupling of electrons
and holes in superconductors � the system can either be excited by adding or by removing an
electron.
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Figure 2.8: (a) Sketch of the quasiparticle excitation spectrum of the sample, showing YSR
resonances as a pair of peaks inside the gap. (b) Energy of the YSR state EYSR as a function of
the coupling strength α (solid line). In addition, the position of the hole-like excitation is shown
as a dotted line. The blue area depicts the quasiparticle continuum of the sample outside the
superconducting gap.
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The qualitative description in the quantum spin model is very similar. The singlet state is
then described as a Kondo screened state, similar to the Kondo e�ect168 in normal metals:
The impurity spin interacts with the quasi-particle reservoir of the sample via antiferromagnetic
exchange coupling (J > 0). The case of ferromagnetic coupling is omitted here, but is discussed,
e. g., in Reference 167. In this model, the coupling strength is typically expressed in terms of the
Kondo temperature TK . Analogous to the classical model, the Kondo screened state is formed
for strong coupling (kBTK ≫ ∆). In addition to the YSR states, a Kondo resonance can then be
observed outside of the superconducting gap35. For weak coupling (kBTK ≪ ∆), the impurity
spin remains unscreened and the Kondo peak is masked by the superconducting gap.

At an intermediate coupling strength, the levels of the screened and unscreened state cross
and a quantum phase transition occurs. As calculated by numerical renormalization group
theory169,170, it happens at a Kondo temperature of kBTK ≈ 0.3∆. At the quantum phase
transition, the YSR energy crosses zero and becomes negative (Figure 2.8b) as the screened state
becomes the new ground state. This level crossing is accompanied by an asymmetry inversion of
the spectral weights of the electron- and hole-like excitations, as observed in experiment35,37,142.
The di�erent spectral weights of electron- and hole-like excitations, also referred to as peak
height asymmetry, arise from a particle-hole asymmetry in the substrate, which is either caused
by the local Coulomb interaction167 or by an asymmetry in the normal-state conductance of the
superconductor36,139.

As mentioned earlier, even multiple pairs of YSR resonances can be observed34. It has been
shown that each pair of resonances is linked to a di�erent impurity orbital39,40,171. Consequently,
only one pair of YSR resonances is expected for impurities with only one orbital with an unpaired
electron (S = 1/2).
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2.3 Yu-Shiba-Rusinov States

2.3.3 YSR States in the BdG Theory

In this section, the YSR states in an s-wave superconductor are discussed in terms of the
BdG approach. I will limit my discussion on the deduction of the LDOS at the site of the
impurity. A more detailed elaboration can be found, e. g., in Reference 125, Section 3.2. In
addition, Flatté and Byers139,172 did a three-dimensional, self-consistent calculation of impurities
in superconductors using a similar formalism. Here, I will show a simpli�ed version that allows
me to calculate dI/dV spectra featuring YSR states.

First, the Hamiltonian for an s-wave superconductor with a single-site impurity is introduced
(see Reference 125, p. 70):

H = H0 +Himp (2.21)

H0 =
∑
k,σ

ξkc
†
kσckσ +∆

∑
k

(
c†k↑c

†
−k↓ + c−k↓ck↑

)
(2.22)

Himp =
∑
σ

(σJS +W ) c†0σc0σ, (2.23)

where c†kσ (ckσ) is the creation (annihilation) operator for an electron of spin σ ∈ {↑, ↓} and
wave vector k, and ξk = εk − EF (see Section 2.2.3). H0 is the Hamiltonian of the unper-
turbed superconductor, which is equivalent to the BdG equation (Equation 2.17). Himp on the
other hand describes the scattering induced by an impurity with spin S, where J (W ) is the
antiferromagnetic (nonmagnetic) scattering potential.

The scattering at the impurity acts as a perturbation on the superconducting state. In the
following, this interaction will be analyzed in terms of a Green's function formalism. I start with
the homogeneous Green's function of the unperturbed superconducting substrate, which reads
(see Reference 172, Equation 12):

G0(E) =

(
g(E) f(E)

f∗(−E) −g∗(−E)

)
, (2.24)

where g(E) and f(E) are the normal and anomalous Green's functions, respectively (see Refer-
ence 172, Equations 38,39):

g(E) = −πρN (E)
E + iΓ√

∆2 − (E + iΓ)2
f(E) = −πρN (E)

∆√
∆2 − (E + iΓ)2

(2.25)

The Green's function matrix is written in spin-up electron and spin-down hole space, similar to
the BdG equation (Equation 2.17). It is identical for spin-down electrons and spin-up holes.
Furthermore, the Green's function simpli�es for a �at normal-conducting DOS ρN (E) = const.

and close to the Fermi energy, because then −g∗(−E) = g(E) and f∗(−E) = f(E).

The impurity spin however acts di�erently on spin-up and spin-down electrons. Thus, the impu-
rity scattering matrix depends on the electron spin σ (see Reference 125, p. 71, Equation 3.6):
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Figure 2.9: Calculated DOS featuring YSR states. The spin-up (spin-down) component is
shown in blue (red). Areas where both components overlap appear purple. The DOS is nor-
malized so that it takes the value 1 far outside the gap. (a) Single spectrum calculated with
following parameters: α = 3, β = 0.3 and Γ/∆ = 0.01. The total DOS is shown as a black
dotted curve. (b) DOS with YSR resonances in dependence of the coupling strength α, with the
other parameters set to β = 0 (W = 0) and Γ/∆ = 0.001.

Σσ =

(
σJS +W 0

0 σJS −W

)
(2.26)

With this approach, the Green's function of the coupled system can be calculated as:

Gσ(E) =
(
G−1

0 (E)− Σσ

)−1
(2.27)

Finally, the spin-dependent LDOS is obtained by taking the imaginary part of the (1,1) compo-
nent of Gσ:

ρσ(E) = − 1

π
ℑ
(
G(1,1)

σ (E)
)

(2.28)

The total LDOS is the sum of both spin components ρ = ρ↑ + ρ↓.

Figure 2.9a shows an exemplary calculated spectrum. The spin-up and spin-down components
are shown separately (blue and red, respectively). Since YSR resonances are fully spin-polarized,
each of the two resonances occurs at one spin polarity only. The position of the YSR peaks
depends on the coupling strength α = πρNJS, as demonstrated in Figure 2.9b. In analogy to α,
the nonmagnetic scattering potentialW translates to β = πρNW . If β = 0, both YSR resonances
have the same spectral weight, whereas if β ̸= 0, there is a peak height asymmetry. The behavior
shown in Figure 2.9b reproduces the relation of Equation 2.20 shown in Figure 2.8b.
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Previous page:
STM from Unisoko used in the mK setup. The
photograph was taken during maintenance when
the cryostat and UHV enclosure were removed.
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3.1 Laboratory Setup

a b

Figure 3.1: STM setups: (a) 4K and (b) mK.

To operate an STM at ultra-low temperatures in UHV, a variety of laboratory equipment is
necessary. In addition to the experimental setups, the preparation techniques and the system
to be examined are described in this chapter.

3.1 Laboratory Setup

The experiments were mainly conducted at two di�erent STM setups, which will be referenced
as 4K and mK and are shown in Figure 3.1a and b, respectively. The 4K setup is home-built
(for a detailed description, see Reference 173), including the STM itself, similar to an original
design by Gaisch et al.174. The mK setup on the other hand is a commercially available STM
system from Unisoko Co., Ltd. (USM1300 175) with some custom modi�cations like a home-built
preparation chamber.
Both setups consist of multiple connected vacuum chambers, including a load lock chamber
to introduce tips, samples and evaporators into the system; a preparation chamber, suitably
equipped to prepare tip and sample; and an STM chamber, where the STM is located. In the
STM chamber a base pressure of about 4× 10−10 mbar is achieved. The preparation chamber of
the mK setup is furthermore equipped with a compact electron-energy analyzer ESA 150 from
STAIB Instruments used for Auger electron spectroscopy.
The STM is mounted at the bottom of (4K ) or surrounded by (mK ) a helium bath cryostat.
With the helium bath alone, the STM reaches a temperature of 4.5K (4K ) or 4.2K (mK ), which
can be further reduced in di�erent ways. In the 4K setup, a temperature of 2.3K is reached by
reducing the boiling point of helium via pumping on the cryostat. In the mK setup, the helium
from the cryostat can be expanded through a needle valve to achieve a temperature of about
1.6K. In addition, even lower temperatures of down to 350mK can be reached by condensation
of He-3 from a built-in reservoir. During these operation modes of the mK setup, the STM is
thermally insulated from the warmer helium bath via an intermediate vacuum chamber, which
is otherwise �lled with a small amount of helium gas, acting as thermal exchange gas.
Unlike the 4K setup, the mK setup also has a three axis magnet, which is built into the cryostat
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and allows the application of magnetic �elds of up to 9T in z-direction and 2T in both x- and
y-direction to the STM.

3.2 Data Acquisition

The 4K STM is operated via an SPM1000 electronic and XPMPro software from RHK Technol-

ogy. In the mK setup, a Nanonis SPM Control System v5 (electronics and software) from SPECS

Surface Nano Analysis GmbH are used, which is also equipped with a built-in lock-in ampli-
�er. In the 4K setup, an SR830 lock-in ampli�er from Stanford Research Systems is used for
that purpose. In both setups, the tunneling current is ampli�ed by a DLPCA-200 variable gain
transimpedance ampli�er from FEMTO Messtechnik GmbH. To enable high voltage-resolution
in STS, both setups are equipped with home-built switchable voltage dividers that reduce the
applied sample voltage in ratios of 1:1, 1:10, or 1:100.
The acquired measurement data were processed and analyzed using Matlab62 and Gwyddion176.

3.3 Sample and Tip Preparation

In the scope of this thesis, almost exclusively Pb(100) single crystals were used as samples and
Pb wires for the tips. The crystals of a purity of 99.999% were obtained from MaTeck Material

Technologie & Kristalle GmbH. The STM tips were made out of Pb wire (0.5mm diameter,
99.998% purity), which was notched by hand and then torn apart to obtain a clean and sharp
tip. The tips were further cleaned via Ar+ ion sputtering in the preparation chamber before
installation in the STM. The Pb crystals were also cleaned in the preparation chamber via ion
sputtering and subsequent annealing at 200 to 250 ◦C. Thereby, special care must be taken not to
reach the Pb melting temperature of 327 ◦C. Melting tests were therefore conducted beforehand,
and the sample's temperature was monitored via a pyrometer during annealing. Afterward, the
molecules of interest were deposited onto the surface via molecular-beam epitaxy. Home-built

a b

Figure 3.2: Home-built crucibles used for molecule evaporation in (a) the 4K and (b) the mK
setup.
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crucibles, as shown in Figure 3.2, were used for this purpose. The crucibles were thoroughly
cleaned in ultrasonic bath and subsequent degassing in vacuum at high temperatures. Finally,
they were �lled with the molecules of interest, which were then also degassed in the preparation
chamber prior to the evaporation onto the sample.

3.4 Phthalocyanine Molecules

a b
H2Pc MPc

Macrocycle

Lobe

Metal-
center

Figure 3.3: Structure models of (a) H2Pc and
(b) MPc. C, N, and H atoms are depicted
in gray, cyan, and purple color, respectively.
The inner pyrrolic H atoms of H2Pc render the
molecule twofold symmetric, while MPc is four-
fold symmetric.

The molecules I studied are (metal-)phthalocyanines, especially H2-phthalocyanine (H2Pc) (Chap-
ter 4.1) and lead phthalocyanine (PbPc) (Chapter 5), but also, e. g., manganese phthalocya-
nine (MnPc) and aluminum phthalocyanine (AlPc) (Appendix A). H2Pc is a planar aromatic
organic molecule composed of four isoindole units, which are linked by nitrogen atoms. The for-
mula is (C8H4N2)4H2, whereby two additional H atoms are located in the center of the molecule,
each bound to a N atom. MPc is obtained by replacing both pyrrolic H atoms by a single metal
atom, which leads to a rich variety of metal-organic complexes. Figure 3.3 shows structure
models of H2Pc and MPc. I will refer to each isoindole unit as a lobe of the molecule, while
macrocycle denotes the inner ring-like structure of alternating C and N atoms.
Phthalocyanine molecules exhibit an extended delocalized π-electron system. The resulting opti-
cal properties are the basis of a large variety of applications177,178, such as dyes and pigments179,
organic solar cells180, photodynamic cancer treatment181, and many more. Consequently, ph-
thalocyanines are among the most studied types of molecules, especially in nanosciences, where
there is an unmanageable number of publications about them. Some surface-science studies on
phthalocyanines are listed in a review by Gottfried from 2015 182.
Because of their chemical stability, phthalocyanines are suitable for molecular-beam epitaxy, and
furthermore, they are commercially available from, e. g., Sigma-Aldrich. Consequently, phthalo-
cyanines are ideal candidates for STM studies.
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Previous page:
Topograph of an enneamer of H2Pc molecules on
Pb(100). It was measured at a sample voltage
of V = −10mV and a setpoint of I = 500 pA.
The same topograph is revisited in Figure 4.13.
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Although H2Pc molecules are diamagnetic in gasphase, they can acquire a net magnetic mo-
ment upon cluster assembly on the surface. This phenomenon is revealed by the observation of
YSR states on manually assembled H2Pc enneamers on Pb(100). Furthermore, the underlying
intermolecular interactions are uncovered.
Most of the �ndings have been published in an article at ACS Nano45, which is reproduced in
the following Section 4.1 and can be accessed online:

https://pubs.acs.org/articlesonrequest/AOR-696SGUUMYZKQKFHDBN9S

The corresponding Supporting Information is reproduced in Section 4.2 thereafter. The layout
of text and �gures of the article and the Supporting Information has been adapted to this thesis
without changing their contents.
Finally, in Section 4.3 the phenomenon of enhanced di�erential conductances measured centrally
above two neighboring molecules is discussed, that was observed and interpreted in the scope of
the H2Pc investigations.

Author Contributions

The reproduced manuscript (Section 4.1) and Supporting Information (Section 4.2) are a joint
work of Jan Homberg, Alexander Weismann, Richard Berndt, and Manuel Gruber. The author
contributions are as follows:
All authors conceived the experiment. J.H. acquired the STM data with support by A.W.
Model development and data analysis were carried out by A.W., M.G., and J.H. All authors
contributed to the manuscript.

4.1 Inducing and Controlling Molecular Magnetism through

Supramolecular Manipulation

Reproduced with permission from ACS Nano 2020, 14, 12, 17387�17395. Copyright © 2020
American Chemical Society.

4.1.1 Abstract

Diamagnetic H2Pc are probed on superconducting Pb(100) using a low-temperature STM. In
supramolecular arrays made with the STM, the molecules acquire a spin as detected via the
emergence of YSR resonances. The spin moments vary among the molecules and are determined
by the electrostatic �eld that results from polar bonds in the surrounding phthalocyanine (Pc)
molecules. The moments are further �nely tuned by repositioning the hydrogen atoms of the
inner macrocycle of the surrounding molecules.
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4.1.2 Introduction

Magnetic molecules on surfaces have attracted considerable interest, in particular, in view of
tuning spin-dependent electron transport through molecular junctions183�185. The interaction
between a molecule and a substrate can signi�cantly alter the molecular spin through charge
transfer, extreme cases being the creation or quenching of spin magnetic moment186�192. The
charge transfer can be modi�ed by charges close to the molecule187,193.

The interaction between a localized spin and Cooper pairs of a superconductor leads to the emer-
gence of YSR states1�3,33, which has been shown for, e. g., MPc complexes24,25,35,137,140,142,147.
In low-temperature STS, YSR resonances are observed as pair(s) of peaks, symmetrically located
around the Fermi energy EF within the gap of the superconductor.

Here, we show the emergence of a spin moment in initially diamagnetic H2Pc molecules within
a self-assembled monolayer on Pb(100) using YSR resonances for spin detection. The spin
moments are found to signi�cantly vary from molecule to molecule. The magnitude of the
induced moment is determined by the electrostatic �eld that results from polar bonds in the
surrounding Pc molecules. Each molecule generates an approximate quadrupole �eld, which can
be inverted by repositioning the hydrogen atoms of the inner macrocycle of the molecule. We
fabricated supramolecular arrays and selectively swapped hydrogen atoms to tune the magnetic
moment with a precision of ∼0.01 Bohr magneton.

4.1.3 Results and Discussion

Single Molecules on Pb(100). H2Pc (Figure 4.1a) at �rst glance does not lend itself to spin-
tronics and YSR physics. The molecule adsorbs �at on Pb(100) in two orientations (Figure 4.1b)
and exhibits no magnetic moment due to its closed electron shell and the absence of charge
transfer. Correspondingly, low bias di�erential-conductance (dI/dV ) data acquired with super-
conducting Pb tips are virtually identical on the molecules and the substrate and show coherence
peaks at ±2∆68, ∆ being the superconducting order parameter (Figure 4.1c).

d
I/
d
V

 /
 G

N

Sample voltage (mV)

a b c

Figure 4.1: (a) Model of H2Pc. Gray, blue, and purple spheres represent C, N, and H atoms,
respectively. (b) STM topograph (V = 30mV, I = 60pA) of two H2Pc molecules on Pb(100).
(c) dI/dV spectra acquired using a superconducting tip atop a single molecule (red) and on
Pb(100) (black).
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Figure 4.2: (a) Constant-current topograph of a single H2Pc molecule (V = 10mV, I = 100pA,
3.5 nm wide). (b) Background-subtracted dI/dV spectra measured at the positions indicated in
(a). The vertical dashed lines are located at 183 and 230meV. dI/dV spectra such as shown in
(b) acquired over a grid of 32 × 32 points above the H2Pc imaged in (a) were �tted using two
approaches. (i) Data were �t with two Lorentzians of variable widths and amplitudes centered
around �xed energies of 183 and 230meV, respectively. (c) and (d) display the amplitudes of
the Lorentzians. (ii) The �t function is a single Lorentzian, whose amplitude is shown in (e).
(f�h) Simulated dI/dV maps of the LUMO, LUMO+1 and of their sum (see text and Supporting
Information 4.2.2.2). Experimental dI/dV were obtained from measured I(V,x,y) data (feedback
opened at I = 1 nA and V = −400mV) by energetic and spatial smoothing prior to numerical
di�erentiation.

Next, we focus on the LUMO of single individual H2Pc molecules on Pb(100), as they play
an important role in the magnetism induced in supramolecules discussed below. The dI/dV
spectrum acquired atop the center of a single molecule (red curve in Figure 4.2b) exhibits a
broad resonance centered at ≈0.2V. At �rst glance, this resonance could be ascribed to the
LUMO of H2Pc on Pb(100). However, we �nd the resonance energy to depend on the lateral
position (Figure 4.2a,b), which we attribute to two distinct e�ects.

First, the spectrum contains contributions from LUMO and LUMO+1 orbitals, which are close in
energy (splitting of ≈38meV in our gas-phase DFT calculations). To separate these components,
dI/dV spectra acquired on a 32 × 32 grid (Figure 4.2a) were �t with two Lorentzians. Fixed
energies of 183 and 230meV were used for all spectra, but the widths and amplitudes were
allowed to vary. The spatially resolved amplitudes of the Lorentzians are represented with colors
in Figure 4.2c,d. The amplitude distribution at low energies (Figure 4.2c) appears to be rotated
by 90◦ compared to the higher energy pattern (Figure 4.2d). Such a rotation between LUMO and
LUMO+1 is indeed expected from our DFT calculations. For further comparison, we simulated
dI/dV maps within the Bardeen approach and considered tunneling matrix elements between
a spherical wave function modeling the tip and the LUMO and LUMO+1 (see Supporting
Information 4.2.2.2). The simulated dI/dV maps of the LUMO and LUMO+1 (Figure 4.2f,g)
qualitatively match the experimental amplitude distributions (Figure 4.2c,d). In particular, the
positions of the highest intensities (red areas) are quite well reproduced. For completeness,
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instead of using two Lorentzians, we �t the same dI/dV spectra with a single Lorentzian. The
resulting amplitude distribution (Figure 4.2e), which exhibits maxima at the rim of the molecule,
is qualitatively reproduced by a simulated dI/dV map that takes the LUMO and LUMO+1 into
account (Figure 4.2h). We conclude that the large dI/dV resonance at ≈0.2V has contributions
from both the LUMO and LUMO+1. In turn, the peak energy varies according to the relative
weight of these orbitals.

A second cause of a spatial variation of the resonance energy was previously described by Pavli£ek
et al.194. At the center of the molecule, the tunneling matrix element between the s-wave tip
and the rapidly oscillating molecular wave function vanishes because of symmetry. However,
a molecular vibrational mode can break the symmetry such that a dI/dV resonance occurs at
the voltage corresponding to the sum of the LUMO and vibration energies. Indeed, spectra
acquired over the center of the molecule (red curve in Figure 4.2b) display a peak at ≈250meV,
i. e., above the LUMO+1 energy. Our simulated dI/dV maps (Figure 4.2f�h) do not take this
mechanism into account and consequently do not show this resonance at the center.

Self-Assembled Monolayer of H2Pc. In contrast to individual H2Pc molecules on Pb(100),
some molecules in self-assembled islands observed at larger coverage display additional pro-
trusions with various apparent heights (purple areas in Figure 4.3a). Di�erential-conductance
spectra acquired atop these protrusions reveal the signatures of YSR resonances (e. g., red and
blue curves in Figure 4.3b). Compared to the coherence peaks of the substrate, these resonances
are closer to EF and have larger amplitudes that are di�erent at positive and negative voltages.
The asymmetries and the energies of the YSR resonances vary with the intensity of the pur-
ple protrusions in Figure 4.3b indicating that these protrusions have a magnetic origin. The
aggregation of H2Pc molecules into a self-assembled layer apparently leads to the emergence of
magnetism. Intriguingly, only half of the assembled molecules carry a magnetic moment, and
their magnetic properties scatter.

Figure 4.3: (a) Topograph (20 nm
wide, I = 50 pA, V = 10mV) of a
self-assembled H2Pc layer on Pb(100).
Superimposed models depict individual
molecules. Arrows indicate crystallo-
graphic axes of the Pb(100) substrate.
(b) dI/dV spectra of protrusions [purple
areas in (d)] of di�erent heights (blue
and red) and of Pb(100) (black). The
peaks of the red and blue curves lie
in the superconducting gap, are larger
and asymmetric about V = 0, which is
typical of YSR resonances. The inset
shows a zoom around 2.5mV.
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Figure 4.4: (a�f) Constant-current
STM topographs (70 pA, 10mV, image
width 8 nm) illustrating the construc-
tion of a 3 × 3 supramolecule. (g)
Background-subtracted dI/dV spectra
acquired over the points marked in
(a�f). The spectra are vertically o�set
for clarity. The fourth spectrum from
the top was scaled by a factor of
0.6. As the number of neighbors of
the central molecule increases, the
�rst unoccupied resonance (marked
by a black arrow) progressively shifts
toward the Fermi level.

Construction of Supramolecules. To understand the unanticipated results, we constructed �
similar to experiments on Ag(100) and Cu(100)187,195 � arrays of 3× 3 molecules, which are the
smallest structures replicating the results observed from the self-assembled monolayer. Manip-
ulation with the STM was used as illustrated in Figures 4.4a�f. Eight classes (A, A∗, B, B∗, C,
C∗, D, D∗; see below) of supramolecules with di�erent lattice vectors and molecular orientations
were constructed and studied. The self-assembled monolayer (Figure 4.3a) may be viewed as
a periodic repetition of A and A∗ supramolecules. The center and corner (edge) molecules of
a supramolecule A are oriented as depicted by the black (blue) contours (Figure 4.3a). The
investigated supramolecules are of type A if not otherwise speci�ed. The central molecule of
this enneamer (Figure 4.4f) exhibits protrusions (purple) similar to those observed in the self-
assembled monolayer. Figure 4.4g displays dI/dV spectra acquired over a lobe of the central
molecule at di�erent steps of the construction sequence. The energy of the LUMO/LUMO+1
resonance, located at approximately 250meV for a single molecule (and depending on the lateral
position as described above), decreases as further neighbors are added to the cluster. For a 3×3

supramolecule (red spectrum in Figure 4.4g), the resonance on the central molecule crosses the
Fermi level.

To gain further insight in the electronic states properties of the supramolecule, we acquired
dI/dV spectra on a 64× 64 grid. Figure 4.5a shows a map of the dI/dV signal at 16meV. The
intensity is the highest at the rim of the central molecule. The resemblance of the central part of
the map with the simulated dI/dV map of the LUMO of a single molecule (Figure 4.2f) suggests
that, at 16meV, the dI/dV signal mainly originates from the LUMO of the central molecule. The
LUMO+1 of this molecule is mainly probed at 42meV (Figure 4.5b). Compared to the 16meV
map, the pattern appears to be rotated by 90◦. In contrast, the dI/dV signal at 180mV is largest
at the rim of the surrounding molecules, while the central molecule exhibits low conductance.
These observations show that the lowest unoccupied supramolecular orbital (LUSO) essentially
corresponds to the LUMO of the central molecule.

Figure 4.5d shows the dI/dV spectra acquired over the center of every molecule within the
supramolecule (black curves). To determine approximate LUMO energies, each spectrum was
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Figure 4.5: Grid of 64×64 I-V curves was acquired over a supramolecule (feedback loop opened
at I = 200pA and V = −400mV). Corresponding dI/dV maps at (a) 16, (b) 42, and (c) 180mV.
(d) Background-subtracted dI/dV spectra obtained at the center of each molecule [see (c) for
locations] along with a �t (dotted red curve) with the sum of two Lorentzians (the �rst one is
shown as a blue curve). The spectra are vertically shifted in steps of 0.7 for clarity.

�t with the sum of two Lorentzians. The �rst Lorentzian (blue curves in Figure 4.5d) is at-
tributed to the LUMO and LUMO+1 of the investigated molecule. The second Lorentzian (not
shown) accounts for spectral features at higher voltages including vibrational excitation at higher
energies. As the dI/dV spectra of Figure 4.5d were acquired over the molecular center, the in-
�uence of neighboring molecules is minimized. The peak energies (peaks of the blue curves)
therefore correspond to the sum of the respective LUMO energies and the vibrational energy of
the modes breaking the orbital symmetry, which we assume to be constant for all molecules. In
the present example, the blue curves in Figure 4.5d peak at 190, 168, 194, 174, 104, 177, 185,
171, and 185mV for molecules 1 to 9. These values are indicative of the relative variation of the
LUMO energy on the di�erent molecules.

Magnetism of Supramolecules. Similar to molecules in the self-assembled layer, the cen-
tral molecule of a 3 × 3 cluster exhibits apparent protrusions (purple areas in Figure 4.6a).
Di�erential-conductance spectra acquired over these protrusions (orange curve in Figure 4.6b)
exhibit the characteristic features of YSR resonances. The superconducting gap appears to be
e�ectively reduced compared to that of the substrate (dashed lines in Figure 4.6b), the peak
heights below and above the Fermi level are di�erent, and � in the present case � their ampli-
tudes are signi�cantly larger than those of the coherence peaks of the substrate (blue curve in
Figure 4.6b). The supramolecule shown in Figure 4.6a consequently carries a magnetic moment,
and thus reproduces the main observations from the self-assembled layer.

The dI/dV image in Figure 4.6c reveals that the YSR resonance is limited to the central molecule
and displays a 2-fold symmetry, similar to the LUMO of the Pc molecule. DFT calculations
(substrate initially neglected) show that the LUSO (Figure 4.6d) resembles the dI/dV map
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Figure 4.6: (a) Constant-height
STM current image (6 nm wide,
V = 5mV) of a 3× 3 array exhibiting
protrusions over the central molecule
(purple region). (b) dI/dV spectra
acquired over the protrusion (orange)
exhibiting YSR resonances and on
Pb(100) (blue). The two solid black
lines indicate the peak positions
expected without YSR resonances.
(c) Constant-height dI/dV image
[2.85mV, arrow in (b)] mapping the
YSR resonances. The inset shows the
corresponding color scale. (d) Isocon-
tour of the supramolecule LUSO from
gas-phase DFT calculations along
with molecular models. Blue and red
colors represent di�erent signs of the
wave function. (e) Simulated dI/dV
image of the LUSO shown in (d).

and the LUMO of H2Pc on the central molecule. A simulated dI/dV map taking into account
the tunneling matrix element between an s-wave tip and the LUSO (Figure 4.6e) matches the
experimental data even better (Figure 4.6c). We emphasize that the LUSO does not directly
contribute to the signal of Figure 4.6c. At the sample voltage of 2.85mV used (arrow in Fig-
ure 4.6b), the YSR resonance reduces dI/dV compared to the substrate spectrum, whereas a
direct LUSO contribution would increase it. The dI/dV reduction after the resonance can re-
sult in negative di�erential conductance (see, e. g., Figure 4.16 of the Supporting Information).
Numerical simulations (not shown) suggest that a negative dI/dV cannot solely result from the
BCS density of states of the tip and sample. Rather in-gap states are involved.

The similar lateral distributions of the YSR resonance and the LUSO suggest that the LUSO is
at the origin of the magnetic moment. Single H2Pc molecules on Pb(100) are neutral as re�ected
by positive energy of the LUMO. The LUSO energy of a supramolecule, however, decreases with
the number of constituents (Figure 4.4), and crosses the Fermi level (red curve in Figure 4.4g)
leading to a charge transfer, which in turn results in an unpaired electron and hence a magnetic
moment. A Kondo resonance on single CuPc complexes on Ag(100) was observed to disappear
upon the construction of similar supramolecules187. This was attributed to a LUMO shift caused
by electrostatic interactions of charged CuPc, in contrast to the present case of neutral H2Pc.
Alternatively, while shifts of molecular orbitals induced by neighboring neutral molecules have
been reported previously196, these shifts did not lead to induced magnetism.

Origin of the LUSO Energy Shift. To understand the energy di�erence between the LUMO of
an isolated molecule and the LUSO, we expanded the DFT wave functions of the supramolecule
into linear combinations of H2Pc orbitals localized on each molecule and derived an e�ec-
tive tight-binding Hamiltonian of the supramolecule in this basis (see Supporting Informa-
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a A00 A44b

Figure 4.7: On-site energies (red) of LUMOs in supramolecules (a) A00 and (b) A44 relative to
the LUMO energy of the isolated molecule (see Supporting Information 4.2.2.3). The hopping
matrix elements between the LUMOs of neighboring molecules are indicated in blue. Gray disks
represent atoms of the H2Pc molecules. Black bars indicate the axes de�ned by the pyrrolic
hydrogen atoms.

tion 4.2.2.3). Figure 4.7 shows tight-binding parameters extracted from calculations of two
supramolecules with di�erent positions of the inner pyrrolic hydrogen atoms of the eight sur-
rounding molecules. We use the axis de�ned by these H atoms to label the con�gurations as
AXY, where X (Y) is the number of side (corner) molecules whose axis is pointing toward the
central molecule. We observe that the hopping matrix elements (values in blue in Figure 4.7)
are relatively small, which indicates a negligible hybridization between LUMOs of neighboring
molecules. The hybridizations to neighboring highest occupied molecular orbitals (HOMOs)
and LUMOs+1 are negligible as well (Supporting Information 4.2.2.3). The orbitals of a H2Pc
supramolecule can therefore be approximated by orbitals of the individual molecules shifted in
energy due to intermolecular interactions.

The energy shift is given by the on-site energy (values in red in Figure 4.7). For instance,
the central molecule LUMO of a A00 cluster is shifted by −114meV (Figure 4.7a) relative to
the LUMO of an isolated molecule. For the A44 supramolecule, the energy shift of the central
LUMO is even larger (−200meV, see Figure 4.7b). While these shifts are inferred from gas-phase
calculations, they are similar to the experimentally observed LUMO downshift (≈200meV).

We performed a similar analysis on other orbitals, including the HOMO and LUMO+1 (Sup-
porting Information 4.2.2.3). For a given molecule in a supramolecule, the energy shifts of the
HOMO, LUMO and LUMO+1 have similar magnitudes, which is evidence of an electrostatic
origin. To further elucidate the electrostatic interactions, we compared the supramolecular Mul-
liken charge distribution to that of an isolated molecule. We �nd three main contributions to
the downshift of the LUSO based on an analysis of 42 calculated supramolecules with di�er-
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a b c

2 nm

HighLow-1 V +1 VPotential

Figure 4.8: (a) Electrostatic potential of a neutral H2Pc molecule calculated using atomic
Mulliken charges obtained from gas-phase DFT calculation of a single molecule. Gray and
white disks, respectively, represent C and inner H atoms. (b) Constant-current STM topograph
(V = −10mV, I = 100 pA) of a supramolecule on Pb(100). The lobes carrying a pyrrolic H
appear higher. (c) Illustration of the tautomer con�guration, where broad long (split) arms
represent the isoindole groups bearing (void of) an inner H atom. Molecules with pyrrolic H
pointing toward (away from) the central molecule are depicted in red (blue).

ent tautomer con�gurations, i. e., di�erent positions of the two central hydrogen atoms of each
molecule (Supporting Information 4.2.2.4): (i) the LUMO of each molecule shifts by ≈ −40meV
per nearest neighbor, (ii) although individual H2Pc molecules are neutral, they contain polar
bonds leading to a quadrupole-like electrostatic �eld (Figure 4.8a) which can shift the orbital
energies of nearest (next-nearest) molecules by ≈ ±10meV (≈ ±4meV). (iii) The polarization
of neighboring molecules (Figure 4.9) causes electrostatic �elds inducing an additional shift of
up to ±10meV.

Figure 4.8a shows the electric potential of a single H2Pc in the gas phase calculated from the
Mulliken charges. Outside of the molecule, it is essentially quadrupolar, similar to the �eld
reported previously for naphthalocyanine molecules197. Adjacent molecules located on areas
with positive potential (red) exhibit a lower LUMO energy. The orientation of the quadrupole-
like potential is dictated by the positions of the inner hydrogen atoms, which can be recognized
in high-resolution STM images. The isoindole groups bearing pyrrolic hydrogen atoms appear
higher56,198,199. For instance, the lower and upper groups of the upper molecule in Figure 4.8b
appear slightly higher than the left and right parts. Close inspection of the data enables this
identi�cation for every molecule. For simplicity, the tautomer con�guration is visualized in
Figure 4.8c, where broader arms represent the benzopyrrole groups with pyrrolic H atoms. It
may be worth mentioning that the tautomer con�guration of the central molecule is inferred
from the orientation of the purple LUMO-related protrusions.

The electrostatic polarizations of molecules in a cluster are shown in Figure 4.9. Colors indicate
Mulliken charge di�erences compared to equivalent atoms of isolated molecules. The largest
contributions are due to polarized C�H bonds, which generate electrostatic dipole �elds.
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Figure 4.9: Electrostatic polarization upon supramolecular assembly. Black circles indicate
atoms of H2Pc molecules. Colors represent partial charge di�erences, which were obtained by
subtracting the charges of equivalent atoms in isolated H2Pc molecules from the Mulliken charges
of the supramolecules. The largest polarization is found within C-H bonds where the respective
C and H atoms form dipoles (arrows). The dipoles vary with the type of supramolecule (compare
A and A∗ in Supporting Information Figure 4.25). The calculations were done for supramolecule
A44.

We included the previously mentioned three contributions in a phenomenological model that
predicts the orbital-energy shift of each molecule inside a supramolecule for an arbitrary tau-
tomer con�guration (Supporting Information 4.2.2.4). The screening by the metal substrate is
expected to reduce these shifts. This was taken into account by including image charges in the
substrate and leads to a good agreement between our model and the energies from dI/dV spec-
tra. In summary, the gas-phase calculations show that the lowest (highest) energy of the LUSO is
obtained when the axes through the two pyrrolic H atoms of all surrounding molecules point to-
ward (away from) the central molecule. In total, out of the 512 possible tautomer con�gurations
for a supramolecule, the LUSO energy may be tuned to at least 25 di�erent values.

Tuning of the Magnetic Moment via Tautomerization. Tautomerization of the pyrrolic H
rotates the electrostatic stray �eld of the molecule by 90◦ and thereby modi�es the LUMO
energies of neighboring molecules. Molecules within the cluster may be selectively tautomerized
by electron injection (V ≥ 400mV)198,199.

We converted a supramolecule into various tautomer con�gurations (Figure 4.10(a) and Sup-
porting Information 4.2.1.5), and acquired dI/dV spectra. From A00 to A44, the LUSO energy
decreases (not shown) and the YSR resonance continuously shifts toward EF (Figure 4.10b),
while the peak-height asymmetry increases. Similar measurements were performed on an-
other supramolecule, where three further con�gurations are addressed (Supporting Information
4.2.1.5). We note that a shift of the YSR energy was previously induced by changing the tip-
molecule distance. The e�ect was attributed to varying coupling between the localized spin and
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Figure 4.10: (a) Tautomer con�gurations realized in a supramolecule. (b) Corresponding ex-
perimental di�erential-conductance spectra acquired on the central molecule (solid lines) along
with simulated spectra (dashed lines). The latter were obtained by calculating the spectral
function, convolving the spectral function with the density of states of the superconducting tip
and a Gaussian of standard deviation of 120µV. The parameters U = 7meV, Γ = 18meV,
and ∆ = 1.39meV were used for all simulated spectra, while ϵ0 ∈ [11, 13, 17.5, 24, 35]meV. The
values ϵ0 were obtained from experimental high-bias spectra (Supporting Information 4.2.1.4)
and were allowed to vary by ±1meV to better match the experimental YSR resonances. (c)
Normalized YSR energy EYSR/∆ vs. ϵ0 (curve). Symbols show the experimentally determined
ratio EYSR/∆ and ϵ0. (d) Peak-height asymmetry χ of the YSR resonance vs. ϵ0 calculated using
the parameters of (c). (e) Calculated magnetic moment m vs. ϵ0 (curve). Symbols represent the
estimated magnetic moment for, from left to right, A44, A40, A33, A30, A22, A11, A10, and A00.
The bars show uncertainties of m resulting from the uncertainties of ±1meV and ±3meV for
U and Γ, respectively. (c, d) and (e) include data from a di�erent supramolecule (Supporting
Information 4.2.1.5), which have been simulated using the same parameters U,Γ, and ∆.

the substrate141,142,155. In the present case, the di�erent YSR energies are the result of di�erent
magnetic moments of the supramolecule controlled through static con�gurations of the pyrrolic
hydrogen atoms.

Determination of the Magnetic Moment. To address the relationship between YSR, magnetic
moment, and LUSO energies, we used a Bogoliubov-de Gennes (BdG) approach to model single
spin-up and spin-down orbitals at the energies ϵ0 − U/2 and ϵ0 + U/2, which hybridize with a
superconducting substrate with a pairing energy ∆200. U describes the e�ective splitting of the
spin-up and spin-down orbitals, which is assumed to be constant for all supramolecules. The hy-
bridization V to the substrate broadens the orbitals to a half-width at half-maximum (HWHM)
Γ = |V |2πρ, where ρ is the density of states of the substrate in the normal-conducting state.
From this model, we calculated spectral functions within a Green function approach. Using the
experimental LUSO energy as ϵ0 (Supporting Information 4.2.1.4) and a single set of parameters
U = 7meV and Γ = 18meV, the calculations reproduce the experimental spectra well (dashed
black lines in Figure 4.10b and Supporting Information 4.2.1.5). Figure 4.10c displays the ex-
tracted normalized YSR energies EYSR/∆ as a function of ϵ0 (red circles). As ϵ0 decreases, which
corresponds to an increased �lling of the LUSO, the YSR moves to EF and the magnetic moment
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grows (U is kept �xed). For completeness, we mention that an evolution of YSR states with the
shift of energy levels was observed on quantum dots coupled to a superconductor201. Besides
the YSR energies EYSR, the model also reproduces the asymmetry χ = (A+ −A−) / (A+ +A−)

of the peak heights A+ and A− at positive and negative bias, respectively (Figure 4.10d). χ is
closely related to the spin polarization of the molecular orbital.

Next, we estimated the magnetic moments of the di�erent H con�gurations of the supramolecule
from the extracted model parameters. The magnetic moment, given by the di�erence in occu-
pation of the two orbitals, decreases as ϵ0 increases (Figure 4.10e). We �nd small moments
(< 0.1µB) as can be expected from the small e�ective energy splitting U (7meV). Figure 4.10e
also shows that the magnetic moment can be �ne-tuned on the order of 0.01µB by choosing
tautomer con�gurations.

The large number of possible con�gurations of a supramolecule in a self-assembled layer with
random tautomer con�gurations rationalizes the scatter of the apparent heights and the dI/dV
data (Figure 4.3). These moments are possibly magnetically coupled, although our measure-
ments are not sensitive to this coupling.
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Figure 4.11: Schematics of the H2Pc enneamers constructed on Pb(100) and corresponding
constant-current STM topographs. The Pb(100) lattice is depicted by square meshes in the eight
upper panels. Di�erent orientations of the molecular lobes are marked by colors. Green, orange,
red, blue, and violet crosses correspond to angles of 45◦, 50◦, 15◦, 0◦ and −10◦, respectively,
relative to a ⟨011⟩ direction of the Pb(100) substrate. The topographs were acquired with the
following tunneling parameters: A: 100 pA, −10mV; A*: 50 pA, 10mV; B: 70 pA, 6mV; B*:
54 pA, 25mV; C: 168 pA, 6mV; C*: 100 pA, 6mV; D: 68 pA, 6mV; D*: 63 pA, 30mV.
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Di�erent Types of Supramolecules. Since the electrostatic �eld surrounding a molecule is
highly directional, its e�ect on a neighboring molecule strongly depends on their relative orien-
tations. We constructed eight types of 3 × 3 supramolecules on Pb(100) (Figure 4.11). Within
the accuracy of the STM images, each cluster comprises two groups of molecules that exhibit
characteristic angles between the molecular lobes and ⟨011⟩ directions in the surface plane. For
example, in cluster A the lobes of the central and corner (edge) molecules, represented by green
(orange) crosses in Figure 4.11, are rotated by 45◦ (50◦) relative to the ⟨011⟩ directions. In con-
�gurations B�D, the orientations of the molecules are as indicated by the crosses in Figure 4.11.
Clusters A∗�D∗ are obtained by exchanging the two groups of molecules in the respective clusters
A�D.

The second parameter we use to distinguish the constructed supramolecules is the vector vE
that connects two corner molecules of a cluster along the corresponding edge. It is expressed in
units of the nearest-neighbor distance of the Pb(100) lattice (0.35 nm). We �nd vE = (2, 8) for
A and B, vE = (4, 7) for C, and vE = (5, 7) for D. Molecular orientations and distances were
determined for all con�gurations. For cluster A, we also determined the adsorption sites of all
molecules from atomically resolved STM topographs (Supporting Information 4.2.1.1).
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Figure 4.12: dI/dV spectra were mea-
sured on supramolecules of types A, B, C,
and D (red, blue, yellow, and green curves,
respectively). A spectrum measured on
the Pb(100) substrate (black) is shown for
reference. All spectra are normalized with
regard to the conductance GN of the junc-
tion in the normal-conducting state. The
sample voltage is normalized by∆/e where
∆ is the pairing energy of the Pb(100) sub-
strate and e the elementary charge. Dif-
ferent tips were employed to acquire the
data set, which may imply di�erent e�ec-
tive resolutions. Two spectra are shown for
type A supramolecules. Their di�erences
are assigned to di�erent tautomer con�gu-
rations.

The magnetic properties of the enneamers other than type A have been studied in less detail.
Clear YSR resonances were observed on supramolecules A, B, B∗ and D, where they lead to
protrusions in the STM topographs (purple areas in Figure 4.11). In contrast, we did not resolve
YSR resonances in enneamers A∗, C, C∗, and D∗. No attempt was made to systematically change
the tautomer con�gurations of these clusters, which might modify this result. Figure 4.12 shows
examples of di�erential conductance spectra recorded on di�erent supramolecules. Interestingly,
the YSR resonance is signi�cantly closer to the Fermi level on supramolecule B than on A.
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4.1.4 Conclusions

In conclusion, our results highlight the impact of intermolecular interactions on the magnetic
properties of adsorbed molecules. Via these interactions the magnetic moments may be tuned,
which may be useful for exploring spin induced states at tunable moments on superconductors.
As to molecular spintronics, related e�ects may strongly a�ect the magnetotransport proper-
ties.

4.1.5 Methods

The Pb(100) substrate was prepared by cycles of Ar+ sputtering and annealing up to 530K.
H2Pc molecules were deposited from a Knudsen cell onto the Pb crystal held at room tem-
perature. The experiments were performed in ultra-high vacuum at temperatures of 1.6, 2.3,
and 4.5K. The di�erential-conductance dI/dV was measured using a lock-in ampli�er with a
modulation voltage of 55µV at frequencies between 600 and 900Hz.

To subtract the background of a spectrum Gmol(V ), an additional spectrum GPb(V ) was ac-
quired over the bare substrate as a reference202. Both spectra were then divided by their re-
spective values at a sample voltage VRef, which was chosen in a region void of spectroscopic
features (e. g., VRef = −200mV). The background-subtracted spectrum is obtained by subtract-
ing the normalized reference spectrum from the normalized spectrum of interest: GBS(V ) =

Gmol(V )/Gmol(VRef)−GPb(V )/GPb(VRef).
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4.2.1 Supporting Experimental Data

4.2.1.1 Details on Supramolecules
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Figure 4.13: Epitaxy of the molecules
within a cluster on a Pb(100) sub-
strate. Constant-current topograph of
a supramolecule A measured at V =
−10mV and I = 500 pA. Dashed green
lines interpolate the Pb lattice that is re-
solved around the cluster. The centers of
all molecules are located atop Pb atoms.

Figure 4.13 shows a high-resolution STM topograph of a supramolecule A along with atomic
resolution of the Pb(100) surface. The intersections between the dashed green lines indicate the
positions of the surface Pb atoms. Within the uncertainty of the experiment, the centers of all
molecules are located atop Pb atoms. We assume that the commensurability between the corner
molecules and the Pb(100) lattice observed in Figure 4.13 is preserved for all con�gurations A�
D and A∗�D∗. The systems comprising a supramolecule and the Pb(100) substrate are chiral.
Below, however, we do not distinguish between the enantiomers.
A∗ is the least stable con�guration investigated. In contrast to the other con�gurations, we were
not able to directly construct a cluster A∗ through the assembly of nine molecules. Instead, we
�rst built a cluster A, added three more molecules at one edge to form a 3× 4 cluster and then
removed three molecules from the opposite edge (Figure 4.14 a�c). This procedure resulted in
a cluster of type A∗. However, it switched to con�guration A during a subsequent acquisition
of a topograph with I = 100 pA and V = 10mV (Figure 4.14d). Besides the change in the
orientations of the molecules, protrusions are visible over the lower half of the central molecule
(imaged after the transition). These protrusions indicate the presence of YSR resonances in
con�guration A, which were presumably absent in con�guration A∗. It may be worth mentioning
that similar cooperative in-plane rotational switching of multiple phthalocyanine molecules has
been reported in Reference 203.
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Figure 4.14: Assembly of an A∗ supramolecule. Sequence of constant-current topographs dis-
playing some steps of the construction of a supramolecule A∗. The sequence starts from (a)
a cluster A to which three further molecules [arrows in (a)] are added to produce (b) a 4 × 3
cluster. (c) A cluster A∗ is obtained by removing the three upper left molecules [indicated in (b)
with arrows]. (d) Clusters A∗ are less stable than type A and switch to con�guration A during
scanning. A dotted vertical line separates the upper part of the topograph, acquired before the
A∗ to A transition, from the lower part, which was imaged after the transition. The topographs
were acquired with a sample voltage of 10mV and tunneling currents of 50 pA (a�c) and 100 pA
(d). The widths of the images are 10 nm for (a�c) and 8 nm for (d).

The 4 × 3 cluster shown in Figure 4.14b may be viewed as a combination of A and A∗ supra-
molecules. Indeed, such supramolecules can be obtained by removing the three top left or three
bottom right molecules. In analogy, the self assembled layer of H2Pc on Pb(100), discussed in
the main manuscript, is composed of A and A∗ supramolecules. The molecules marked in black
in Figure 4.3a of the main manuscript exhibit YSR resonances and are located in environments
that resemble an A cluster. Similarly, molecules without YSR resonance (blue) are surrounded
by an A∗-like neighbor shell.

4.2.1.2 Supplementary Topographs

The measurements described below have been taken on two manually assembled H2Pc type A
clusters. The tautomer con�gurations of the molecules within the supramolecule were modi�ed
by placing the STM tip above a molecular lobe and increasing the sample voltage to 600mV at
I = 200pA. Tautomerization events lead to two-level �uctuations of the apparent height of the
molecule. Once the tautomer of interest was obtained, the voltage was quickly reduced. This
operation was repeated on each molecule of the supramolecule to obtain a desired tautomer con-
�guration. Figures 4.15a�b show di�erent con�gurations of two supramolecules measured with
two di�erent tips. YSR resonances were measured on each of these con�gurations (Figure 4.10
of the main text and Figure 4.19).
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Figure 4.15: Di�erent tautomer con�gurations realized in two supramolecules. (a�b) Schemat-
ics and STM topographs (V = 10mV, I = 100 pA) of tautomer con�gurations. The con�gura-
tions were prepared on two di�erent supramolecules and with two di�erent tips. The topographs
of A00 and A44 in (b) have been measured at a sample voltage of V = −10mV. Therefore, the
protrusions on the central molecules are less prominent.

The con�gurations of the supramolecule are illustrated by schematics in Figure 4.15. Ovals
correspond to the lobes of the molecules to which the inner hydrogen atoms are bonded. The
molecules are colored in gray for the central molecules, in red when the axis de�ned by the two
ovals is passing through the central molecule and in blue otherwise. As discussed below, the
distinction between red and blue molecules is useful to predict the LUSO and YSR-resonance
energies of the central molecule.

4.2.1.3 In�uence of the Tautomerization of the Central Molecule

Figures 4.16a and b show topographs of the same supramolecule A acquired before and after
tautomerization of the central molecule. The tautomerization e�ectively rotates the protrusions
(purple) that are related to YSR resonances by 90◦. This rotation is expected because the spatial
distribution of YSR resonances is linked to the LUMO of the central molecule (approximately
corresponding to the LUSO), which rotates upon tautomerization.
Apart from this rotation, the tautomerization of the central molecule has little e�ect on the YSR
resonances as displayed in Figure 4.16c (red and blue curves). The peaks of both tautomers are

53



Chapter 4 H2Pc on Pb(100)

a b

Con�g. 1 Con�g. 2

30

20

10

0

Pb(100)
Con�g. 1
Con�g. 2

c

Sample voltage (mV)

d
I/
d

V
 /

G
N

-3.2 -2.8 -2.4 2.4 2.8 3.2

Figure 4.16: STM topographs (8 nm wide) of a cluster A (a) before and (b) after tautomer-
ization of the central molecule. (c) Di�erential conductance spectra acquired atop the central
molecules [purple areas in (a,b)] before (red) and after (blue) its tautomerization, along with
a dI/dV spectrum acquired over Pb(100) (black) under identical conditions. All spectra are
normalized to the conductance GN in the normal state of substrate and tip. The dashed black
lines indicate the positions of the Pb coherence peaks.

closer to the Fermi level than the two coherence peaks of the substrate (dashed lines) and their
heights are asymmetric.
The YSR peaks of con�guration 1 are slightly (≈10 µV) closer to the Fermi level than observed
for con�guration 2. We attribute this di�erence to the asymmetries of the LUSO and the
electrostatic potential induced by the neighbors. Indeed, the rotation of the LUSO modi�es the
volume integral of the electrostatic potential multiplied by the LUSO density (Equation 4.37),
which a�ects the LUSO energy. In turn, the LUSO energy change corresponds to an evolution
of the YSR energy.

4.2.1.4 Identi�cation of Orbitals

Single H2Pc Molecule. Figures 4.17a and b show that the peak position of the resonances at
≈0.2V depends on the spatial location over the molecule. As an alternative to �ts with two
Lorentzians (main manuscript), we �tted spectra recorded on a grid with single Lorentzians and
display the resulting peak positions in Figure 4.17c. The peak occurs at lower voltages at the
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Figure 4.17: Spatial dependence of dI/dV spectra. (a) Topograph of a single H2Pc molecule.
The crosses indicate the locations where dI/dV spectra were recorded. (b) Background sub-
tracted dI/dV spectra measured at the positions indicated in (a) along with �ts using a single
Lorentzian. (c) Map of the peak positions obtained from the �ts.
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lobes of the molecule and shifts upwards by up to 70mV at the center of the molecule. We
tentatively attribute this shift to vibration assisted tunneling as described by Pavli£ek et al.194.
At the center of the molecule, the overlap between the LUMO and an s-wave tip vanishes by
symmetry and the expected conductance is zero. Vibrations of the molecules, however, break
the LUMO symmetry. The apparent shift of the orbital (≈70mV) therefore may be interpreted
as the energy required to excite a molecular vibration.

Supramolecule. As described in the main manuscript, the supramolecular orbitals can be ap-
proximated by molecular orbitals of individual molecules. For instance, the spatial distribution
of the LUSO is very close to that of the LUMO applied on the central molecule. The two de-
nominations are hereafter equivalently employed.
Figure 4.18 shows a dI/dV spectrum, measured atop the center of a supramolecule A (see in-
set). Similar to the case of the single molecule, the LUSO and the LUSO+1 energies are not
resolved but the orbitals are spatially separated. However, the positions with maximum weight
of the LUSO are close to the rim of the molecule (see purple areas in Figure 4.18) where the
spectrum contains contributions from neighbors. In addition, the spectrum exhibits YSR reso-
nances, which are broadened by the voltage modulation (2.5mV amplitude).
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Figure 4.18: Identi�cation of the LUSO and estimation of charge transfer. Background-
subtracted dI/dV spectrum (black line) from the center of a supramolecule A shown in the
topograph (width: 8 nm) in the inset. The spectrum was measured at the position indicated by
a cross (voltage modulation 2.5mV, feedback loop opened at I = 500 pA and V = −200mV).
The red dashed line shows the sum of six Lorentzians convolved with the instrument response
function flock-in. Two Lorentzians, which are not shown, account for the YSR peaks. The other
Lorentzians are displayed as solid lines. The resonance in orange, attributed to the LUSO, is
centered at (12.5± 0.2)meV and has a half width at half maximum Γ = (12.2± 0.6)meV.
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To determine the di�erent contributions to the spectrum, we �t the data with the sum of six
Lorentzians convoluted with a function that describes the broadening caused by the voltage
modulation used for lock-in detection67

flock−in(V ) =

{
2

πV 2
M

√
V 2
M − V 2 , |V | ≤ VM

0 , |V | > VM ,
(4.29)

where V is the sample voltage and VM the voltage modulation amplitude. Six Lorentzians are
used to model two YSR peaks and four molecular orbitals.
The overall �t (dashed red curve in Figure 4.18) reproduces the experimental spectrum (black
curve). The red and blue curves are attributed to LUSO and LUSO+1 located at (12.5±0.2)mV

and (47.3±1.1)mV , respectively, while the purple and green curves correspond to contributions
from neighboring molecules. The di�erence conforms to an energy splitting of 35meV between
the LUSO and LUSO+1, in line with the 47meV splitting observed for a single molecule.
The orange curve (Figure 4.18), associated to the LUSO, crosses the Fermi level. Approxi-
mately 25% of the peak area is below the Fermi level. As each orbital can accommodate two
electrons, the position of the LUSO indicates a charge transfer of ≈0.5 e from the substrate to
the supramolecule.

4.2.1.5 YSR Resonances for Additional Tautomer Con�gurations

Figure 4.19 shows dI/dV spectra of di�erent tautomer con�gurations. These measurements are
complementary to that shown in Figure 4.10 of the main manuscript. Although the datasets were
acquired on di�erent supramolecules and with di�erent tip apices, the spectra can be simulated
with the same parameters ϵ0, Γ and ∆, showing the reproducibility of the measurements. We
nonetheless slightly modi�ed the Gaussian broadening from a standard deviation of 120µV to
155µV, which essentially re�ects a small change in energy resolution.
The YSR energies and the asymmetries extracted from the �ts to the experimental data are
shown in Figures 4.19c�f (red points). For Γ = 18meV and U = 7meV, the model predicts
a particular evolution of EYSR and χ as a function of the average energy of the spin-up and
spin-down orbitals ϵ0 (solid black curves in Figure 4.19). A small deviation from these values,
e. g., U = 10meV or Γ = 30meV, leads to a signi�cant change in the evolution of EYSR and χ
(dashed black lines in Figure 4.19), which highlights the sensitivity of these parameters to the
properties of the YSR resonances.
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Figure 4.19: Fine tuning of YSR resonances by changing the tautomer con�guration. (a) Model
of the tautomer con�gurations realized on a supramolecule. (b) Corresponding experimental
dI/dV spectra acquired on the central molecule (solid colored lines) along with simulated spectra
(dashed black lines). The spectra were simulated as described in the caption to Figure 4.10 of
the main manuscript using the same parameters with the exception of the standard deviation
of the Gaussian broadening of 155µV. LUSO energies for the di�erent con�gurations are ϵ0 ∈
[11, 12, 16, 26.5, 35]meV. (c,d) Normalized YSR energy EYSR/∆ as a function of ϵ0 obtained
with the model described in Reference 200 for U = 7meV and Γ = 18meV (solid black curves).
The red symbols show the experimentally determined ratio EYSR/∆ and ϵ0 (including data
from Figure 4.10 of the main manuscript). The dashed black line in (c) [(d)] was calculated with
U = 10meV and Γ = 18meV [U = 7meV and Γ = 30meV]. (e,f) Peak-height asymmetry χ of
the YSR resonance as a function of ϵ0 calculated using the parameters of (c,d).
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4.2.2 Density Functional Theory Related Modeling

We performed gas-phase density functional theory (DFT) calculations of individual molecules
and supramolecules. We then employed an e�ective tight binding Hamiltonian to decompose
the supramolecular orbitals into a combination of molecular orbitals. Based on the DFT and
tight-binding analyses, we have identi�ed several sources of intermolecular interaction. These
sources of interaction are simulated in a simpli�ed phenomenological model, which essentially
reproduces the DFT and experimental results.

4.2.2.1 DFT Calculations

DFT calculations were performed using the PBE204 functional and the def2svp205 basis set using
Gaussian 09. First, the structure of a single H2Pc molecule in the gas phase was optimized using
Grimme's description of dispersion forces206. The input �le for the supramolecular cluster calcu-
lations was constructed by placing 9 single molecules, each of them with the structure obtained
from the single-molecule calculation, as depicted in Figure 4.11 of the main manuscript. The
orientations of the two groups of molecules de�ned in Figure 4.11 as well as the tautomer con�g-
urations were adjusted to the experimental results of the considered supramolecule. The DFT
calculation was then performed for the supramolecule without further structure optimization.

4.2.2.2 Simulation of dI/dV Maps

The simulated dI/dV maps shown in the manuscript correspond to the transition matrix element
M squared evaluated for di�erent positions (xtip, ytip) of the tip using a modi�ed Bardeen
approach207:

M(xtip, ytip) =
ℏ2

2m

∫
Σ

(
ψ∗
tip∇ψsample − ψsample∇ψ∗

tip

)
dS, (4.30)

where ℏ and m are the reduced Planck constant and the electron mass. The integral is carried
out over a plane Σ between the tip and the molecule. The wave function of the tip ψtip is
assumed to be spherical:

ψtip =
a

r
exp (−kr) , (4.31)

where a is a constant, k =
√
2mϕ/ℏ (ϕ is the work function of the tip), r the distance between

the tip apex at (xtip, ytip, ztip) and a point of interest in space (x, y, z). In our calculations,
ψsample is substituted by the wave function of the molecular orbitals of interest (e. g. LUMO).

4.2.2.3 E�ective Tight Binding Hamiltonian from DFT

The DFT calculations of the single molecules (supramolecules) provide Kohn-Sham energies ϵi
(Ej) and wave functions ϕi (Ψj), which are represented in a localized basis of atomic orbitals.
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The indices j and i respectively enumerate the (supra-) molecular orbitals (MO). Both sets of
ϕi and Ψj orbitals are orthonormal:∑

x

ϕ∗i (x)ϕi′ (x) = δii′ ,
∑
x

Ψ∗
j (x)Ψj′ (x) = δjj′ , (4.32)

where x is a combined position and atomic-orbital coordinate. The supramolecular wave func-
tions can be expressed as a linear combination of single molecular wave functions. The coe�cients
are obtained by projection:

V(k,i),j =
∑
x

[
R̂kϕ

∗
i (x)

]
Ψj (x) , (4.33)

where the matrix R̂k shifts and rotates the states of the single molecules, so that the atom
positions coincide with those of molecule k ∈ [1, 9] in the supramolecule. In the analysis below,
we used i ∈ {HOMO, LUMO, LUMO+1} to expand the 9 highest occupied and 18 lowest unoccupied
supramolecular orbitals, resulting in V̂ being a 27 × 27 matrix. This subset of i represents an
almost complete basis set (for the subspace of interest), as

∑
k,i

∣∣V(k,i),j∣∣2 > 0.99 for all j, and
is therefore expected to reliably describe the supramolecular DFT solutions of interest. The
considered tight-binding Hamiltonian H in a single MO basis reads:

Ĥ = V̂ †D̂V̂ , (4.34)

where D̂ is a matrix containing the energies Ej on its diagonal. The matrix Ĥ contains on-site
energies (diagonal elements) and hopping matrix elements (o�-diagonal elements). The former
ones are hereafter expressed relative to the energies ϵi of the unperturbed MO and therefore
represent the molecule-dependent energy changes of the considered MO i due to the interaction
with neighbors.
The obtained matrix Ĥ is illustrated for two con�gurations of a supramolecule, namely A44 and
A00 that respectively exhibit the maximum and minimum energy shift of the central molecule
LUMO. In the A44 con�guration, the HOMO, LUMO and LUMO+1 of the central molecule
are all shifted by approximately −200meV (numbers in red panels in Figure 4.20). The energy
shifts of the HOMO, LUMO and LUMO+1 are virtually identical for each molecule in the cluster,
which suggests an electrostatic origin. In contrast, the hopping matrix elements (numbers in blue
panels in Figure 4.20) vary with the molecular orbitals involved and depend on their relative
symmetry. However, the overall magnitude of the o�-diagonal elements is small (<1.5meV)
compared to the shift of the on-site energy (up to −200meV). From this we conclude that the
hybridization between the molecules is negligible and that the shift of the LUMO on the central
molecule mainy stems from the electrostatic stray �eld of the neighboring molecules. It should
be noted that there are also non-zero matrix elements up to 16meV between the HOMO and
the LUMO or LUMO+1 on the same molecule. Due to the large energy di�erence between the
HOMO and the LUMO (ϵLUMO − ϵHOMO ≈ 1.4 eV), these intramolecular inter-orbital matrix
elements cause a negligible change (< 0.2meV) of Ej and an admixture of ≈1% of ϕHOMO to
the unoccupied supramolecular states. However, these matrix elements contribute to an induced
electrostatic dipole moment, which is absent from the isolated molecule.
Similar observations are made for the A00 con�guration as shown in Figure 4.21. The on-site
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Figure 4.20: Tight-binding parameters (in meV) of the A44 cluster. Gray disks represent atoms
of the H2Pc molecules. On-site energies (red) of (a) HOMO, (b) LUMO, and (c) LUMO+1
relative to the respective energies of the isolated molecule. The hopping matrix elements of the
same MO between neighboring molecules are indicated in blue. Black bars indicate the axes
de�ned by the pyrrolic hydrogen atoms.

energies, however, are di�erent. For instance, the energy shift of the central molecule MO is
approximately −115meV for A00 in contrast to -200meV observed for con�guration A44. This
di�erence can be rationalized by di�erent stray �elds acting on the central molecule as detailed
in Section 4.2.2.4.
In summary, the tight-binding projection shows that the DFT wave functions of the supramole-
cule are essentially single molecular wave functions rigidly shifted in energy. This shift depends
on the position of a molecule inside the cluster and the tautomer con�guration of the surrounding
molecules.
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Figure 4.21: Tight-binding parameters (in meV) of the A00 cluster. Same as Figure 4.20 but
for tautomer con�guration A00, which causes the smallest reduction of the on-site energy on the
central molecule.
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4.2.2.4 Phenomenological Intermolecular Interaction Model

The tight-binding projections indicate a rigid energy shift of all orbitals on a molecule, that
may be due to an electrostatic interaction. The charge distribution, as calculated by DFT, is
analyzed in the following. While the single molecule is neutral, polar bonds inside the molecule
produce an electrostatic stray �eld with a quadrupole moment in lowest order of the multipole
expansion. The quadrupole �eld is linked to the positions of the pyrrolic hydrogen atoms and
can be inverted upon tautomerization. Furthermore, inside the cluster, the electrostatic �eld
of neighboring molecules induces an electrostatic polarization by charge redistribution. Below,
we tentatively reproduce the energy shifts of all molecules, as obtained from the tight-binding
projections, by the stray �elds originating from DFT-derived static and induced charges. The
electrostatic screening by the electrons of the substrate, absent in the DFT calculations, is
accounted for in the model by including image charges. This leads to a good agreement between
the interaction model and LUMO energies extracted from the experiments.

Description of the Model. We express the LUMO energy Ei of molecule i within a cluster as

Ei

(
t⃗
)
= Esingle +Qi

(
t⃗
)
+ Pi

(
t⃗
)
+ Vi. (4.35)

The numbering scheme of the molecules is shown in Figure 4.5 of the main manuscript. The
tautomer con�guration is described by a vector t⃗. Esingle is the LUMO energy of an isolated H2Pc
molecule. Qi accounts for the quadrupole-like electrostatic potential generated by unperturbed
H2Pc molecules and is directly linked to their tautomer con�guration. Pi takes into account
the polarization of the molecules that leads to a small charge redistribution and further LUMO
energy shifts. Vi captures tautomerization-independent e�ects via three parameters:

Vi =


Vcorner , i ∈ {1, 3, 7, 9}
Vedge , i ∈ {2, 4, 6, 8}
Vcenter , i = 5.

(4.36)

The determination of the parameters is detailed in the subsections below. To test the reliability
of the model, we compare estimates of the LUMO energies from the model with that from DFT
calculations and experiments. The blue squares in Figure 4.22 show the LUMO energy reductions
(see Section 4.2.2.3) for the nine molecules of a supramolecule A in �ve di�erent tautomer
con�gurations. Estimates of the corresponding energies, calculated using Equation 4.35, are
shown as blue crosses. The agreement is quite good. The model essentially captures all the
molecule- and con�guration-dependent energy reductions and the deviations from DFT results
are limited to a few meV. We further tested the phenomenological model to DFT results from 30
di�erent tautomer con�gurations of A-type clusters and 12 calculations for A∗ enneamers. The
energy di�erences between the predictions of the model and DFT are displayed with histograms
in Figures 4.23a and b. For con�guration A (A∗), the maximum deviation is 4meV (2.5meV) and
the maximum relative di�erence (not shown) is 4.5% (2.5%). In summary, the model provides
estimates for the LUMO energies despite its simplicity.
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Figure 4.22: Reduction of the LUMO energy due to intermolecular interaction. The LUMO
energy reduction is shown for each of the molecules (numbers 1 to 9) of type A cluster in �ve
characteristic tautomer con�gurations (A00 to A44). Blue squares, blue crosses, red circles, and
red crosses show the results of gas-phase DFT calculations (Section 4.2.2.3), Equation 4.35,
experiments (Figure 4.5 of the main manuscript), and Equation 4.35 including the e�ect of
image charges in the substrate. The experimental data were extracted from dI/dV spectra
acquired over the centers of the respective molecules. It is assumed that the energy of vibrational
excitation is identical for all molecules. An estimated uncertainty of ±5meV of the experimental
results is indicated. The following parameters have been used for the models. Blue crosses:
Vcorner = −77meV, Vedge = −122meV, Vcenter = −152meV, k = 0.82. Red crosses: Vcorner =
−66meV, Vedge = −85meV, Vcenter = −144meV, k = 0.82, dimage = 3.2Å.

The experiments were carried out on a Pb(100) substrate. While DFT calculations and the
model (blue squares and crosses in Figure 4.22) essentially reproduce the experimental molecule-
to-molecule and the con�guration-to-con�guration energy reductions (red circles), there are some
discrepancies. In particular for molecule 5, at the center of the supramolecule, the LUMO energy
changes much less than the gas-phase DFT predictions. This is actually to be expected because
electrostatic intermolecular interactions are to some extent screened on the metal substrate,
which reduces the corresponding energy shifts. We take the screening into account by placing
image charges in the substrate at a distance dimage from the molecules and by allowing the
Vi to change. The best agreement between the model and the experimental data is found for
dimage = 3.2Å (red crosses and circles in Figure 4.22). On the surface, Vcorner, Vedge, and Vcenter
increase (i. e. are less negative) by 9, 37, and 8meV, respectively. The histogram in Figure 4.23c
shows the deviation of the LUMO energy reduction between the model with image charges
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Figure 4.23: Reliability of LUMO energies from the model. Histograms of the deviations of
the LUMO energy reductions of the model from the DFT calculations and the experiments.
(a,b) Model vs. DFT for supramolecules A and A∗. (c) Model vs. experimental results on
supramolecule A. The histograms are based on (a) 270, (b) 108, and (c) 45 molecules. The
model calculations in (c) take image charges into account. Dashed lines indicate di�erences of
one standard deviation.

and experimental data from 45 molecules. The largest deviation is 9.6meV and the standard
deviation reads 4.6meV. In other words, the model predicts the energy reductions with a error
margin of ≈10%. This agreement suggests that the energy contributions discussed for the gas
phase clusters are still present on the surface albeit reduced by screening.

Nearest Neighbor Interaction. The variable Vi was adjusted to better �t the DFT or the
experimental results. We �nd that, to a good approximation, Vi is proportional to the number
of nearest neighbors (NN) and hence reckon that it originates from a nearest neighbor interaction
(Figure 4.24). This interaction signi�cantly reduces the LUMO energy of the considered molecule
by 33 to 40meV per nearest neighbor.
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Figure 4.24: Nearest neighbor interaction. Parameters Vi adjusted to �t DFT results of con-
�gurations A and A∗ (blue and green crosses) and experimental results on cluster A (brown
crosses) shown as a function of the number of nearest neighbors. The dashed lines exhibit slopes
of −33meV/NN (black) and −40meV/NN (red).
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Electrostatic Interaction from Unperturbed H2Pc Molecules. As described in the main
manuscript, the inhomogeneous charge distribution of H2Pc leads to a sizable electrostatic po-
tential Φ. For a molecule i, the sum of the electrostatic potentials of the neighbors changes the
LUMO energy by:

Qi = −k
∫
V

dr⃗ · |Ψi(r⃗)|2 ·
∑
n ̸=i

Φn(r⃗), (4.37)

where Φn is the electrostatic potential induced by the unperturbed molecule n, |Ψi(r⃗)|2 is the
LUMO electron density of molecule i, and V the volume of integration. The factor k scales
the electrostatic interaction. It takes for instance into account that the molecule of interest i
partially screens the electrostatic potential generated by its neighbors. In the following, the
value is �xed to k = 0.82, which leads to the best agreement.
By evaluating Equation 4.37 for all tautomer con�gurations we construct the matrix Q̂. The
element Qi,j is half of the LUMO energy change of molecule i upon tautomerization of molecule
j. The vector Q⃗ describes the energy changes of the nine molecules of a cluster with tautomer
con�guration t⃗:

Q⃗
(
t⃗
)
=

1

2

(
Q⃗T00

+ Q⃗T44

)
+ Q̂ · t⃗. (4.38)

t⃗ is a nine-component vector with the ti ∈ {−1, 1} indicating the orientation of the pyrrolic
hydrogen atoms in molecule i. Q⃗T00 (Q⃗T44) with T ∈ {A,A∗} is the LUMO energy reduction
in the con�guration for which none of (all) the axes through the pyrrolic hydrogen atoms pass
through the central molecule, which corresponds to ti = −1 (ti = 1) for all molecules.

Electrostatic Interaction due to Charge Redistribution. The polarizability of the molecules
and the overlap of the wave functions lead to a charge redistribution over the supramolecule.
Figure 4.25 shows the induced charge di�erence on every atom of the molecules for a cluster
A and A∗. The largest changes occur on edge (corner and central) molecules at peripheral
C and H atoms for type A (A∗) cluster and lead to the formation of dipoles pointing toward
neighboring molecules. Interestingly, for cluster type A, the dipoles point toward the central
molecule thereby decreasing the corresponding LUMO energy. In contrast, the induced dipoles
lead to a LUMO energy increase of the central molecule for cluster type A∗. The orientation of
the dipoles is consistent with the presence and absence of YSR resonances for supramolecules A
and A∗, respectively.
The change in the electrostatic potential, due to the charge redistribution, is computed using
Equation 4.37, where the potentials Φn result from the change in charges (Figure 4.25) instead
of the static charges. In analogy to Q⃗, the vector P⃗ that describes the LUMO energy changes
due to charge redistribution reads

P⃗
(
t⃗
)
=

1

2

(
P⃗T00

+ P⃗T44

)
+ P̂ · t⃗. (4.39)
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Figure 4.25: Charge redistribution upon assembly. The black circles represent atoms of the
H2Pc molecules and the color within the circles encode the partial charge di�erence (see
colorscale). The partial charge di�erences are obtained from the Mulliken charges of the
supramolecules to which the charges of unperturbed H2Pc is subtracted for each molecule. The
largest di�erence is found on the edge (central and corner) molecules in cluster A44 (A∗

44), where
the respective C and H atoms form dipoles (arrows).

Discussion. Figure 4.26 shows a representation of the matrices Q̂ and P̂ for a supramolecule A.
The central coarse compartment indicates the impact of the tautomerization of a molecule j on
the LUMO energy of molecule 5. The largest contributions Q5j are observed for j = 2, 4, 6, 8, i. e.
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Figure 4.26: Electrostatic-interaction matrices Q̂ and P̂ for type A cluster (without image
charges). The color scale encodes the values (a) Qi and (b) Pi,j , which correspond to half of
the LUMO energy variation of molecule i caused by the tautomerization of molecule j. The
coarse compartments (surrounded by a thick solid line) focus on the entries a�ecting the energy
of a given molecule i. The numbering scheme goes from left to right and top to bottom. For
instance, the upper-right compartment, indicates the contributions on molecule 3. Within a
compartment, the 9 squares distinguish the molecules j, with the same numbering scheme. The
squares with i = j are marked with a black circle. As an example, the brown square in the
�rst column and second row in (a) indicates that the tautomerization of molecule j = 4 leads
to an increase of the molecule i = 1 LUMO energy by ≈2 × 8.6meV due to the change in the
quadrupole-like �eld.
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Cluster Q5 P5 V5 ∆E5

A00 5 −5 −144 −144
A44 −10 −3 −144 −157
A∗

00 4 2 - -
A∗

44 −6 4 - -

Table 4.1: LUMO energy shifts (in meV) of the central molecule inferred from the model with
image charges. Q5, P5 and V5 denote the energy shifts on molecule 5 due to the quadrupole-like
�eld of the unperturbed neighbors, the induced charges and the nearest neighbor interaction,
respectively. ∆E5 = Q5+P5+V5 correspond to the total energy shift. Q5 and P5 were evaluated
using Equations 4.38 and 4.39 (including image charges), respectively. Note that we do not have
enough experimental data to accurately estimate V5 for the model involving image charges.

the nearest neighbors of molecule 5. For P5j , tautomerization of the corner molecules induces the
largest shifts, i. e. tautomerization of the next-nearest neighbors. We recall that P̂ accounts for
induced charges due to the polarizability of the molecules. The largest e�ect of the next nearest
neighbors may be rationalized as follow. The tautomerization of a corner molecule a�ects the
induced charges on its neighbors, i. e. edge molecules. In turn, the induced charges of the edge
molecules modify the electrostatic potential acting on the central molecule. The importance of
nearest and next nearest neighbors for respectively Q̂ and P̂ is observed for all molecules i. The
chirality of the supramolecules (Figure 4.11 of the main manuscript) reduces the symmetry of
matrices Q̂ and P̂ . For instance, tautomerization of molecule j = 1 increases the LUMO energy
of molecule i = 4 (see reddish square in the �rst column and fourth row in Figure 4.26a), while
that of j = 7 decreases it (green square, �rst column, sixth row), although both j molecules are
located at corners and are nearest neighbors of i.
Table 4.1 shows the amplitudes of the di�erent contributions (including image charges) to the
LUMO energy of the central molecule for four con�gurations of a supramolecule. The largest
contribution arises from V5, which depends on the number of nearest neighbors. This explains
why the central molecule of a cluster systematically experiences the largest energy shift, possibly
accompanied by YSR resonances when the shift is su�cient to cross the Fermi level.
The change of the tautomer con�guration from A00 to A44 leads to a decrease of the LUMO
energy by 13meV. The decrease is driven by Q5 (−15meV variation), while the change in P5 is
in the other direction and tends to increase the LUMO energy. Therefore, the changes in LUMO
and YSR energies for cluster type A discussed in the main text are essentially dictated by Q5

and hence by the quadrupole �eld of the unperturbed neighbors.
Figure 4.25 shows that the induced charges within the supramolecule lead to dipoles. For cluster
type A, the nearest neighbors of the central molecule exhibit dipoles pointing toward the center.
This leads to an energy decrease of the central molecule by approximately 5meV (P5 value in
Table 4.1), taking into account the screening of the �eld by the substrate. In contrast, for
type A∗ supramolecules, the dipoles are located on the central molecule and point toward its
neighbors. Accordingly, this shifts the LUMO energy of the central molecule upwards (positive
P5 value in Table 4.1).
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4.3 Intermolecular State Enhancement

This section reports on an intriguing �nding made during the H2Pc investigations. Namely, after
the assembly of two or more H2Pc molecules (for a description of the assembly, see Section 4.1.3),
enhanced conductances have been observed centrally above two neighboring molecules at speci�c
sample voltages.

Figure 4.27 shows two examples: an H2Pc trimer (a�d) and an enneamer (e�h). A signi�cantly
larger di�erential conductance is observed centrally above two neighboring molecules compared
to the rest of the molecules, as shown by dI/dV maps (c,g) measured at 155mV and 100mV,
respectively. Figure 4.28 shows exemplary dI/dV spectra measured on the trimer. A ridge of
peaks at positive sample voltages was observed on the molecules. I attribute the �rst and most
intense resonance to the LUMO/LUSO. The additional features at higher voltages may be due
to vibronic excitations, but also higher orbitals could be involved. As shown in Section 4.1.3,
the LUMO and LUMO+1 of an isolated H2Pc appear as a single broad peak at approximately
200mV. The peaks in the spectra measured on a molecule and between neighbors di�er only in
amplitude, but otherwise exhibit the same energy and shape. This characteristic indicates that
the enhanced LDOS in between the molecules is related to the (supra)molecular orbitals.
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Figure 4.27: (a,e) Structure models, (b,f) topographs, (c,g) constant-height dI/dV maps, and
(d,h) simulated dI/dV maps of (a�c) an H2Pc trimer and (e�h) an enneamer, respectively.
Intermolecular state enhancement is visible in both cases (c, g). This phenomenon is reproduced
by the simulated dI/dV maps (d,h). For the trimer, LUSO to LUSO+5; and for the enneamer,
LUSO to LUSO+17 were taken into account for the calculations. The topograph in (f) was
measured in constant-height mode. The measurement parameters were as follows: (b) V =
10mV, I = 57pA; (c) V = 155mV, VM = 14.1mVPP, f = 828.3Hz; (f) V = 10mV; (g)
V = 100mV, VM = 14.1mVPP, f = 828.3Hz;
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Figure 4.28: dI/dV spectra taken at the
positions marked by crosses in the inset.
The inset shows the same dI/dV map of
an H2Pc trimer as Figure 4.27c. Structure
models of the molecules are superimposed.
The LUMO/LUSO of the molecule(s) ap-
pears as a resonance at ≈200mV, whereby
it is clearly enhanced in the spectrum
taken centrally above two neighboring
molecules (red). The black curve was mea-
sured on the pristine substrate for refer-
ence. All spectra were recorded with a
voltage modulation of VM = 14.1mVPP at
a frequency of f = 828.3Hz at a constant
tip height set at V = 1V and I = 200 pA.

-1 -0.5 0 0.5 1
Sample Voltage (V)

0

0.2

0.4

0.6

0.8

1

1.2

d
I/
d
V

 (
n

S
)

Low High

2 nm

As shown before (see Sections 4.1.3 and 4.2.2), dI/dV maps can be simulated from molecular
orbitals calculated by DFT in gasphase. Figure 4.27d,h shows corresponding calculated maps.
The LUSO up to LUSO+5 (LUSO+17) were taken into account in case of the trimer (enneamer),
which are essentially equivalent to the entirety of LUMOs and LUMOs+1 of all the molecules.
In the simulation, the intermolecular enhancement of the di�erential conductance is reproduced
by the superposition of the orbitals. In conclusion, I propose that the intermolecular state
enhancement comes from overlapping LUMOs from neighboring molecules.

A similar intermolecular state enhancement was previously observed by K. Scheil et al.208. They
studied monolayers of NDI-cyclophane molecules on Ag(111) and observed a highly enhanced
di�erential conductance in between neighboring molecules at approximately 700mV. Supported
by DFT calculations, they explained this observation by Ag adatoms from the substrate that
are incorporated into the self-assembled structure.
In the present case of H2Pc however, the incorporation of substrate atoms is excluded, since
the molecules are assembled manually on the pristine substrate and no adatoms are left after
subsequent disassembly. Thus, the present case demonstrates that seemingly similar phenomena
can have very di�erent causes, which must be investigated thoroughly.
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Previous page:
Topograph of a Pb(100) surface with adsorbed
PbPc molecules. Instead of the z position, the
tunneling current is shown, which is approxi-
mately proportional to the gradient of the z posi-
tion (fast scan direction from right to left). The
sample voltage was set to V = 100mV with a
setpoint of I = 57pA. The section shown mea-
sures approximately 100 nm× 140 nm.
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More pronounced YSR states with much lower YSR energies than on H2Pc were found on PbPc
on Pb(100). Although a similar mechanism underlies the formation of the YSR states, the in-
depth study of this system reveals a di�erent kind of intermolecular interaction. Furthermore,
the very sharp and intense YSR resonances are utilized as probes for molecular vibrations.
Similar to H2Pc, PbPc is diamagnetic in gasphase but becomes paramagnetic upon cluster
assembly on the surface. In contrast to H2Pc, PbPc is four-fold symmetric, rendering the LUMO
which carries the YSR state two-fold degenerate. Although PbPc lacks tautomerization and an
electrostatic quadrupole moment, an even larger variation of the YSR energies was observed,
which is caused by di�erent molecular neighbors. Since PbPc is a non-planar molecule with the
Pb atom sitting on one side of the molecular plane, it can orient itself in two di�erent ways:
with the Pb atom pointing away or toward the substrate. In this way, PbPc on Pb(100) is a
system with another degree of freedom compared to H2Pc.

5.1 Adsorption Geometry

PbPc molecules were deposited onto a Pb(100) substrate at room temperature as described in
Chapter 3. A coverage of less than one monolayer has been reached in both setups (4K and
mK ). I will refer to the samples prepared in the 4K and mK setup as sample 1 and sample 2,
respectively. As will be shown in this section, the molecules form ordered islands, which vary in
geometry and composition. In Figure 5.1 respective topographs of the samples are shown.
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Figure 5.1: Topographs of (a) sample 1 and (b) sample 2. The PbPc (and H0Pc) molecules
self assemble into ordered islands. In addition, isolated H0Pc molecules are found. Two di�erent
domains are shown in (a), while on sample 2 only one type of domain was found (b). Scan
parameters: (a) I = 200 pA, V = −10mV; (b) I = 100 pA, V = 100mV.
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5.1.1 Observed Types of Molecules

The ordered islands essentially consist of three di�erent types of molecules. Since PbPc is a
non-planar molecule with the Pb atom sitting on one side of the molecular plane, it can orient
itself in two di�erent ways: with the Pb atom pointing away or toward the substrate, similar
to, e. g., tin phthalocyanine (SnPc)209�212. I will refer to it as PbPc↑ and PbPc↓ molecules,
respectively. In addition, some of the molecules lose the Pb atom during the preparation process
and become empty Pc molecules. To di�erentiate those molecules from ordinary phthalocyanine
(H2Pc), I will refer to them as H0Pc. Although H0Pc would not be stable as a pure substance,
it may well persist adsorbed on the substrate. While PbPc↑ and PbPc↓ molecules were only
found inside ordered islands or attached to step edges or defects, some isolated H0Pc molecules
were found on the pristine Pb(100) surface. I suspect that while PbPc is only physisorbed, H0Pc
is chemisorbed to the substrate because of its radical nature, which greatly reduces its surface
di�usion rate.

While PbPc↑ molecules are easily recognizable in topographs by their protruding Pb atom, the
di�erences of PbPc↓ and H0Pc molecules are rather subtle. In topographs, PbPc↓ molecules
appear slightly higher than H0Pc and seem to have a smaller depression in its center. Further-
more, H0Pc molecules were obtained by deliberate demetallation of PbPc↑ molecules, as will
be shown in Section 5.8, or by dehydrogenation of H2Pc molecules. In return, H0Pc molecules
were transformed into PbPc↑ molecules by metallation. I have also tried to metallize PbPc↓
molecules as well, without success. Furthermore, I eventually observed isolated H0Pc molecules
becoming H2Pc by capturing hydrogen that was released from the STM tip. STS measurements
of the molecular orbitals of all three types of molecules are shown in Section 5.9.

5.1.2 Geometric Structure of the Ordered Islands

Concerning the geometry of the ordered islands, I observed two di�erent types of domains, which
I refer to as domain A and B. Both domains can be seen in the topograph shown in Figure 5.1.
Depictions of the geometries are shown in Figure 5.2. In both domains, the molecules are ar-
ranged in a

(
5 3
−3 5

)
superstructure on the square Pb(100) lattice with two molecules per unit

cell, similar to H2Pc (Figure 4.3a). This checkerboard like pattern is composed of two groups of
molecules with di�erent angular orientations of the molecules within the surface plane. The ori-
entation angles are di�erent for the two domains, resulting in a total of four groups of molecules
(A1, A2, B1 and B2). In domain A, the molecules enclose an angle of 46◦ (A1) and 54◦ (A2) to
the ⟨110⟩ surface direction, while in domain B the orientation angles are 21◦ (B1) and 1◦ (B2).
The angular orientation of the di�erent groups of molecules was determined by measuring the
orientation of 32 to 45 single molecules each. Figure 5.2 shows a corresponding histogram.
It is noteworthy that domain A of PbPc has essentially the identical geometry as the self-
assembled monolayer of H2Pc (Figure 4.3a), which corresponds to the H2Pc enneamers of type
A/A* (Figure 4.11). Furthermore, the geometry of PbPc domain B corresponds to H2Pc en-
neamers of type B/B* (Figure 4.11).
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Figure 5.2: Adsorption geometry of PbPc on Pb(100). Models of domain A and B are shown
on the top left. The molecules form a

(
5 3
−3 5

)
superstructure on the Pb(100) lattice (depicted as

a square grid). The four groups of molecules (depicted in di�erent colors) di�er in their angular
orientation. Those angles have been determined by measuring the orientation of a total of 32
(B1), 33 (B2), 45 (A1) or 45 (A2) molecules each. A corresponding histogram is shown on the
bottom. The scatter of the values is at least partly due to measurement inaccuracy, which is
approximately ±2◦ in the best case. However, some spread � e. g., the clear outliers in A2 at
>60◦ � can only be explained by a deviation of the actual orientation of the molecules.

5.1.3 Composition of Di�erent Domains

While both domains were observed on sample 1, on sample 2 only islands of domain A were
found. Furthermore, the di�erent samples showed di�erent compositions of domain A as listed
in Table 5.1. On sample 1, domain A was mainly composed of PbPc↓, one third PbPc↑ and
only very view H0Pc. However, on sample 2 nearly no PbPc↓ have been observed and domain
A consisted of more than three quarters of PbPc↑. Domain B on sample 1, on the other hand,
was composed of H0Pc mainly.

Domain PbPc↑ PbPc↓ H0Pc

A (sample 2) 77% (347) 2% (10) 21% (93)
A (sample 1) 34% (142) 63% (262) 3% (12)
B (sample 1) 16% (145) 12% (113) 72% (649)

Table 5.1: Compositions of the domains on both samples. The numbers in brackets give the
total number of molecules that have been counted. For each domain, areas within ordered islands
at di�erent spots of the sample have been evaluated.
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The di�erences between sample 1 and 2 could perhaps be explained by a di�erent crystal temper-
ature during molecule deposition, which would lead to di�erent dynamics during island growth.
Since the deposition was conducted approximately half an hour after the �nal annealing, the
crystal may not have cooled down completely to room temperature by then, depending on the
thermal coupling of the sample to the manipulator. Unfortunately, the temperature of the
crystal could not be measured during the evaporation of the molecules.

5.2 YSR States on PbPc

Although PbPc is diamagnetic in itself, YSR states are observed on PbPc↑ molecules inside
ordered islands on Pb(100). Isolated PbPc↑ molecules do not show any YSR states, neither do
PbPc↓ or H0Pc molecules, independent of their surroundings. On PbPc↑ however, YSR states
emerge in a similar way as on H2Pc: On isolated molecules, a LUMO resonance is observed
at U ≈ 140mV. With additional neighboring molecules, the LUMO shifts to lower energy and
becomes partially populated. This e�ect �nally leads to the emergence of YSR states.

Figure 5.3 shows corresponding measurements. dI/dV spectra taken on an isolated PbPc↑
molecule and one inside an ordered island are presented in (a). The LUMO of the molecule
inside the island is shifted toward the Fermi edge by more than 100meV. As shown in (c), YSR
states are observed on such molecules, while none are detected on isolated PbPc↑. Furthermore,
the lateral distribution of YSR state intensity (d) resembles the lateral distribution of the LUMO
(b). The highest intensity is measured in a ring shaped area above the Pb atom of the molecule.
But there is also a signi�cant intensity observed on the macrocycle and the lobes. This lateral
distribution is consistent with results from DFT calculations213 of the LUMO of PbPc. The
LUMO of PbPc is doubly degenerate and includes hybridized px and py orbitals of the Pb atom,
which in combination give rise to the ring shape. As for H2Pc, I therefore claim that the YSR
state is carried by the LUMO.

Although the mechanism of YSR state emergence is very similar for PbPc and H2Pc, there are
also distinct di�erences. First, a wider range of YSR energies is observed for PbPc, starting
from EYSR ≈ ∆ down to EYSR < ∆

2 . For H2Pc the observed YSR energies were restricted to
EYSR ≳ 0.9∆. Secondly, the variation of YSR energies on H2Pc was explained by the di�erent
orientation of the quadrupole moments of neighboring molecules. Since PbPc molecules do
not have such quadrupole moments, the mechanism behind the YSR energy variation must be
di�erent. As I will show, it is due to a di�erent composition of molecular neighbors (PbPc↑,
PbPc↓, H0Pc).

74



5.2 YSR States on PbPc

���� ���� ���� � ��� ���
��	
��
�������
���

�

�

�

�

��
��

��
��

��

��

��
���

���
�


d
I/d

V

��

��
�
�

� �
��

a

�! �� �� �� �� � � � � � !
��	
��
�������
�	��

���

�

��

��

��

dI
/d

V
 / 

G
N

c

�
�	
"#$%

b

�
�
�
�
�
!

��
��

��
��

��

��

��
���

���
�

dI
/d

V

��

��
�
�

� �
��

�
�	
&�'
�����

d

!

��

�!

��

dI
/d

V
 / 

G
N

(�������
(�����

(�������
(�����

Figure 5.3: (a,c) dI/dV spectra taken on an isolated PbPc↑ molecule (blue curve) and on a
PbPc↑ molecule inside an ordered island (red curve). The spectra in (a) were measured at
a �xed tip position (V = 1V, I = 100 pA) with a voltage modulation of VM = 14.1mV at
a frequency of f = 772.8Hz. A spectrum measured on the pristine Pb(100) substrate was
subtracted for background correction. I assign the �rst resonance observable at positive voltage
(at 140 and 30mV, respectively) to the LUMO of the molecule. The additional resonances at
higher voltages are most likely due to vibronic excitations. (b) Map of the LUMO peak height
of an isolated PbPc↑. A 32 × 32 grid of I/V spectra was taken, which were then numerically
derived, normalized and background subtracted, similar to the spectra shown in (a). The values
of the resulting spectra at V = 135mV are shown, which are laterally smoothed by a Gaussian
�lter. The spectra in (c) were measured at a �xed tip position (V = 6mV, I = 100 pA)
with a voltage modulation of VM = 113 µVPP at a frequency of f = 939.4Hz. Furthermore,
they are normalized to the normal state conductance GN , which was determined from the
constant di�erential conductance at V < −3.5mV. While the spectrum measured on the isolated
PbPc↑ (blue curve) resembles the spectrum on the superconducting substrate, pronounced YSR
resonances are observed on PbPc↑ inside an ordered island (red curve). (d) Map of the YSR
peak height of a PbPc↑ molecule inside an ordered island. A 16 × 16 grid of dI/dV spectra
was taken and normalized to the normal conductance, like the spectra in (c). The value of the
spectral amplitude at V = 2.35mV is shown.
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Chapter 5 PbPc on Pb(100)

5.2.1 Characterization of YSR Spectra

Hundreds of dI/dV measurements on many di�erent molecules have been conducted in total,
some of which show YSR resonances. However, a smooth transition from spectra of molecules
without YSR states, which resemble the unchanged superconducting gap of the substrate, to
molecules with YSR states is observed. At YSR energies close to ∆, the YSR peaks and the
coherence peaks are merged in dI/dV spectra. Only at YSR energies signi�cantly smaller than∆,
the YSR peaks and the coherence peaks can be observed separately. In some borderline cases,
it is hard to determine whether there are YSR states. However, there are two characteristic
spectral properties that indicate the presence of YSR states:

1. The voltage ±VP of the main spectral peaks becomes smaller. Without YSR states, the
main peaks are the coherence peaks and eVP = ∆T +∆S . With pronounced YSR states,
the main peaks are the YSR peaks and eVP = ∆T + EYSR. The energy of the respective
peak in the DOS of the sample is given as EP = eVP − ∆T . In most cases, however, I
do not exactly know the superconducting gap of the tip ∆T . Instead, I measured the gap
on the pristine substrate and took the mean value for ∆, assuming ∆T ≈ ∆S . In the
following, I will use the reduced peak energy ẼP = EP /∆ = eVP /∆ − 1 as characteristic
parameter. Without a YSR state, I expect ẼP = 1 and with a pronounced YSR state
ẼP = ẼYSR = EYSR/∆.

2. The existence of an asymmetry χ = (P+−P−)/(P++P−) of the peak heights at positive
and negative sample voltage (P+ and P−, respectively) is an indication of YSR states,
since YSR peaks are typically asymmetric in height. Without YSR states, no asymmetry
is expected (χ = 0). However, a slope in the spectral background can lead to a net
asymmetry even without YSR states. To eliminate this e�ect, I extracted the slope of the
spectral background from the deconvoluted DOS of the sample and calculated the intrinsic
asymmetry χ∗. This procedure is detailed in Appendix C.

In the following, I will use ẼP and χ∗ to characterize the dI/dV spectra.

5.2.2 Variation of the YSR Energy

Figure 5.4 shows a plot of ẼP vs. χ∗ for many di�erent spectra taken on PbPc↑ molecules. On
the pristine substrate there is ẼP = 1 and χ∗ = 0. For isolated PbPc↑ molecules, I obtained
essentially the same result (black symbols), which demonstrates the absence of YSR states in this
case. For PbPc↑ molecules inside ordered islands, however, ẼP decreases, while χ∗ increases.
Here, distinct di�erences among the four di�erent groups of molecules (A1, A2, B1 and B2)
are observed. The most pronounced YSR states by far have been observed on A1 molecules,
while A2 molecules only show weak signs of YSR states, if any. The di�erences of the molecular
groups in domain B are less pronounced. In general, however, B2 molecules show YSR states
with smaller energies compared to B1 molecules.

In conclusion, the adsorption geometry of PbPc and its neighboring molecules seems to have a
signi�cant in�uence on the emergence and energy of the YSR states. In fact, there is a striking
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Figure 5.4: Plot of the reduced peak energy ẼP vs. the intrinsic asymmetry χ∗ for spectra
taken on PbPc↑ molecules. Data from both setups (4K and mK ) are shown. Di�erent molecular
con�gurations are highlighted by colors. For molecules of groups A1, A2, B1 and B2, only those
are considered that were completely surrounded by neighboring molecules. Data points from
molecules at the edge of ordered islands are classi�ed under 'Other'. Some exemplary spectra
are shown in Figure 5.5. The corresponding data points (�lled triangles) are marked by arrows.

similarity to the case of H2Pc (Section 4.1.3). As noted in Section 5.1, the geometry of domains
A and B of PbPc corresponds to the geometry of H2Pc enneamers of type A/A* and B/B*
(Figure 4.11), respectively. YSR states have been observed for enneamers of type A, B and B*,
while no YSR states have been observed for type A*. Indeed, concerning the geometry, the
central molecule of an H2Pc enneamer of type A* corresponds to PbPc group A2, where the
weakest or no YSR states have been observed either.
As detailed in Section 4.1.3, DFT calculations of H2Pc enneamers have shown that there is an
electrostatic polarization of the lobes of neighboring molecules. The largest polarization was
found within C-H bonds pointing towards neighboring molecules (Figure 4.9). Those dipoles are
pointing from one molecular group to the other, leading to di�erent LUMO energy shifts for the
groups. The DFT calculations furthermore showed that this e�ect is accompanied by a charge
transfer between the two molecular groups.
I assume that the very same e�ect occurs in the case of PbPc, leading to di�erent LUMO
energies for the molecular groups, which �nally leads to di�erent YSR energies. Furthermore,
the polarization and intermolecular charge transfer will be di�erent for di�erent geometries. The
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Figure 5.5: dI/dV spectra taken on di�erent PbPc↑ molecules. While no YSR states are
observed on isolated PbPc↑ molecules (a), YSR signatures of varying distinctness are observed
inside ordered islands (b�e), with the most pronounced emerging on molecules of group A1 (e).
The spectrum in (e) is scaled with a factor of 0.33. All spectra were measured at a constant tip
position (V = 6mV, I = 100 pA) with a voltage modulation of VM = 113 µVPP at frequencies
between 770Hz and 940Hz. The values obtained for ẼP and χ∗ are listed. Corresponding data
points are marked in Figure 5.4.

fact that I observed di�erent YSR energies for the molecular groups in domain B compared to
domain A is therefore not at all surprising.

Figure 5.6 shows a topograph (a) and a simultaneously measured dI/dV map (b) of an ordered
island of domain A. A sample voltage of V = 2.6mV was chosen, which is just outside of the
coherence peak (similar to the dI/dV map of an H2Pc enneamer shown in Figure 4.6c). The
emergence of a YSR state leads to a decrease of the di�erential conductance at that voltage
(blue areas in Figure 5.6b). In this way, the YSR states are mapped across the full scan area.
Pronounced YSR states are mainly observed on PbPc↑ molecules of group A1, while on PbPc↑
molecules of group A2 usually only a very weak YSR signature is detected.
On other molecules, like the isolated H0Pc in the top left corner, the di�erential conductance is
increased (yellow and red areas in Figure 5.6b). This e�ect may be due to the nearby LUMO of
the respective molecule. However, there is another possible explanation: On molecules without a
YSR state, I observed a slightly larger superconducting gap. E. g., for isolated PbPc↑ molecules,
I observed values of up to ẼP ≈ 1.06 (Figure 5.4). This apparent change of the superconducting
gap is an e�ect of the two-band superconductivity of Pb68 as detailed in Section 2.2.5. As a
result, the coherence peak is closer to the sample voltage, which might as well explain the in-
creased di�erential conductance.
The shape of the YSR distribution seems to be rather twofold symmetric on some of the
molecules, similar to what has been observed on H2Pc. I assume that this e�ect is caused
by an anisotropic neighborhood, which breaks the fourfold symmetry and therefore lifts the de-
generacy of the LUMO of PbPc. The YSR state is then carried by the lower orbital, which has
a twofold symmetry similar to the LUMO of H2Pc.
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Figure 5.6: (a) Topograph of an ordered island (domain A) of PbPc molecules measured at
V = 2.6mV and I = 50pA. (b) dI/dV map of the same location, measured simultaneously.
Areas with the same di�erential conductance as on the pristine substrate appear white. Areas
with an increased (decreased) di�erential conductance are colored in yellow and red (blue). A
decreased di�erential conductance indicates YSR states. On some molecules, even negative
di�erential conductance is observed (purple spots). In (a,b), the outlines of some molecules are
shown for clari�cation in the bottom right corner. The outlines of molecules of group A1 (A2)
are shown in red (black).

As shown in Figure 5.4, I did not only observe large variations of the YSR states among di�erent
groups of molecules, but also within a single group of molecules. For group A1 for example,
I observed YSR energies between 0.95∆ and 0.4∆. In the following, I will show that this
variation is due to di�erent neighboring molecules. As detailed in Section 5.1, the ordered
islands are composed of PbPc↑, PbPc↓ and H0Pc) molecules. Consequently, a PbPc↑ molecule
can have any combination of the three di�erent types of molecules as nearest and next nearest
neighbors (NN and NNN, respectively).

To analyze the in�uence of the di�erent molecular neighbors on the peak energy ẼP , I set up
a model and �tted it to the experimental data. The model describes ẼP as a function of the
molecular neighbors. Starting with an o�set value ẼP,0 for a molecule with no neighbors, a
constant value ϵ(t, d) is added for each neighboring molecule n depending on its type tn (PbPc↑,
PbPc↓ or H0Pc) and distance dn (NN or NNN):

ẼP,model = ẼP,0 +
∑
n

ϵ(tn, dn) (5.40)

Thus, the model contains seven parameters in total.

In Table 5.2 the �t results for the model parameters are given. As expected, each additional
molecular neighbor reduces the peak energy. However, the in�uence varies signi�cantly among
the di�erent types of molecules. PbPc↓ molecules have by far the strongest impact on the peak
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Figure 5.7: Plot of the peak energy ẼP,model from the model vs. the experimental peak energy
ẼP,exp. Data points from PbPc↑ molecules of group A1 and from isolated PbPc↑ molecules are
shown. The model parameters have been �tted to the data. Most of the data points are close
to the line ẼP,model = ẼP,exp (black line), which shows that the model matches the experiment
fairly well.

Type t NN NNN

PbPc↑ −0.025± 0.022 −0.020± 0.016
PbPc↓ −0.102± 0.024 −0.048± 0.022
H0Pc −0.042± 0.024 −0.000± 0.018

Table 5.2: Fits for the model parameters ϵ(t, d), describing the reduction of the peak en-
ergy ẼP,model per nearest (NN) and next nearest neighbor (NNN) broken down by the type
of molecule. A peak energy of ẼP,0 = 1.064 ± 0.057 is obtained from the �t for a molecule
without any neighbors. The 95% con�dence intervals from the �t are given.

energy ẼP . Therefore, the lowest YSR energy is to be expected for PbPc↑ molecules that are
completely surrounded by PbPc↓ molecules only.

Figure 5.7 shows a plot of the model peak energy ẼP,model vs. the peak energy ẼP,exp from
experiment. The model describes the experimental data fairly well, which shows that the energy
variation is indeed mainly caused by the variation of molecular neighbors.

A possible explanation for the di�erent e�ect of the molecular neighbors on the YSR energy is
the electric dipole moment of PbPc. PbPc has a dipole moment perpendicular to the molecular
plane, which is pointing in the direction of the Pb atom214,215. However, very di�erent absolute
values of the dipole moment have been reported, e. g., 1.0Debye 214 or 0.06Debye 215. Troels
Markussen obtained a value as large as 0.66 eÅ = 3.2Debye from on-surface DFT calculations
of PbPc↑ (see Section 5.4.1). To obtain the dipole moment of the charged molecule, he shifted
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the Mulliken charges obtained from structural relaxation in order to make the molecule charge
neutral. The dipole moments of neighboring molecules interact with the dipole moment of the
PbPc↑ molecule carrying the YSR state. An anti-parallel alignment would be favorable and
thus, the dipole moment of neighboring PbPc↓ molecules could lead to an additional downshift
of the LUMO. Earlier experiments with PbPc on Pb(111) 216 suggest in fact that PbPc↓ may
have an even larger absolute dipole moment than PbPc↑, which would �t to my observations.

5.2.3 Fitting YSR Spectra with BdG Model Calculations

All dI/dV spectra of the superconducting gap, including possible YSR resonances, measured on
PbPc↑ molecules have been �tted with a model function. This procedure allows me to obtain
estimates for the coupling parameters α = πρ0JS and β = πρ0W . These parameters can then
be related to the reduced peak energy ẼP and the intrinsic asymmetry χ∗, which have been
determined for all spectra as discussed before (Section 5.2.1).

Figure 5.8 shows two exemplary dI/dV spectra and corresponding �ts. Positive values between
about 0.3 and 0.8 are obtained for both α and β. The very same spectra can be reproduced
with negative values for both α and β. Without loss of generality, however, I limit my analysis
to positive values of α. Usually antiferromagnetic exchange coupling (J > 0) is assumed137

anyway, because only then values of |EYSR| ≪ ∆ are obtained in the quantum spin model169.

The model is obtained by calculating the tunneling current via Equation 2.4, numerical deriva-
tion and subsequent convolution with the broadening functions accounting for the lock-in and
electronic broadening of the setup, as discussed in Section 2.1.2. A BCS DOS with constant
ρN(E) is assumed for the tip (Equation 2.11). The DOS ρS of the sample on the other hand
may contain YSR resonances. However, it is possible that the tunneling current �ows partially
trough transmission channels without any YSR resonances. Therefore, I use the Bogoliubov-de
Gennes (BdG) approach as discussed in Section 2.3.3 to calculate the DOS ρBdG of the sample
containing YSR states and allow for an additional mixing with a BCS DOS ρBCS, such that
ρS = (1−m) · ρBdG +m · ρBCS, where m ∈ [0, 1] is the mixing parameter.

This model already reproduces the essential characteristics of the observed spectra, even when
assuming a constant normal-conducting DOS for the sample ρS,N(E) = ρ0. Corresponding
�ts are shown as orange curves in Figure 5.8. They slightly deviate from the measurements.
Especially the negative di�erential conductance outside of the YSR resonances tends to be
exaggerated.
The �t results can be further improved by considering non-constant ρS,N(E). This approach
is furthermore motivated by the observation of the LUMO resonance close to the Fermi edge
and the possible presence of a Kondo resonance, which might overlap with the superconducting
gap35. The normal-conducting DOS of the sample is therefore modeled by the combination of a
Lorentzian (accounting for the LUMO) and a Fano line-shape (accounting for a possible Kondo
resonance).
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Figure 5.8: Two exemplary dI/dV spectra measured on PbPc↑ molecules inside an ordered
island of (a) type B1 and (b) type A1. The measured spectra (black curves) are overlayed
by �ts with constant and non-constant ρS,N(E) (orange and red curves, respectively). The
corresponding ρS,N(E) used in the second �t is shown in the insets. Similar values for α and β
are obtained from the �ts.

ρS,N(E) =

[
ρN +AF · ℑ

(
eiϕ · ΓF

E − εF + iΓF

)]
·

[
1 +AL

Γ2
L

(E − εL)
2
+ Γ2

L

]
(5.41)

Here, ρN is a constant background, AF (AL) is the amplitude, ΓF (ΓL) the width and εF (εL)
the position of the Fano (Lorentzian) peak; ϕ de�nes the Fano shape. The width of the Fano
(Lorentzian) peak is limited by a minimal value of 1meV (5meV) to avoid direct interference
with the YSR resonances. Corresponding �ts are shown as red curves in Figure 5.8. The
respective ρS,N(E) are shown in the insets.

Similar values for α and β are obtained from the �ts with constant and non-constant ρS,N(E),
suggesting that the �t results for those coupling parameters are not very much altered by the
addition of a non-constant ρS,N(E) to the model. The extended model with non-constant ρS,N(E)

is used for the following analysis.

Figure 5.9 shows all the obtained data points for ẼP vs. α, β and χ∗ respectively. Similar values
of α ≈ 0.3 . . . 0.7 and β ≈ 0 . . . 0.6 are obtained for most of the spectra. Deviations therefrom
are mainly observed with large ẼP where the YSR peaks mix with the coherence peaks and
the �ts become less robust. Both parameters seem to slightly increase with decreasing ẼP. An
increase in α in particular seems to correlate with stronger YSR states, as demonstrated by the
color code in (c).

Another model calculation has been conducted to verify the results from the �ts. YSR DOSs
have been calculated via the BdG approach assuming a constant ρS,N(E). α and β have been
varied simultaneously from 0 to 0.8 and 0.6, respectively. As a calculation result the reduced
YSR energy ẼYSR and the peak height asymmetry χ∗ have been obtained. The overall results of
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Figure 5.9: Plots of the reduced peak energy ẼP vs. the coupling parameters α (a) and β (b),
as well as the intrinsic asymmetry χ∗ (c). Circles/dots represent data points obtained from
�ts to the experimental data. Only data points with a mixing parameter of m < 0.15 have
been evaluated. The black curves have been calculated from a separate model calculation of
YSR spectra, in which the values for α and β are varied simultaneously from 0 to 0.8 and 0.6,
respectively.

this model calculation are shown as black curves in Figure 5.9. The observations from experiment
are fairly reproduced.
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5.3 Resonance-enhanced Vibrational Spectroscopy of

Molecules on a Superconductor

The sharp and intense YSR resonances on PbPc are utilized as a probe for vibrational excitations
in IETS. A manuscript featuring most of the �ndings has been accepted for publication in
Physical Review Letters217. The manuscript is reproduced in the following. The corresponding
Supplemental Material is subject of Section 5.4 thereafter. The layout of text and �gures has
been adapted to this thesis without changing their contents.

Author Contributions

The reproduced manuscript (Section 5.3) and Supplemental Material (Section 5.4) are a joint
work of Jan Homberg, Alexander Weismann, Troels Markussen, and Richard Berndt. The author
contributions are as follows:
J.H., A.W., and R.B. conceived the experiment. J.H. acquired the STM data with support
by A.W. Model development and data analysis were carried out by A.W. and J.H. T.M.
carried out the DFT calculations and wrote the corresponding part of the Supplemental Material
(Section 5.4.1). R.B. wrote the manuscript with contributions from all authors. J.H. created all
�gures with input from R.B. and A.W., except those in Section 5.4.1 which were contributed by
T.M.

5.3.1 Abstract

Molecular vibrational spectroscopy with the scanning tunneling microscope is feasible but usu-
ally detects few vibrational modes. We harness sharp YSR states observed from molecules on
a superconductor to signi�cantly enhance the vibrational signal. From a lead phthalocyanine
molecule 46 vibrational peaks are resolved enabling a comparison with calculated modes. The en-
ergy resolution is improved beyond the thermal broadening limit and shifts induced by neighbor
molecules or the position of the microscope tip are determined. Vice versa, spectra of vibrational
modes are used to measure the e�ect of an electrical �eld on the energy of YSR states. The
method may help to further probe the interaction of molecules with their environment and to
better understand selection rules for vibrational excitations.

5.3.2 Main

The vibrational modes of a molecule are sensitive probes of molecular bonds and their response
to external parameters. They may serve as �ngerprints for identi�cation and as indicators of
geometric changes. Molecular vibrations can also help elucidating processes at surfaces. In
1998, the unequivocal observation of vibrational features in data recorded with the STM was
reported53. Like in the case of molecules in metal-oxide-metal junctions81, the tunneling current
I is modi�ed when inelastic processes like molecular vibrations are excited. Unfortunately, the

To be published in Physical Review Letters© APS [Reference 217] 85
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Figure 5.10: (a) Schematic energy diagram of elas-
tic (blue solid) and inelastic (red dashed) tunneling
processes between normal-conducting tip and sam-
ple electrodes with energy independent DOS. Both
Fermi distributions (occupied states shaded in blue)
are broadened by temperature. The sample voltage
V is chosen to match the energy of a vibrational ex-
citation, eV = ℏω. (b) Second derivative d2I/dV 2 of
the current I scaled with dI/dV for the scenario in
(a) (parameters η = 10%, ℏω = 5meV, T = 4.2K).
The inelastic process gives rise to a broad peak/dip
at ±ℏω/e. (c) Related diagram for a superconduct-
ing tip (energy gap 2∆T) and sample (2∆S). A
paramagnetic impurity induces sharp YSR states,
separated by ±EYSR from the Fermi level EF = 0
of the sample (dotted line). V is chosen to satisfy
eV = ℏω + EYSR + ∆T. (d) Calculated spectrum
of dI/dV scaled by the conductance GN outside the
gap [η, ℏω, and T as in (b)]. The YSR states lead
to two predominant asymmetric peaks with di�erent
amplitudes at V = ±(EYSR + ∆T)/e. Tunneling of
thermally excited electrons (e. g. from the upper co-
herence peak of the tip to the YSR state) produces
minor peaks in the gap at ±(∆T−EYSR)/e. Inelastic
transitions (red dashed) to the YSR states produce
pairs of peaks at ±(ℏω+EYSR +∆T)/e. Their rela-
tive intensities re�ect those of the YSR resonances.
Their widths are much smaller than in (b) because
they are not dictated by thermal broadening.
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net e�ect on the current is usually on the order of few percent at best because the additional
inelastic current is partially compensated by a reduction of the elastic current82. Consequently,
only few molecular vibrations lead to observable signals, which typically are best discerned in
d2I/dV 2, the second derivative of I with respect to the sample voltage V . A notable exception
are data from C60 adsorbed to superconducting lead, where 9 modes were observed218. Vibronic
transitions may also lead to larger changes of the tunneling conductance but detailed spectra of
various modes have not been reported219�221. In addition, vibrational features may be resolved
in single-molecule �uorescence spectroscopy with the STM222,223.

Here, we show that sharp resonances in the density of states of paramagnetic molecules on
superconductors may be used to simultaneously increase the signal amplitude and the spectral
resolution of inelastic tunneling spectroscopy. The measurement concept may be introduced
using energy diagrams of STM junctions (Figure 5.10) between (a) two normal conductors and
(b) a superconducting tip and sample. In the former case, a vibrational mode of energy ℏω
may be excited through inelastic tunneling transitions when V > ℏω. This leads to a minute
stepwise change of the I(V ) slope that becomes more readily discernible in d2I/dV 2(V ). A
model spectrum is displayed in Figure 5.10c. It was calculated assuming a fairly large relative
change of conductance (η = 10 %) due to the inelastic processes. The peak width in d2I/dV 2 is
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Figure 5.11: dI/dV spectrum of PbPc on superconducting Pb(100). The spectrum (lower
blue line) was recorded above the Pb center of a molecule within a molecular island. The most
prominent spectral features are YSR resonances at ±2mV (see also left inset). A magni�ed
view (multiplied by 10, black upper line) reveals a wealth of additional peaks that are due
to vibration excitations. The inset to the right shows a constant-current image of molecules
assembled into an island with a square mesh. Some molecules (blueish clover shaped patterns)
lost their Pb ion. The majority is intact with the Pb atom imaged as a bright protrusion. The
main spectrum is an average of 20 spectra recorded with an initial current of 4 nA at V = 200mV
and a voltage modulation of 0.5mVPP. The blue spectrum (thick line) in the inset was measured
with parameters 500 pA at 5mV and 0.05mVPP modulation while the black (thin) curve shows
dI/dV (V )/GN on a molecule without YSR states for reference.

determined by the thermally broadened Fermi distributions so long as other instrumental e�ects
can be neglected. In the superconducting case (Figure 5.10c), the LDOS of tip and sample
exhibit coherence peaks and gaps around the Fermi energies. Moreover, sharp resonances within
the superconducting gap of the sample may be induced by paramagnetic impurities. These
YSR states are located at the energies ±EYSR around the sample Fermi energy EF = 0 and
strongly a�ect the current23,33,144. In the model calculation of Figure 5.10d, the YSR peak
height exceeds the background (conductance GN outside the gap) by a factor of ≈20. In some
experiments, we achieved values of up to ≈50. When such a resonance is the �nal state of a
transition the inelastic current is enhanced by the same ratio. As a result, inelastic transitions
prominently appear in di�erential conductance (dI/dV ) spectra (Figure 5.10d) as asymmetric
peaks that replicate the YSR resonances. The relative change of dI/dV due to a vibrational
excitation is thus moved from the scale of a few percent53,218 to values up to ≈80% and the
detection limit is improved by approximately one order of magnitude.

We investigated PbPc on superconducting Pb(100). The experiments were performed in ul-
trahigh vacuum with scanning tunneling microscopes operated at 2.3 and 4.2K. The Pb(100)
substrate was prepared in vacuo by repeated cycles of Ar+ bombardment and annealing at about
530K. PbPc molecules were sublimated from a Knudsen cell onto the Pb substrate held at room
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temperature. The di�erential-conductance dI/dV was measured using a lock-in ampli�er with
modulation voltages between 50 and 500µVPP at a frequency of 831Hz.

DFT calculations were carried out for the free PbPc molecule as well as PbPc molecules adsorbed
on Pb(100). We also calculated the inelastic tunneling spectrum, d2I/dV 2, using DFT combined
with the non-equilibrium Green's function method with electron-phonon coupling taken into ac-
count using a current conserving lowest order expansion method. All calculations were performed
using QuantumATK224,225. In the Supplemental Material (Section 5.4) we detail the calculation
methods and results.

After deposition of PbPc at ambient temperature, the molecules arrange in a square mesh with
two rotational domains and lie �at on the substrate as displayed in the right inset of Figure 5.11.
The unit cell contains two molecules which are rotated by 8◦ (domain A) or 20◦ (domain B)
with respect to each other. Although some molecules (blueish clover shaped patterns) loose the
Pb ion a majority stays intact with the ion either below or above the macrocycle.

The main experimental observation is the dI/dV spectrum (blue lower line) recorded above a
Pb center. It appears �at over a wide voltage range and exhibits tall YSR resonances at ±2 mV
(left inset). Like in the case of H2Pc45, we �nd YSR states for arrays of PbPc but not for
isolated molecules. A magni�ed view (black upper line) reveals 46 clear features positioned
symmetrically around zero bias. They ride on a background that may be approximated by a
superposition of a broad Lorentz-shaped resonance and the spectral signature of bulk phonons
we observe on pristine Pb(100). Based on the analyzes presented below, we attribute the features
to the excitation of molecular vibrations. The YSR resonance amplitudes depend on the bias
polarity and so do the related inelastic features.

Figure 5.12a displays the low energy part of the dI/dV spectrum shifted by EYSR + ∆T , with
2∆T being the excitation gap of the tip. This shift has been applied to all experimental spectra
shown as a function of energy (as opposed to sample voltage). Figure 5.12b shows a calculated
spectrum of d2I/dV 2. 29 features are marked in the experimental data by vertical lines. We
�nd an excellent agreement with the calculated peak energies shifted by +1.0meV. This leads
us to propose a tentative assignment of the experimental peaks to vibrational modes. Data up
to 200meV are presented in Supplemental Figure 5.17. As expected the di�erences between
measurement and calculation are slightly larger at high energies. Nevertheless, the similarity
between the calculated and measured spectra remains as indicated in Figure 5.12c. All 46
experimental modes (blue circles) match with calculated ones (green lines).

The Supplemental Material (Section 5.4) presents an overview and animations of the calculated
vibrational modes of a PbPc monolayer on Pb(100). Our DFT calculations with di�erent func-
tionals showed that the vibrational energies are robust (Supplemental Figure 5.16). The surface
unit cell comprises two molecules supporting 2× 171 modes, many of them being almost degen-
erate pairs. As expected for an array of interacting dipoles, the modes of the monolayer are blue-
shifted compared to those of a single adsorbed molecule (Supplemental Figure 5.23), which in
turn are red shifted from gasphase results because of the interaction with image charges226,227.

In the calculated d2I/dV 2 spectra we observe 74 peaks with intensities above an arbitrary
threshold of 500 nA/V2 corresponding to an e�ective cross-section of η ≈ 0.07%. Several of the
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Figure 5.12: Comparison of experimental and calculated spectra. (a) Low energy part of the
dI/dV data from Figure 5.11 shifted by the resonance position EYSR + ∆T. Vertical dashed
lines indicate peaks. Left of intense peaks, small copies are observed (orange triangles) due to
thermally excited charge carriers in the tip. In addition to molecular vibrations, bulk phonons,
which are also visible also on pristine Pb(100), a�ect the spectrum at low energies. Two broader
peaks (blue diamonds) were omitted from the mode assignment for this reason. A step at
≈90meV (blue cross) coincides with a multi-peak structure in the calculated d2I/dV 2. (b)
Calculated spectrum of d2I/dV 2. Except for a 1.0meV shift, most of the calculated peak energies
match the experimental ones thus enabling a tentative peak assignment. Shaded areas indicate
gaps in the vibrational spectra. (c) Comparison of calculated peak energies (green vertical
lines) with corresponding measured energies (vertical coordinate of blue circles). Logarithmic
axes are used to mimic constant relative uncertainties. The black line indicates the relation
Eexp = Ecalc + 1meV.

corresponding modes (e. g., 15, 63, 123, 205, and 239 at 6.3, 34.3, 83.9, 132.3, and 154.4 meV)
exhibit the same B1 symmetry as the two degenerate lowest unoccupied molecular orbitals
(LUMOs), which are the most transmitting transport channels and, therefore, determine the
electron transport228. Most of the intense modes correspond to experimental peaks, but some
calculated modes are close in energy and thus not individually resolved in dI/dV . Presently, a
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more detailed analysis of the intensities is precluded by the fact that they drastically depend on
the functional used and the resulting orbital energies.

At �rst glance it may seem surprising that electron transport through YSR states may be directly
compared to transport channels involving the LUMOs. However, spatial mapping of the YSR
state shows detailed similarities with the LUMOs45. Still some characteristics of YSR states
must be considered in analyzing the experimental data, as the interaction with the tip and an
electric �eld can change their energy and line shape. Our measurements on PbPc (Supplemental
Figure 5.20) and published results show that the YSR states shift, broaden, and loose intensity
when the tip is brought closer to the sample25,141. Taking this shift of the resonances into
account we �nd distinct shifts of vibrational modes.

Figure 5.13 presents applications of the energy resolution of our method. Panel (a) shows the
evolution of mode energies with the tip-sample separation. The modes near 18 and 30 meV
exhibit red-shifts on the order of 0.1 meV while the modes near 58 and 86 meV undergo blue-
shifts of similar magnitude. The displacement patterns of the corresponding vibrational modes
reveal some similarities. The red-shifting modes (37/38, 55/56) involve mainly vertical atomic
displacements while the blue-shifting modes (81/82, 123) are predominantly horizontal. We
tentatively attribute the blue shift to the attractive force exerted by the STM tip that increases
the distance between the molecule and the substrate and thereby partially reverts the adsorption-
induced red-shift of horizontal modes. In addition, the tip softens the potential along the surface
normal and thereby induces a red-shift of vertical modes.

Next, we reverse the roles of YSR states and vibrational excitations. As the voltage between
the tip and the sample may gate the molecule, the energy and peak height asymmetry of YSR
states could be bias dependent. In contrast to elastic tunneling processes, which probe YSR
states at voltages close to zero, the vibration induced copies of the YSR resonances appear at
higher voltages and therefore provide access to a possible gating e�ect. Figure 5.13c shows the
spectra of three vibrational excitations at positive (red solid line) and negative (blue dotted
line) voltages. Each excitation gives rise to a pair of peaks at both polarities, the peak closer
to zero bias being due to thermally excited electrons (holes) in the coherence peaks of the tip
above (below) EF . Towards higher excitation energies the peaks separate in a linear fashion
(Figure 5.13d, circles). To calculate inelastic tunneling spectra, the bias dependent density of
states of the sample around EF is obtained using a Green's function approach that takes into
account a constant potential scattering W and an exchange coupling J , which depends linearly
on the voltage. The observed shift may be understood as follows. At V < 0, the LUMO is
lowered relative to EF of the sample, its occupation increases, the YSR state moves deeper into
the superconductor gap, and �nally the peak height asymmetry is enhanced.

The interaction between a molecule and its local environment may also be addressed. Fig-
ure 5.13b and Supplemental Figure 5.19 show spectra of PbPc molecules surrounded by PbPc
molecules on nearest neighbors (NN) and next nearest neighbors (NNN) sites (green dotted).
When the Pb ions are removed from either NN-molecules (blue dashed) or both, NN and NNN-
molecules (red solid line), the vibrational modes observed on the center PbPc undergo small
but clearly resolved shifts. Three segments from spectra in Figure 5.13b illustrate diverse evo-
lutions.
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Figure 5.13: Spectral changes caused by tip, neighbors, and bias polarity. (a) dI/dV spectra
of a PbPc molecule recorded over a range of tip heights. For the bottom spectrum, the current
feedback was disabled at V = 200mV and I = 500 pA and the tip was brought 128 pm closer
to the sample. From spectrum to spectrum the tip-sample separation was reduced by further
16 pm. A sinusoidal modulation of 0.5mVPP was used. (b) dI/dV spectra of PbPc molecules
in di�erent environments. The green dotted spectrum was recorded on a molecule with PbPc
on nearest neighbor (NN) and next nearest neighbor (NNN) sites. The blue dashed (red solid)
curve shows data where Pb was absent from NN (NN and NNN) molecules. (c) Left column:
Experimental dI/dV data of excitations at 52.5, 88.3 and 138.1 meV measured at positive (red
solid) and negative (blue dotted) V. E0 = EYSR+∆T +ℏω. The main peaks are due to tunneling
from the occupied (unoccupied) coherence peak of the tip to the unoccupied (occupied) YSR
state at V > 0 (V < 0). Thermally excited charge carriers lead to a minor peak in each
spectrum. The positions of the main peaks (dashed vertical lines) do not exactly coincide and
separate with |V | in a linear fashion. The relative heights of the major and minor peaks also
change. Right column: dI/dV calculated with a model that considers a voltage dependence
of the YSR states reproduces the experimental data. (d) Polarity induced di�erences of peak
positions evaluated from various excitations. A model presented in the Supplemental Material
reproduces the observed linear relation (Equation 6). Experimental parameters are identical to
those in Figure 5.11.
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In summary, taking advantage of YSR states, the detection limit of vibrational spectroscopy
with the STM is improved and the energy resolution is pushed beyond the thermal limit. Such
resonances may be expected from molecules that carry a spin, be it due to intrinsic molecular
properties or charge transfer involving the environment. While modeling of the vibrational mode
energies is fairly accurate, the inelastic intensities will require further attention.
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5.4.1 DFT and DFT-NEGF Calculations

5.4.1.1 Structural Relaxation of PbPc on Pb(100)

For the DFT calculations we use a DoubleZetaPolarized basis set and the exchange-correlation
functional is described within the generalized gradient approximation (GGA) using the PBE
functional204.

The relaxed structure is shown in Figure 5.14. Panel A is a top view illustrating the unit cell
containing two PbPc molecules rotated by 23◦. Panel B shows a side view of the PbPc monolayer
on the Pb(100) surface and an idealized STM tip, which is comprised of a similar Pb(100) surface
but with �ve additional tip atoms. The PbPc monolayer lays almost �at on the Pb(100) surface
except the central Pb atom pointing upward. The distance between the �at part of the molecule
and the surface is approximately 3.7Å. The STM tip is positioned right above the Pb atom in
the PbPc molecule with a distance of 4.0Å.

Structural relaxation is performed for the molecules as well as �rst metal layers plus metal tip
atoms until the maximum force is less than 0.05 eV/Å using a 2× 2× 1 Monkhorst Pack k-point
sampling.

a b

Figure 5.14: Calculation cell for the PbPc monolayer on Pb(100). (a) Top view of the unit cell
containing two PbPc molecules rotated by 23◦. (b) Side view showing the Pb(100) substrate
and tip structure. The tip is positioned directly over the Pb atom of the PbPc molecule. The
closest distance between the tip and PbPc molecule is 4.0Å and the distance from the molecule
to the substrate is approximately 3.7Å.
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5.4.1.2 Inelastic DFT-NEGF Calculations

To calculate the inelastic signals we use a lowest order expansion (LOE) method229,230 going
beyond the original wide band approximation231.

We �rst calculate the dynamical matrix taking only atoms in the PbPc molecules into account.
Although the LOE method allows for scattering with a �nite momentum transfer, we limit our
calculations to only considering incoming and outgoing electrons with transverse momentum
k∥ = 0 interacting with phonon also having zero momentum q = 0. From the dynamical matrix
D we obtain the phonon frequencies ωλ and eigenvectors uλ for a particular phonon band index
λ:

Duλ = ω2
λuλ, (5.42)

where the phonon mode vectors are normalized, i. e. uT · u = 1. We further de�ne mass-scaled
phonon mode vectors according to

vλ(α) = uλ(α)

√
ℏ

2Mαωλ
, (5.43)

where Mα is the mass of the atom with index α.

The electron-phonon coupling matrix for phonon mode λ is

Mµν
λ = ⟨ϕν |vλ · ∇H(r)|ϕµ ⟩, (5.44)

where |ϕµ,ν ⟩ denote the LCAO basis orbitals, the derivative of the Hamiltonian is taken with
respect to atomic coordinates and restricted to atoms in the PbPc molecules for simplicity. The
calculation of the inelastic signals follows the description in References 229,230 and is performed
using the InelasticTransmissionSpectrum in QuantumATK.

5.4.1.3 Magnetic PbPc on Pb(100)

Since the occurrence of YSR states requires a magnetic moment, we have investigated whether
a magnetic con�guration can be identi�ed in calculations. For the PBE calculations presented
above, this is not the case. Both the free molecule, free monolayer (i. e. the molecules in Fig-
ure 5.14 without the Pb substrate and tip) as well as the PbPc monolayer on Pb(100) give a
non-magnetic ground state. In this case, the orbital dominating the transport is the LUMO,
which is evident from a projected density of states (PDOS) plot shown in Figure 5.15a. The
spin-resolved PDOS for the PbPc molecule is de�ned as

Dσ(E) =
∑
i

∑
µ∈PbPc

wi|⟨ϕµ|ψσ
i ⟩|δ(E − ϵσi ) (5.45)

where the sum over i runs over all spin σ (up or down) eigenstates |ψσ
i ⟩ in the system with

eigenvalues ϵσi including k-point summation and corresponding weight factors wi. The µ-sum
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a b c

Figure 5.15: PDOS of the PbPc molecule under the tip calculated with PBE (a), HSE06 (b),
and PBE+U (c). The spin splitting observed with HSE06 and PBE+U is in qualitative agree-
ment with the experimental observation of YSR states.

runs over basis orbitals centered on atoms belonging to the PbPc molecule under the tip. In the
calculations, the δ-function is replaced by a Gaussian with a width of 0.005 eV.

Interestingly, using the hybrid functional HSE06232,233, the calculated ground state of PbPc
molecules on Pb(100) is magnetic as shown in Figure 5.15b, where a splitting of the spin up and
down orbitals close to the Fermi energy is clearly seen. Without the Pb substrate both a single
PbPc molecule and the PbPc monolayer come out as non-magnetic with HSE06, showing that
the magnetic state of PbPc on Pb(100) is caused by molecule-substrate interaction.

Since inelastic NEGF calculations using hybrid functionals are not yet available in Quantu-
mATK (and, to the best of our knowledge, in other codes), we have also performed DFT+U234

calculations in order to simulate the magnetic con�guration. Figure 5.15c shows the PDOS from
such a PBE+U calculation, where a Hubbard U energy term has been added to the p-orbitals
on carbon and nitrogen with a U value of 4 eV. The purpose of PBE+U calculations is not to
obtain a one-to-one correspondence with the HSE06 result, but rather a qualitative check of the
inelastic PBE calculations. A comparison of PBE and PBE+U inelastic calculations is shown
below.

5.4.1.4 PBE and PBE+U Inelastic Calculations

Figure 5.16 shows the calculated transmission spectrum (left column) and the IETS signal (right
column). The transmission spectrum is obtained using the DFT-NEGF method225. The IETS

signal is here calculated as IETS(V ) =
(

d2I
dV 2

)
/
(
dI
dV

)
. Since we focus on the peak positions, we

use a very low temperature of T = 1K for the IETS calculations to reduce the thermal broadening
of the peaks. Panel A shows the transmission spectrum calculated with the PBE functional.
The transmission around the Fermi energy (E = 0 eV) is dominated by the spin degenerate
LUMO orbital. The corresponding IETS spectrum is displayed in panel C and compared with
the experimental results in the main manuscript. Panel B presents the transmission spectrum
obtained with the PBE+U functional, where a Hubbard U has been added to carbon and nitrogen
p orbitals. The transmission spectrum closely resembles the PDOS shown in Figure 5.15c with
a spin-up HOMO orbital closest to the Fermi energy and a spin-down LUMO 0.5 eV above the
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a

b

c

d

Figure 5.16: Transmission spectrum and IETS as obtained using the PBE functional (a) and (c)
giving a non-magnetic molecular con�guration, and using PBE+U (b) and (d) with a magnetic
ground state con�guration. For the IETS calculations, we use the same vibrational modes and
energies obtained with PBE and focus only on the e�ect of the di�erent electronic states.

Fermi energy. The IETS spectrum for the PBE+U calculation is shown in panel (d). For this
calculation, the same vibrational modes and energies have been used as for the PBE calculation.
Although there is a notable di�erence in relative peak intensities between the PBE and PBE+U
calculations, the two calculations give qualitatively similar results. In particular, the vibrational
modes giving rise to the largest IETS signals appear to be identical in the two calculations.
Notice that the spin up HOMO, being almost resonant with the Fermi energy, gives rise to
signi�cant peak asymmetries and Fano-like shapes, in agreement with References 229,230.

Despite the theoretical uncertainty about the magnetic con�guration of the PbPc molecules, the
qualitative comparison between the PBE and PBE+U IETS spectra shows that the coupling of
the vibrational modes to the frontier orbitals is qualitatively similar. This justi�es the use of
the calculated PBE IETS signal when comparing to the experimental results.
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5.4.2 Supplemental Experimental Data

5.4.2.1 Data from the Range 100mV< |V | < 200mV
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Figure 5.17: Experimental and calculated spectra at elevated energies. (a) dI/dV data shifted
by the resonance position EYSR + ∆T. Vertical lines indicate some of the observed peaks. (b)
Calculated spectrum of dI2/dV 2 shifted by 1.0meV to higher energies. Based on a tentative
peak assignment, we �nd deviations of less than 7meV between the experimental and calculated
energies. However, the relation between measured and calculated peaks is less obvious than at
low energies.
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5.4.2.2 dI/dV -Spectra of Molecules with and without YSR States
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Figure 5.18: dI/dV (V ) spectra, normalized to the normal state conductance, of molecules (a)
without and (b) with YSR states. Panel (a) shows a spectrum recorded on an isolated molecule
on the pristine Pb(100) substrate. Spectral signatures at V ≈ ±10mV and ±6mV are strong
coupling features originating from Pb phonons. No YSR states are present, the coherence peaks
have identical amplitudes and vibrational signatures are barely discernible at large magni�cations
(×50). In panel (b) a spectrum recorded over a molecule inside the monolayer reveals YSR states,
whose vibrational copies have much larger amplitude and their peak-height asymmetry resembles
those of the YSR states.
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5.4.2.3 Interaction with Neighbor Molecules
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Figure 5.19: Topographs and structure models of a PbPc molecule surrounded by (I) Pc with-
out Pb ion, (II) PbPc on NNN sites and (III) PbPc on NN and NNN sites. (IV) dI/dV spectra of
the central molecules in (I � III) normalized with the conductance GN at large energies. Vertical
lines indicate the peaks observed from the molecule in (I). (V) Close-up views of peaks indicated
by blue shaded areas in (IV). Some modes continuously shift to higher (g, n, p, t) or lower (b,
j, q) energies as the number of PbPc neighbors increases. Others (h, k) exhibit a red-shift for
NNN PbPc that is no further increased by the addition of NN PbPc. The modes in (l) and (s)
exhibit a blue-shift only if Pb is present in NN molecules. The modes in (a, c, w) are una�ected
by Pb in NN or NNN molecules.
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5.4.2.4 Interaction with the STM Tip
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Figure 5.20: Vibrational excitations at di�erent tip distances. (a) Evolutions of the conduc-
tance at V = ±0.2V. The STM current feedback was disabled at I = 500pA, which de�nes
∆z = 0. (b) Low-bias range of 16 dI/dV spectra recorded above the center of a PbPc molecule.
From spectrum to spectrum the tip-sample separation was reduced by 16 pm. The YSR peaks
shift from ≈ ±1.9 (bottom spectrum) to ≈±2.4mV during the tip approach. (c) dI/dV spectra
from (a) normalized with the conductance GN at large voltages and straightened by removing
background features (bulk phonon spectrum and Lorentzian). Only data at V > 0 is shown.
The spectra have been shifted by the energy of the relevant YSR peak so that the abscissa shows
excitations energies. The top spectrum (red) was recorded at the largest tip-sample separation.
Spectra are vertically shifted in steps of 0.5GN . (d) Subsections of the untreated spectra show-
ing vibrational peaks at various energies. The data are also presented in Figure 5.13a of the
manuscript, where they are normalized to similar peak heights.
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5.4.2.5 Structure of the PbPc Layer
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Figure 5.21: Constant-current topograph of PbPc on Pb(100). (a) and (b) show two di�erent
domains. The outlines of the molecules are indicated by lines. PbPc may adsorb with the Pb ion
pointing away from the substrate (dark blue lines) or between the substrate and the molecular
frame (cyan). In addition, Pc molecules without Pb ion are found (red). The Pb ions may also
be intentionally removed by manipulation with the STM tip. YSR resonances are only observed
from the �rst class of molecules. (a) V = 6 mV, I = 100 pA (b) V = −6 mV, I = 100 pA.

A

A1
46.4°± 2.2°

A2
54.0°± 2.9°

B1
20.7°± 1.9°

B2
1.1°± 1.4°

B

Figure 5.22: Schematics of the adsorption geometries. (A) and (B) show the two domains
from Figure 5.21. The Pb(100) lattice is depicted as a square pattern with a mesh size corre-
sponding to 350 pm. Phthalocyanine molecules are indicated by crosses. In both con�gurations,
the molecules are centered atop of a Pb atom and form a ((3 5)(5 3)) superstructure with two
molecules per unit cell. Colors indicate groups of molecules with di�erent orientations. An-
gles and their standard deviations were measured from at least 32 molecules per group. The
molecules in (A) are oriented with their long axes approximately a ⟨001⟩ substrate direction.
The orientations of the two groups di�er by ≈8◦ . In (B), half of the molecules (blue) have one
of their long axes oriented along a ⟨011⟩ substrate direction, the other half (red) is rotated by
≈20◦.
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5.4.3 Modeling of YSR Enhanced Vibrational Features in dI/dV Spectra

To analyze the gating e�ect on YSR states presented in Figure 5.13c of the manuscript, we
calculated spectral line shapes from a set of vibrational mode energies ℏων and their cross-
sections ην as presented below.

We model the YSR states as a part of the local density of states (LDOS) of the sample using
Bogoliubov-de Gennes and Green's function formalisms. The starting point is the homogeneous
Green's function of the unperturbed superconducting substrate:

G0(E) =

(
g(E) f(E)

f∗(−E) −g∗(−E)

)
, (5.46)

where g(E) and f(E) are the normal and anomalous Green's functions, respectively172:

g(E) = −πρS,N (E)
E + iΓ√

∆2
S − (E + iΓ)2

f(E) = −πρS,N (E)
∆S√

∆2
S − (E + iΓ)2

(5.47)

Here, ρS,N (E) is the LDOS of the sample in the normal-conducting state, ∆S the superconduct-
ing gap of the sample and Γ a broadening parameter similar to Dynes' parameter. The Green's
function matrix is written in spin up electron and spin down hole space. It is identical for spin
down electrons and spin up holes. Next, the impurity spin, which acts di�erently on up-spin
and down-spin electrons of the substrate, is included. The respective impurity scattering matrix
depends on the electron spin σ ∈ {1,−1}:

Σσ =

(
σJS +W 0

0 σJS −W

)
, (5.48)

where JS and W describe spin dependent and spin independent scattering potentials, respec-
tively. The Green's function of the coupled system reads:

Gσ(E) =
(
G−1

0 (E)− Σσ

)−1
(5.49)

leads to the spin-dependent LDOS:

ρσ(E) = − 1

π
ℑ
(
G(1,1)

σ (E)
)

(5.50)

The LDOS of the sample is the sum of both spin components ρS = ρYSR(E) = ρ↑(E) + ρ↓(E).
Assuming a constant ρS,N (E) = ρ0 within the energy range −∆ . . .∆, it contains YSR states at
energies

±EYSR = ∆
π2ρ20(J

2S2 −W 2)− 1√
(π2ρ20(J

2S2 −W 2)− 1)2 + 4π2ρ20J
2S2

. (5.51)

102



5.4 Supplemental Material for Resonance-enhanced Vibrational Spectroscopy of Molecules on

a Superconductor

For the density of states of the tip we use the BCS result extended by a Dynes' parameter Γ:

ρT = ρBCS(E) = ρT,N (E) · ℜ

(
sign(E) · (E − iΓ)√
(E − iΓ)2 −∆2

T

)
(5.52)

ρT,N (E) is the tip DOS in the normal-conducting state and assumed to be constant for simplic-
ity.

The elastic tunneling current Iel(V ) is obtained from the DOS of tip and sample:

Iel(V ) = c

∫ ∞

−∞
ρt(E − eV )ρs(E) [f(E − eV, T )− f(E, T )] dE

=
(
ρs(E) ∗ [ρt(−E)f(−E, T )]

)
(eV )−

(
[ρs(E)f(E, T )] ∗ ρt(−E)

)
(eV )

(5.53)

f(E, T ) is the Fermi distribution at a temperature T and c is proportional to the tunneling
transmission.

For inelastic tunneling, the energy of the �nal state is lower by the energy ℏων of the relevant
vibrational mode ν:

Iν(V ) = c ην

∫ ∞

−∞
dE

(
ρt(E − eV + ℏων)

→ 0, for −eV + ℏων ≫ kBT︷ ︸︸ ︷
f(E − eV + ℏων , T ) ρs(E)[1− f(E, T )]

− ρs(E)f(E, T )ρt(E − eV − ℏων) [1− f(E − eV − ℏων , T )]︸ ︷︷ ︸
→ 0, for eV + ℏων ≫ kBT

)
(5.54)

Next, the contributions of all vibrational modes, weighed by cross-sections ην , are added to
arrive at the inelastic tunneling current:

Iinel(V ) =
∑
ν

Iν(V ) (5.55)

Finally, the dI/dV spectrum is calculated by numerical derivation d
dV (Iel(V ) + Iinel(V )).

To account for electronic broadening, the spectrum is furthermore convoluted with a Gaus-
sian with a standard derivation σ ≈ 150µeV. Broadening caused by the voltage modulation
Vm for lock-in detection is taken into account by convolution with the broadening function
ℜ(2

√
V 2
m − V 2/(πV 2

m)).

The best match of the experimentally observed linearly increasing separation between the vibra-
tional features at negative and positive bias was obtained using a constant potential scattering
πρ0W = 0.42 and an exchange coupling πρ0JS = 0.57− 0.88 · V/V.
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Figure 5.23: Energies of vibrational excitations from gas phase, single adsorbed molecule and
adsorbed monolayer calculations. Di�erent groups of vibrational modes are identi�ed: (I) frus-
trated modes and bending modes, (II) higher order bending modes and horizontal rotation of
the lobes, (III) lobe squeezing and shearing modes with vertical C-H bending, (IV) C-C and
N-C stretching/breathing modes with horizontal C-H bending and (V) C-H stretching modes.

Table 5.3: Properties of calculated vibrations. The unit cell of the calculation contains two
PbPc molecules with 57 atoms each, resulting in 342 modes. Modes with energies up to 200 meV
are listed below. The symmetry of the vibrations and the dominant direction were analyzed for
the molecule below the tip. The dominant direction of motion is indicated by h = exclusively
horizontal, hm = mainly horizontal, v = exclusively vertical, vm = mainly vertical, or m =
mixed. The symmetry of the vibrations is given by Mulliken symbols denoting the irreducible
representations of the point group C4v of the molecule. Intensities were determined from calcu-
lated peak heights in d2I/dV 2 spectra.

ID Energy Symmetry Dominant Intensity

(meV) (Mulliken) Direction (10−8 S/V)

1 0.40 E h 1547.41

2 0.41 E h 1479.81

3 2.66 A2 h 65.45

4 2.87 A2 hm 164.19

5 3.15 E m 444.59

6 3.16 E vm 292.41

7 3.32 E m 582.47

8 3.61 E v 534.36

9 3.69 E vm 337.80

10 4.04 B2 v 452.65

11 4.74 E vm 401.50

12 4.91 E vm 373.28

13 4.92 E m 141.37

14 5.34 A2 vm 116.36

15 6.25 B1 v 1314.74
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Table 5.3: (continued)
ID Energy Symmetry Dominant Intensity

(meV) (Mulliken) Direction (10−8 S/V)

16 6.42 E v 901.97

17 6.50 E v 886.28

18 7.22 A1 v 1120.99

19 7.69 E v 1497.28

20 7.82 E v 1103.18

21 8.11 B2 v 519.00

22 8.27 E v 52.64

23 12.16 E m 98.83

24 12.30 E m 85.88

25 12.69 B2 h 63.62

26 13.32 E vm 17.36

27 13.39 E vm 17.15

28 14.10 B1 hm 18.95

29 14.32 A2 v 286.07

30 14.93 E m 354.95

31 14.98 B1 m 93.22

32 15.01 E m 340.83

33 15.47 B1 m 99.77

34 15.94 E m 72.75

35 15.99 E m 48.87

36 16.08 E m 46.19

37 16.46 A1 v 456.80

38 16.74 A1 v 155.78

39 18.08 E m 184.50

40 18.15 E m 174.32

41 18.79 E vm 53.75

42 18.82 E vm 55.72

43 20.10 B1 vm 325.67

44 20.39 B1 vm 209.98

45 24.22 A2 h 29.17

46 24.89 B2 m 113.49

47 25.07 B2 m 24.90

48 25.21 A2 h 23.33

49 26.79 B2 m 47.47

50 27.10 B2 m 225.42

51 28.19 A1 hm 184.36

52 28.37 E v 557.24

53 28.46 E v 1011.44

54 28.51 E v 720.44

55 28.65 E v 3169.52

56 28.74 E v 1905.46

57 32.40 A1 vm 479.16

58 32.70 A1 vm 122.93

59 32.86 E m 39.46

60 32.92 E m 101.67

61 33.07 E m 233.48

62 33.12 E m 247.46

63 34.29 B1 vm 1899.25

64 34.47 E vm 9.43

65 35.50 E m 228.30

66 35.57 E m 275.47

67 35.70 E hm 68.21
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Table 5.3: (continued)
ID Energy Symmetry Dominant Intensity

(meV) (Mulliken) Direction (10−8 S/V)

68 35.77 E hm 24.50

69 42.16 A1 v 264.99

70 42.35 A1 v 18.85

71 49.02 E v 509.65

72 49.16 E v 477.65

73 49.27 B1 v 241.43

74 49.93 A2 v 41.72

75 50.26 A2 v 133.06

76 50.26 A2 v 649.08

77 50.36 E v 5.43

78 50.48 A1 v 146.09

79 50.58 B1 v 6.02

80 51.75 E v 2.42

81 57.10 B2 h 499.60

82 57.45 B2 h 427.78

83 58.34 E v 63.83

84 58.36 E v 56.26

85 58.60 E v 385.83

86 58.62 E v 386.43

87 60.42 E h 314.38

88 60.44 E h 283.98

89 60.66 E h 199.33

90 60.72 E h 70.58

91 61.82 B2 v 77.45

92 62.12 B2 v 197.01

93 66.29 B1 h 339.99

94 66.39 B1 h 51.27

95 67.95 E h 15.31

96 68.00 E h 14.37

97 68.08 E h 5.43

98 68.13 E h 3.97

99 69.27 A2 h 30.68

100 69.42 A2 h 4.05

101 69.93 A1 h 20.60

102 70.09 A1 h 9.46

103 73.98 A2 hm 29.99

104 74.15 A2 hm 35.04

105 74.70 A2 vm 309.53

106 74.84 A2 vm 0.50

107 75.65 E m 244.02

108 75.66 E m 255.48

109 75.87 E m 4.44

110 75.90 E m 2.92

111 76.82 E m 550.61

112 76.83 E m 582.38

113 77.03 E m 18.04

114 77.06 E m 18.78

115 80.53 E v 660.75

116 81.01 E v 7.84

117 81.52 B1 v 739.86

118 81.77 A1 h 114.36

119 82.07 A1 h 49.48
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Table 5.3: (continued)
ID Energy Symmetry Dominant Intensity

(meV) (Mulliken) Direction (10−8 S/V)

120 82.23 B2 hm 20.85

121 82.54 B2 hm 141.10

122 82.76 B2 hm 6.21

123 83.94 B1 m 14246.69

124 84.55 E v 1276.58

125 84.64 E v 1212.17

126 85.29 E vm 16.96

127 85.54 A1 v 230.30

128 85.76 E v 208.93

129 85.79 E v 204.43

130 87.43 A1 v 80.49

131 90.15 E m 267.62

132 90.18 E m 278.96

133 90.47 B1 v 324.83

134 90.48 E hm 5.55

135 90.53 E hm 6.10

136 91.05 E vm 216.48

137 91.06 E vm 228.09

138 91.42 A1 v 175.55

139 91.74 E v 60.61

140 92.23 E v 179.38

141 92.28 E v 184.62

142 92.83 A1 v 79.27

143 93.07 A2 v 211.41

144 93.16 E v 412.66

145 93.19 E v 468.96

146 93.23 E v 443.22

147 93.51 A1 v 2.44

148 93.56 B2 v 31.04

149 93.63 E v 11.14

150 93.65 E v 8.87

151 94.98 B1 h 117.96

152 95.35 B1 h 18.20

153 97.20 E h 82.70

154 97.23 E h 78.84

155 97.53 E h 13.09

156 97.56 E h 12.71

157 100.40 A1 h 106.89

158 100.81 A2 h 20.84

159 101.83 E v 189.13

160 101.90 E v 174.98

161 101.92 E v 200.48

162 102.01 E v 149.03

163 102.71 A2 h 77.07

164 102.92 A2 h 5.80

165 104.07 E v 3.32

166 104.10 E v 2.58

167 104.16 E v 4.82

168 104.29 E v 2.88

169 107.75 E h 38.32

170 107.80 E h 27.83

171 107.83 E h 22.59
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Table 5.3: (continued)
ID Energy Symmetry Dominant Intensity

(meV) (Mulliken) Direction (10−8 S/V)

172 107.91 E h 3.91

173 110.43 E v 34.47

174 110.50 E v 35.09

175 110.56 E v 36.42

176 110.61 E v 37.51

177 112.47 B2 h 991.49

178 112.54 B2 h 771.82

179 112.65 E vm 8.29

180 112.75 E vm 65.50

181 112.79 E v 2.67

182 112.86 E v 0.21

183 114.46 B2 v 19.41

184 114.58 E v 34.79

185 114.63 E v 37.14

186 114.74 A2 v 36.61

187 116.33 E v 1.70

188 116.40 E v 1.48

189 116.45 B2 v 1.43

190 116.50 E v 0.62

191 123.54 A1 h 119.92

192 123.65 E h 5.83

193 123.70 E h 23.66

194 123.76 E h 5.17

195 124.14 E h 3.56

196 124.19 E h 13.06

197 124.26 E h 20.63

198 124.32 E h 3.15

199 125.65 B2 h 164.52

200 125.97 B2 h 66.39

201 129.37 E h 56.75

202 129.42 E h 48.17

203 129.73 E h 10.46

204 129.75 E h 7.32

205 132.27 B1 h 23108.16

206 132.71 A2 h 28.64

207 133.22 B2 h 2396.57

208 133.62 A2 h 33.09

209 133.84 E h 595.09

210 134.41 E h 512.73

211 134.66 E h 320.22

212 134.73 E h 323.36

213 135.57 E h 112.11

214 135.68 E h 107.51

215 136.45 A1 h 53.50

216 136.78 A1 h 21.35

217 138.24 E h 296.66

218 138.31 E h 292.81

219 138.95 E h 18.89

220 139.04 E h 14.06

221 140.79 A2 h 215.77

222 140.93 A2 h 206.47

223 141.45 A1 h 71.19
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Table 5.3: (continued)
ID Energy Symmetry Dominant Intensity

(meV) (Mulliken) Direction (10−8 S/V)

224 142.81 A2 h 81.41

225 142.92 E h 4637.10

226 143.00 E h 5050.88

227 143.92 B2 h 908.89

228 144.08 E h 1132.39

229 144.16 E h 1051.70

230 144.54 E h 171.04

231 144.58 E h 156.25

232 144.61 E h 126.90

233 145.83 E h 983.25

234 145.87 E h 1159.49

235 146.43 E h 1163.05

236 146.47 E h 1030.99

237 146.83 A2 h 145.08

238 147.29 A2 h 415.26

239 154.44 B1 h 19307.37

240 155.24 B2 h 3324.53

241 155.93 B2 h 53.14

242 156.36 E h 827.95

243 156.37 E h 839.22

244 156.44 E h 390.37

245 156.90 A2 h 187.93

246 157.56 E h 120.20

247 157.58 E h 107.90

248 158.11 A2 h 38.71

249 161.69 E h 990.57

250 161.77 E h 756.17

251 161.78 E h 259.51

252 161.83 E h 12.04

253 162.79 B1 h 10083.63

254 163.46 E h 43.90

255 167.01 A1 h 269.48

256 167.59 A1 h 32.73

257 173.42 E h 775.85

258 173.43 E h 805.29

259 173.55 A1 h 24.12

260 173.58 E h 414.89

261 173.62 E h 288.06

262 174.17 E h 103.64

263 174.24 E h 87.02

264 174.26 E h 82.05

265 174.97 E h 13.26

266 175.00 E h 415.10

267 175.01 E h 61.50

268 175.47 E h 710.48

269 175.86 E h 95.62

270 176.03 E h 10.37

271 177.11 A1 h 132.37

272 177.46 A1 h 0.02

273 180.99 E h 425.00

274 181.01 E h 467.34

275 181.43 A2 h 44.86
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Table 5.3: (continued)
ID Energy Symmetry Dominant Intensity

(meV) (Mulliken) Direction (10−8 S/V)

276 181.53 B1 h 2211.79

277 181.60 E h 384.70

278 181.63 E h 50.61

279 181.65 E h 44.57

280 182.09 A2 h 5.30

281 182.46 B2 h 207.14

282 183.00 E h 31.17

283 183.32 E h 332.24

284 183.38 E h 243.86

285 183.68 E h 33.86

286 183.69 E h 64.38

287 184.01 E h 8923.23

288 184.12 E h 7932.17

289 184.15 E h 822.16

290 184.25 E h 32.71

291 184.85 A2 h 1591.26

292 184.97 A2 h 19.98

293 186.13 A1 h 71.30

294 186.40 A1 h 13.36

295 197.79 B1 h 47.61

296 197.86 E h 45.13

297 197.92 E h 33.68

298 198.06 A1 h 32.23

299 198.81 B1 h 0.83

300 198.89 E h 1.08

301 198.91 E h 1.10

302 199.08 A2 h 8.40
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5.4.5 Experimental Vibration Energies

Table 5.4: Experimental vibration energies. In Figure 5.12a of the main manuscript and in
Figure 5.17a, a spectrum revealing a total of 46 inelastic excitations is shown. Here, we list the
observed energies and estimated e�ective cross-sections η of the corresponding vibrational modes.
Both were obtained by simulating the measured spectrum as described above. In addition, the
assigned calculated modes are listed.

Energy η Assigned Energy η Assigned
(meV) (%) calculated mode # (meV) (%) calculated mode #

7.1 0.35 15-17 77.8 0.3 111-112
9.0 0.6 19-20 83.0 0.6 117-121
14.2 0.15 23-27 86.4 0.95 123-129
15.8 0.25 29-32 93.8 0.1 142-143
17.7 0.25 37-38 94.7 0.3 144-146
21.0 0.2 43-44 97.3 0.1 151-154
26.4 0.15 46-47 100.1 0.1 157-158
28.3 0.15 50 105.9 0.05 165-168
30.1 2.7 55-56 108.7 0.2 169-172
33.6 0.7 57-58 136.3 0.7 205-212
35.8 0.6 63 138.6 0.4 217-218
43.4 0.05 69 144.1 0.35 225-226
50.5 1.1 71-73 146.7 0.55 233-234
52.2 0.1 75-78 147.2 0.5 235-236
58.7 0.6 81-82 159.4 0.6 239-240
59.7 0.15 85-86 160.6 0.15 242-247
61.7 0.5 87-90 173.4 0.4 257-258
62.7 0.1 91-92 174.4 0.2 260-261
67.6 0.15 93-94 176.5 0.15 268
69.5 0.05 95-98 178.7 0.2 271
71.2 0.15 99-102 180.7 0.2 272-274
75.6 0.4 105-106 182.4 0.2 276-277
76.1 0.4 107-108 185.1 0.15 283-289
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5.5 Mapping Vibrational Excitations

5.5 Mapping Vibrational Excitations

The enhanced sensitivity on vibrational modes in the STM allows me to laterally map the
intensity of individual vibrational excitations across a molecule. Figure 5.24 shows maps of 20
di�erent excitations, which were measured by two di�erent techniques (I and II). In addition,
displacement amplitudes of the assigned calculated modes are shown (III). Before the discussion
of the observations, the measurement techniques are explained.

In the �rst measurement (I), a 16× 16 grid of dI/dV spectra was taken on a PbPc↑ molecule of
group A1. The grid covers an area of about 8 nm× 8 nm. Each spectrum spans a voltage range
from −200mV to 200mV in increments of 0.1mV (4000 points per spectrum). The spectra were
taken at a constant tip position, with the feedback loop opened before each spectrum with a
setpoint of I = 5nA at a sample voltage of V = 200mV. The voltage was modulated with an
amplitude of VM = 0.5mVPP at a frequency of f = 831Hz.
The intensity of the excitation peaks depends not only on the lateral distribution of the vi-
brational modes, but also on the intensity of the coherence/YSR peak (primary peak) in the
respective spectrum. To correct for that e�ect, the measured heights of the excitation peaks
above the spectral background have been divided by the height of the primary peak in the re-
spective spectrum. The height of the primary peak essentially gives the YSR peak intensity as
shown in Figure 5.3d. In this way, maps of the e�ective cross-section η are obtained.

The second measurement (II) is based on dI/dV maps taken at selected voltages on another
PbPc↑ molecule of group A1. The scans were taken in constant-current mode at a setpoint
of I = 5nA and a voltage modulation of VM = 0.5mVPP at a frequency of f = 831Hz. To
reduce the in�uence of the feedback loop inertia, a slow scan speed of 3 nm s−1 was chosen.
Furthermore, I overlayed forward and backward scan and used an average value for the analysis.
For each vibrational excitation, one dI/dV map was measured at the voltage of the excitation
peak itself and an additional map was measured at a voltage smaller by 1mV to obtain the
background level. Figure 5.24II shows the quotient of peak to background measurements.

Especially the second technique based on constant-current dI/dV maps is vulnerable to topo-
graphic artifacts63. This e�ect probably explains the deviations observed between measurements
(I) and (II) at small voltages (a, b and h). At higher voltages, however, the results of both tech-
niques seem to be fairly consistent.

In addition to the experimental intensity maps, the absolute values of the displacement ampli-
tudes of the assigned calculated modes are shown (III). Most excitations have been assigned to
two or more modes (see Table 5.4), in which case, the mean value is taken.

For many excitations, distinct patterns are observed experimentally. Furthermore, there is some
agreement with the calculated modes. In every case, where there is a signi�cant displacement
of the Pb atom, the highest intensity is also observed in the center of the molecule (a,b,d,h).
In contrast, e. g., in (c) or (r), high intensity is observed on the lobes of the molecule, which
corresponds to a high displacement of the atoms in the lobes. In (k), a ring like intensity pattern
is observed, which matches the calculated distribution of the displacement amplitudes. However,
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5.5 Mapping Vibrational Excitations
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Figure 5.24: (a-t) Intensity maps of 20 di�erent vibrational excitations. Two di�erent mea-
surement techniques have been used as detailed in the text: (I) a dI/dV grid measurement and
(II) measurements of constant-current dI/dV maps at selected voltages. In (I) the intensities are
normalized to the primary peak height, which is essentially the intensity of the YSR resonance.
In (II) maps measured at the voltage of the excitation peak are divided by maps measured at a
slightly smaller voltage. In this way, the relative height of the excitation peaks is obtained. All
maps have been smoothed by Gaussian �lters. The outline of the molecule is superimposed as
a white line on each map. A scale depiction of a PbPc molecule with corresponding outline is
shown in the center of the left page. The energies of the excitations in meV are as follows:

a 7.1 f 26.4 k 58.8 p 82.9
b 9.1 g 30.0 l 61.5 q 86.3
c 15.9 h 33.8 m 75.6 r 106.3
d 17.4 i 35.8 n 76.4 s 135.5
e 21.2 j 50.5 o 77.9 t 159.4

(III) Mean amplitudes of the displacement vectors for each atom of the assigned calculated
modes. The displacement vectors were scaled by the square root of the atomic masses.

there is less agreement between the observed intensity pattern and the calculated displacements
in other cases.

In conclusion, it has been demonstrated that YSR enhanced STM-IETS enables the measurement
of the lateral distribution of vibrational excitations. Furthermore, there is some agreement with
the calculation results. However, my evaluation of the calculated modes is rather simplistic and
there is plenty of room for more sophisticated calculations to come.
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5.6 Cluster Assembly

Single PbPc molecules can be moved on the Pb(100) substrate by manipulation with the STM
tip, similar to H2Pc. This technique allows the manual assembly of PbPc supramolecules in
analogy to the H2Pc supramolecules shown in Chapter 4. The following reports on the assembly
of a 3× 3 supramolecule and the observations thereby.
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Figure 5.25: (a�i) Topographs of the step-wise assembly of a PbPc enneamer. The topographs
were taken at a setpoint of I = 50pA and a sample voltage of V = −10mV. (j) dI/dV map of
the enneamer taken in constant-current mode with a setpoint of I = 300 pA at a sample voltage
of V = 2.6mV. YSR states lead to a reduction of the di�erential conductance, since the voltage
is very close to the coherence peak. A similar measurement is shown in Figure 5.6 and discussed
in detail in the corresponding section.
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Figure 5.26: (a) dI/dV spectra taken on the central molecules of the assembled clusters shown
in Figure 5.25 a-i. The spectra were taken at a �xed tip position (I = 5nA, V = 200mV) with
a voltage modulation of VM = 0.5mVPP at a frequency of f = 831Hz. The inset shows the
maximal apparent height hm of all the molecules measured at V = −10mV vs. the number of
NN plus the number of NNN multiplied by 0.2. (b) Details of the spectra at small voltages,
showing the superconducting gap and the emergence of YSR states. As a reference, the peak
positions of the spectra measured on the isolated molecule (bottom curve) are marked by dotted
vertical lines. (c) Peaks of four di�erent vibrational excitations. The energy (x axis scale) is
equal to the sample voltage minus the position of the coherence/YSR peak. The spectra in (c)
are individually scaled to level up the peak heights. The spectra in (a�c) are shifted vertically
by increments for clarity.

In Figure 5.25 topographs of the successive assembly of a supramolecule are shown (a to i). The
geometry of the enneamer (i) is the same as for H2Pc supramolecules of type A (Figure 4.11).
Just like with H2Pc, a YSR state emerges on the central molecule. A corresponding dI/dV map
of the cluster (j) shows the lateral distribution of it. In contrast to the H2Pc supramolecule
however, the four molecules on the edges of the cluster also show weak signs of YSR states.

In Figure 5.26 dI/dV spectra are shown that were taken on the central molecule of the cluster
at the single steps of assembly. The entire spectra are shown in (a), while (b) and (c) focus
on selected sections of the same spectra. Various spectroscopic features have been observed as
discussed in detail before.
In (a), LUMO resonances are visible positioned at ≈100mV in the spectra taken on the isolated
molecule and the dimer (bottom curves). On the trimer, the LUMO resonance is already shifted
to ≈30mV and on the subsequent supramolecules, it is located at even smaller voltages. The
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inset shows the maximal apparent height hm of all the molecules observed in the topographs
shown in Figure 5.25 a to i vs. the number of NN plus the number of NNN multiplied by 0.2. The
arbitrary factor of 0.2 accounts for the minor in�uence of NNN compared to NN. The apparent
height rises from 220 pm for the isolated molecule to 270 pm for molecules surrounded by others.
The height does not increase linearly with the number of NN, but instead a sudden jump of the
apparent height is observed at NN = 2. The rise of the apparent height can be explained by the
downshift of the LUMO. The threshold value of NN = 2 matches the observation of the LUMO
energy, which is already close to the Fermi level for the central molecule of the trimer.
As shown in (b), YSR states arise meanwhile as evidenced from the decreasing peak energies
and the emerging peak height asymmetry. While the spectra measured on the isolated molecule
and the dimer (bottom curves) do not di�er virtually, the spectrum on the trimer already shows
YSR state speci�c characteristics. I therefore suspect that two neighbor molecules are su�cient
to obtain YSR states on PbPc↑ molecules on Pb(100).

In addition, vibrational excitations have been observed. Figure 5.26c shows the evolution of four
selected excitation peaks upon cluster assembly. Some peaks, like the one at 30meV (I), stay
approximately at the same energy. Others, however, undergo an energy shift to smaller (II and
III) or larger (IV) energies. The largest energy shifts are of the order of 1meV and most of the
shifts occur during the �rst steps of the assembly when the NN molecules are added. However,
the peak at 51meV (II) undergoes an additional abrupt shift to smaller energies at the very last
construction step. Interestingly, the YSR characteristics got signi�cantly more pronounced at
the last construction step as well (Figure 5.26b). However, additional measurements are needed
to show whether these e�ects are linked and reproducible.
The peaks at 51meV (II) and 86meV (III) have been assigned to vertical modes, while the
peak at 135meV (IV) has been assigned to horizontal modes. The observations suggest that
vertical (horizontal) modes undergo a red (blue) shift when adding neighboring molecules. The
same behavior was observed when approaching the STM tip to a molecule (Section 5.3). While
the approaching STM tip stretches the molecule in the vertical direction, neighboring molecules
may compress it horizontally. In both cases, the intramolecular bond lengths of the molecule
are vertically increased and horizontally decreased leading to a red shift of vertical and a blue
shift of horizontal modes, according to the Badger rule235. Furthermore, the molecule could be
slightly lifted from the substrate due to intermolecular interaction, contributing to the increase
in apparent height. However, almost the same amount of increase as on the central molecule was
also observed on the edge and corner molecules, which renders a signi�cant lift of the molecule
in real space unlikely.
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5.7 YSR Peak Heights

The sensitivity of YSR state enhanced IETS crucially depends on the relative height of the YSR
resonances with respect to the normal state conductance. It is therefore desirable to obtain
large YSR peak heights. To my knowledge, the reasons for di�erent peak heights have not been
systematically investigated to date. However, there are certain factors that are discussed in
detail below.

First, the YSR states by themselves can have di�erent intensities in the DOS of the sample.
Such a YSR DOS ρYSR(E) can be modeled via the Bogoliubov-de Gennes (BdG) approach, as
detailed in Section 2.3.3. The central parameters of the model are α = πρ0JS and β = πρ0W ,
where J and W are the exchange coupling and nonmagnetic scattering potential, respectively.
ρ0 is the normal-conducting DOS of the sample at the Fermi edge.
I have calculated ρYSR(E) for a wide range of parameters and obtained varying YSR peak heights
and energies. Figure 5.27a shows the sum of the peak heights at positive and negative energy
PΣ vs. the reduced YSR energy ẼYSR. In fact, all data points lie on a single curve PΣ(ẼYSR),
which is fairly accurately reproduced by following equation:

PΣ = PΣ,∆ + a ·
(
1− Ẽ2

YSR

)0.7
, (5.56)

where PΣ,∆ is the combined relative peak height for EYSR = ±∆ and a is an arbitrary scaling
factor. PΣ,∆ is the minimal value and equal to the sum of the height of the coherence peaks.
PΣ(ẼYSR) increases for decreasing |EYSR| and reaches its maximum at EYSR = 0.
The broadening of the peaks that is introduced by the Dynes' parameter Γ, leads to a scaling
of the curve but does not change the qualitative progression.

� ��� �
����

�

	�


�

��

� �

a

� �

��� �
��

�

	�


�




b

��� �
��

c

��� �
��

d

Figure 5.27: (a) Sum of YSR peak heights PΣ with respect to the reduced YSR energy ẼYSR =
EYSR/∆. YSR density of states have been calculated via the BdG approach for a wide range
of parameters (0.03 < ρ0JS < 3.1 and −0.5 < ρ0W < 0.5). The combined relative height
of the YSR peaks has been plotted as a black curve. It only depends on the YSR energy
EYSR and follows approximately Equation 5.56 (dashed red line). (b�d) Observed sum of peak
heights PΣ vs. the reduced peak energy ẼP for three di�erent data sets. For each data set, only
spectra measured on PbPc↑ molecules at similar conductance and instrumental broadening are
considered. The red curves are �ts according to Equation 5.56.
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When evaluating the experimental data, it must be considered that other parameters in�uence
the peak heights. In particular the electronic and instrumental broadening and the junction
conductance play a role. Therefore, I have limited my analysis to data sets where these parame-
ters have similar values. Figure 5.27b-d shows plots of the sum of the peak heights PΣ observed
in dI/dV spectra vs. the peak energy ẼP for three di�erent data sets. In all three cases, the
data points mostly follow the progression described by Equation 5.27 as indicated by the red
curves. Higher YSR peaks are generally observed at smaller YSR energies. However, the peak
heights tend to spread at smaller YSR energies, which suggests that there is another parameter
in�uencing the peak heights, which has not been identi�ed yet.

Another parameter that has direct impact on the YSR peak heights in dI/dV spectra is the
distribution of the tunneling current to di�erent transmission channels. In general, there are
multiple transmission channels from tip to substrate and not all of them involve the molecular
orbital carrying the YSR state, but instead can go directly into the substrate or via other
molecular orbitals. Such current leakage will lower the YSR peak heights. This interrelation
may be one of the reasons for the large YSR peak heights observed in PbPc: Nearly all of the
tunneling current �ows via the LUMO of PbPc carrying the YSR state.

Lastly, the instrumental and electronic broadening of the dI/dV spectra has a signi�cant in�u-
ence on the YSR peak heights. At higher energy resolution, much larger peak heights can be
observed. E. g., coherence peak heights of up to 16GN have been reported in Pb-Pb junctions
at 0.3K 236. I therefore tried to improve the energy resolution of the experimental setups and
set the voltage modulation for the lock-in measurements as small as possible. The sensitivity of
YSR enhanced IETS experiments, however, does not only depend on the YSR peak heights, but
also on the signal to noise ratio. In this regard, a higher modulation amplitude is bene�cial. In
the end a compromise must be made, which is why I chose a relatively high modulation voltage
of VM = 0.5mVPP for most of my IETS measurements of molecular vibrations.
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5.8 (De-)Metallation
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Figure 5.28: Topograph (I = 55pA, V = 10mV) of an arti�cial structure made by single
molecule manipulation. The letters 'CAU' have been written by deliberately (de-)metallizing
single H0Pc (PbPc) molecules in an ordered layer. The PbPc↑ molecules have di�erent apparent
heights as those of group B1 appear slightly higher than those of group B2.

As already shown by Alexander Sperl, single PbPc (H0Pc) molecules can be deliberately demetal-
lized (metallized) by manipulation with the STM tip56,57. I succeed in reproducing this technique
and utilized it, e. g., to investigate the dependence of vibrational modes on di�erent neighboring
molecules (see Figure 5.19).

To demetallize (metallize) a PbPc (H0Pc) molecule, the STM tip has to be positioned centrally
above the molecule. Then, the sample voltage is set to 2V (−1V) and the tip is brought closer
to the molecule until a sudden drop in the tunneling current is observed, which typically happens
at a maximal current of about 200 nA (3 µA).

To demonstrate the reliability of this manipulation technique, the letters 'CAU' have been
written by (de-)metallizing multiple molecules in an ordered island as shown in Figure 5.28.
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5.8.1 Manipulation of the STM Tip
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Figure 5.29: (a�b) Three consecutive topographs of the same sample area measured at I =
70pA and V = 100mV. In between (a) and (b), a molecule in the top left corner was metallized.
During that process the foremost Pb atom was removed from the STM tip, resulting in a
presumably three-atomic tip (b). In between (b) and (c), a PbPc molecule outside of the scan
area was demetallized. The additional Pb atom leads back to a one-atomic tip, as demonstrated
by the high resolution in (c).

This manipulation technique does not only allow the manipulation of single molecules, it can
also be used to add or remove single Pb atoms to/from the STM tip. In this way, STM tips
with di�erent apex con�gurations can be produced.
Such a tip manipulation is shown in Figure 5.29, where three consecutive topographs of the
same spot on a domain B are displayed. The �rst topograph (Figure 5.29a) was taken with a
one-atomic tip, as can be seen from the sharp resolution of the molecules. After metallizing
a molecule in the top right corner, and thus removing the foremost Pb atom from the tip,
the resolution deteriorates signi�cantly (Figure 5.29b). The Pb atoms of the PbPc↑ molecules
appear blurred and seem to have a triangular or trapezoidal shape, which presumably indicates
a three-atomic tip. After adding another Pb atom by demetallizing a PbPc molecule outside of
the scan area, a one-atomic tip was obtained again as demonstrated by the restored resolution
in the �nal topograph (Figure 5.29c).
In conclusion, the system of PbPc on Pb(100) is perfectly suited to manipulate Pb tips atom by
atom. Especially for contact experiments, e. g. shot-noise experiments237, it might be interesting
to use di�erent tip geometries.
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5.9 STS of Molecular Orbitals

Figure 5.30 shows dI/dV spectra taken on three types of molecules (PbPc↑, PbPc↓, and H0Pc)
within an ordered island of type A. Multiple resonances are observed, which we attribute to
molecular orbitals. As already shown, the LUMO of PbPc↑ molecules inside ordered islands is
very close to the Fermi level. Thus, it cannot be seen in the present measurement (a), as the
interval between ±100mV is skipped because of the measurement technique. On PbPc↓ and
H0Pc (b and c) however, LUMO resonances are observed at approximately 300mV and 180mV,
respectively. Three additional peaks are observed on all three molecules, which I attribute to
LUMO+1 to LUMO+3. At negative sample voltages, a peak was only observed on PbPc↑,
which I attribute to its HOMO. The HOMO of (metal-)phthalocyanines has almost always the
same four-fold symmetric shape with no intensity in the center of the molecule213,238,239 where
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Figure 5.30: dI/dV spectra measured in constant-current mode with the tip positioned above
(a) a PbPc↑, (b) a PbPc↓, and (c) an H0Pc molecule inside an ordered island of domain A.
Spectra at positive and negative sample voltage were taken separately, starting at V = ±100mV
and with a setpoint of I = 76pA. The sample voltage was modulated with an amplitude of
VM = 14.1mVPP at a frequency of f = 862.7Hz. A reference spectrum taken on the Pb(100)
substrate has been subtracted. There are multiple resonances observable at positive sample
voltage (marked by arrows), which I attribute to unoccupied molecular orbitals. In addition,
there is a small peak observable at negative sample voltage on PbPc↑, which might correspond
to the HOMO.
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Figure 5.31: Comparison of the energies of the PbPc molecular orbitals from experiment to
DFT results from literature. The relative energies with regard to the LUMO are shown. For
the PbPc↑ I assume a LUMO energy of 0meV. The calculated orbital energies are taken from
References 242 (Sumimoto et al., 2012) and 243 (Zhang et al., 2006).

the spectra were recorded, which hampers its detection. Furthermore, spectral features of the
sample are more pronounced at positive sample voltages in general240,241, which may also con-
tribute to the fact that HOMO resonances were hardly observed.

Orbital PbPc↑ PbPc↓ H0Pc

LUMO+3 3.4 3.8 ≥4.0
LUMO+2 3.0 3.3 3.4
LUMO+1 2.1 2.3 2.5
LUMO 0* 0.3 0.2
HOMO -2.5

Table 5.5: Energies of the molecular orbitals as derived from the STS measurements shown in
Figure 5.30. The energies are given in eV relative to the Fermi energy.
*As shown before, the LUMO of PbPc↑ is very close to the Fermi energy.

The energies of all observed orbitals are listed in Table 5.5. The orbital energies of the three
molecules are similar. On PbPc↑, however, all observed orbitals appear to be shifted to smaller
energies by approximately 0.3 eV compared to PbPc↓. First, this observation �ts to the fact
that YSR states are only observed on PbPc↑ molecules, since the LUMO needs to be at the
Fermi edge to be partially �lled. Secondly, the rigid shift is compatible to electrostatic inter-
molecular interaction, which is claimed to be the underlying mechanism in the case of H2Pc
(see Section 4.2.2). The electrostatic quadrupole or dipole �eld of neighboring molecules would
a�ect all molecular orbitals similarly. As already stated earlier, I assume that essentially the
same interaction is responsible for the shift of the LUMO of PbPc.
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DFT calculation results of the orbital energies of PbPc have been published in References 242
and 243. Figure 5.31 shows a comparison of these results to my measurements. Although the
proportions of the energetic di�erences of the orbitals are similar, my measurements indicate
signi�cantly higher energies for the higher unoccupied orbitals. There are various possible ex-
planations for this discrepancy. First, it is known that DFT calculations do not perform very
well in determining energies of unoccupied states. Band gaps of semiconductors for example are
gravely underestimated by many DFT calculations244. Secondly, the calculations were performed
for molecules in gasphase. The orbital energies of adsorbed molecules might di�er because of the
contact to the substrate. Finally, the experimental values could be distorted by a voltage divider
e�ect. Part of the voltage bias between tip and sample could already drop between substrate
and molecule, which would lead to seemingly larger energetic di�erences among the orbitals.
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Chapter 6
Conclusion and Outlook

H2Pc and PbPc molecules on Pb(100) have been studied with STM. Both molecules are orig-
inally diamagnetic, but acquire a net magnetic moment upon cluster assembly or within self-
assembled islands. This e�ect has been uncovered via the observation of YSR states. Further-
more, an energy shift of the LUMO of respective molecules down to the Fermi level was observed.
Consequently, the magnetic moment is explained by a partial �lling of this orbital. This claim is
supported by the observed lateral distribution of the YSR states, which follows the distribution
of the LUMO. As shown in Appendix A.2, AlPc molecules on Pb(100) behave very similar,
which indicates that this phenomenon is rather general for (metal-)phthalocyanines on Pb(100).
It was the �rst time that YSR states have been observed on originally diamagnetic molecules.
Furthermore, it has been demonstrated that a magnetic moment of less than 0.1µB is su�cient
for this e�ect. Consequently, our �ndings open the route to a new class of YSR impurities.
The detailed analysis of the YSR and LUMO energies on di�erent molecules allowed insight
into the intermolecular interactions. Supported by DFT calculations and development of a
phenomenological model, it has been shown that electrostatic interaction plays a signi�cant role
while hybridization between the molecules is negligible. Our �ndings furthermore stimulated the
development of an Anderson impurity model based on the BdG approach200 (see Section 4.1.3).
Its application to other YSR impurities may lead to a better understanding of such systems.
The electrostatic quadrupole moment of single H2Pc molecules was switched by targeted tau-
tomerization, which allowed the �ne tuning of the magnetic moments of neighboring molecules.
Since this e�ect is well understood and highly controllable, it lends itself to the study of other
molecules, e. g., by co-adsorption with H2Pc. Appendix A.1 shows measurements on a yet
unidenti�ed molecule, i. e. molecule X (MX), which forms self-assembled supramolecules in com-
bination with H2Pc. Such single MX surrounded by eight H2Pc molecules show multiple YSR
states. It might be interesting to reproduce these supramolecules and study the e�ect of di�erent
H2Pc tautomer con�gurations on the central molecule.
PbPc molecules posses a dipole moment depending on their vertical orientation. As demon-
strated by our analysis, the resulting electrostatic �eld presumably has an e�ect on neighbor
molecules similar to the quadrupole moment of H2Pc. While the vertical orientation of PbPc
molecules cannot be switched, SnPc molecules � which exhibit a similar non-planar structure �
can210�212. Therefore, SnPc on Pb(100) seems to be an interesting system for future investiga-
tions.

The YSR resonances observed on PbPc have been utilized to measure vibrational excitations of
the molecules. This new technique of YSR enhanced IETS o�ers a signi�cantly higher sensitiv-
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ity compared to earlier STM measurements of vibrational excitations. 46 di�erent vibrational
excitations have been observed on single molecules and compared to results from on-surface
DFT calculations. While good agreement was found for the energies of the modes, their respec-
tive intensities could not be explained. Similar vibrational measurements on AlPc are shown
in Appendix A.2 in comparison to PbPc, which demonstrate that small di�erences between the
molecules may have a huge impact on the e�ective cross sections of vibrational modes. YSR
enhanced IETS is a very suitable tool to further study these dependencies.
The high energy resolution of our measurements enabled us to observe small changes of the
mode energies of less than 1meV. Such energy shifts have been observed upon tip approach, in
dependency of di�erent neighbor molecules, and with increasing number of neighbor molecules.
While the presented analysis is limited to a few simple correlations, detailed investigations on
these dependencies may be a subject for future studies.
Furthermore, the high sensitivity allowed us to laterally map vibrational modes. Some similari-
ties to the assigned calculated modes have been identi�ed. However, the factors that in�uence
the observed patterns of the modes remain puzzling and need to be investigated in further stud-
ies.
An important prerequisite for the success of YSR enhanced IETS are large relative heights of the
YSR resonances. Although some reasons for di�erent heights have been identi�ed, this subject
needs more investigation. Our latest analysis suggests that, in addition to the peak heights,
the life time of the YSR excitation might play an important role with respect to the IETS
sensitivity.

To take YSR enhanced IETS even further, it would be desirable to have YSR states on the
tip of the STM. This con�guration would allow for the investigation of non-magnetic, i. e.
diamagnetic, molecules. In Appendix A.3, measurements on MnPc molecules are shown, which
I tried to demetallize with the STM tip. However, instead of demetallizing the molecules, I
picked them up, which nevertheless resulted in a YSR tip. To prevent interference of the IETS
measurement by vibrational excitations of the molecule on the tip, a single atom YSR impurity
would be preferable. Such a single-atom YSR tip has recently be achieved by others44. Its
application to IETS will be an interesting subject.
Due to the properties of YSR resonances � like spectral intensity and sharpness, perfect spin
polarization, etc. � YSR tips are a promising probe also for other phenomena. Recently it has
been shown, that such tips can be used for spin-polarization measurements44, detection of spin
alignment29, determination of lifetimes38, or as probe for the superconducting phase156. Other
applications may follow.

In the following appendices, �rst, measurements on further molecules, i. e. MX, AlPc, and MnPc,
are presented (Appendix A). Afterward, the investigation of a Au-Pb surface layer is shown
(Appendix B); followed by a self-derived method for deconvoluting measured dI/dV spectra
and determining the intrinsic peak height asymmetry (Appendix C). Finally, the construction,
test, and redesign of a NEG pump is presented (Appendix D).
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Previous page:
Topographs of three di�erent samples. From top
to bottom: I: Monolayer of AlPc molecules on
Pb(100) (I = 50pA, V = 200mV). II: Sin-
gle molecule X on Pb(100) with several step
edges (I = 55pA, V = 273mV). The tunnel-
ing current is shown instead of the z position of
the tip. III: MnPc molecules on a Au-Pb sur-
face (I = 100 pA, V = 100mV). All three to-
pographs are shown at the same scale of about
37 nm in width.
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A.1 Molecule X: Investigation of an Unknown Molecule

During studies of the free Pb(100) substrate in the 4K setup I discovered an unknown molecule
that was adsorbed on the surface. As it turned out, this molecule exhibits distinct YSR states
and therefore attracted my particular interest. In contrast to H2Pc and PbPc, even multiple
YSR states have been observed on single molecules. Those individual states furthermore have a
di�erent lateral distribution as shown by dI/dV maps.
For convenience I will refer to the molecule as molecule X (MX). The measurements on MX are
the oldest measurements presented in this thesis and inspired many of the later studies.

�110�

23°

Figure A.1: (a�d) Topographs of four di�erent MXs on Pb(100), measured at V = 100mV
(a,b), 200mV (c), and 600mV (d) at a setpoint of I ≈ 80 pA. While the molecule in (a) is
oriented along the ⟨110⟩ surface direction, the molecule in (b) is rotated by 23◦ with respect to
it. The molecules in (c,d) are lying across a Pb(100) step edge. (e�f) dI/dV spectra taken on the
respective molecules. The spectra were taken at constant tip position [I = 200 pA, V = 10mV
(e,f); I = 100 pA, V = 6mV (g,h)] with a modulation amplitude of VM = 113mVPP at a
frequency of f = 1164.2Hz [f = 1154.4Hz for blue curve in (f)]. A spectrum measured on the
Pb(100) substrate is shown as a light blue curve in (e) for comparison. The red curve in (f)
was measured on the same molecule as the blue curve, but at a slightly di�erent position. (i�l)
Corresponding deconvolved DOSs ρS(E) of the sample. The procedure to obtain ρS(E) from
the dI/dV spectra is detailed in Appendix C.
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A.1.1 YSR States on Single Molecules

Figure A.1 shows topographs and dI/dV spectra taken on di�erent MX on Pb(100). Single
MX were found on the freshly prepared Pb(100) surface, often in the middle of atomically �at
terraces of the substrate (a,b). Other molecules were found to lie across step edges (c,d). The
placement of the molecules suggests that they are strongly bound to the substrate and do not
di�use during sample preparation. Otherwise, I would expect that they accumulate at step edges
as was observed, e. g., for H2Pc or PbPc on Pb(100).
YSR states were found on all of the X molecules. Most of them were oriented along the ⟨110⟩
surface direction (a) and showed YSR resonances close to the gap edges (e). However, I also
found molecules that were rotated by approximately 23◦ with respect to that direction (b).
Those molecules showed YSR resonances well within the gap (f). It seems that the di�erent
orientation alters the coupling to the substrate and thus leads to a lower YSR energy. Even
lower YSR energies were observed on MX on step edges (g,h).
The peak height asymmetry varies signi�cantly as illustrated by the corresponding sample DOSs
shown in Figure A.1i�l. An inverted peak height asymmetry � as observed, e. g., in (l) compared
to (i) � points toward a possible quantum phase transition. However, the situation is more
intricate: While a single YSR state with essentially the same peak height asymmetry was ob-
served across most of the molecules, the rotated molecule (b) exhibits YSR states with di�erent
energies and inverted asymmetries (f,j). This peculiarity is further illuminated by dI/dV maps
presented below.

A.1.2 Mapping of YSR States

Figure A.2 shows topographs and dI/dV maps of two MX. The molecule shown in (a) is oriented
along the ⟨110⟩ direction, while the molecule shown in (c) is rotated by 23◦. A constant-current
dI/dV map of the �rst molecule is presented in (b). It shows the lateral distribution of the YSR
state since it was measured just outside the coherence peak (V = 2.65mV), where the YSR
resonances lead to a reduction of the di�erential conductance. Here, the YSR state is fourfold
rotational and mirror symmetric and strongest on the lobes of the molecule, where even negative
di�erential conductance is observed (purple area).
In (d,e) constant-height dI/dV maps are shown that were measured on the other molecule and
within the superconducting gap, i. e. at V = 2.20mV and 2.05mV, respectively. The distribu-
tion of the negative di�erential conductance shown in (d) is quite similar to that of the reduced
conductance in (b). In (d), however, the distribution of the YSR state is no longer mirror sym-
metric. This e�ect is caused by the rotation of the molecule with respect to the high symmetry
direction of the substrate, which renders the system chiral.
On top of that, YSR states at di�erent energies become visible. This phenomenon is demon-
strated by the dI/dV map shown in (e). While a negative di�erential conductance is observed
on most parts of the molecule (blue area), a positive di�erential conductance is eminent at one
side of the lobes where the lowest negative di�erential conductance has been observed in (d).
This observation is explained by the presence of an additional YSR resonance at slightly higher
energy. The molecule does not only exhibit YSR states at di�erent energies � as was already
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Figure A.2: (a) Topograph of a symmetrically aligned MX measured at I = 102 pA and V =
2.65mV. (b) Constant-current dI/dV map of the same molecule, measured simultaneously with
(a). (c) Topograph of a rotated MX measured at I = 93pA and V = 10mV. (d,e) Constant-
height dI/dV maps of the same molecule, measured at V = 2.20mV and 2.05mV, respectively.
All dI/dV maps were measured with a modulation amplitude of VM = 113mVPP at a frequency
of f = 1164.2Hz.

shown by dI/dV spectra (Figure A.1f) �, but those YSR states furthermore have di�erent lateral
distributions.
Multiple YSR states with varying lateral distributions were observed before and have been
linked to di�erent orbitals of the impurity30,39,40. Therefore, a possible explanation is that MX
is presumably a MPc molecule whose LUMO is doubly degenerate in the gasphase and becomes
partially �lled and thus carries the YSR state. Here, however, it is somewhat hybridized with
the substrate because of covalent bonding. In the case of the symmetrically aligned molecule,
this hybrid orbital stays degenerate and a fourfold mirror symmetry is observed with a single
YSR energy. In the chiral case of the rotated molecule, however, the degeneracy is presumably
lifted with the result of two separate orbitals that both carry a YSR state but at slightly di�erent
energies. The lift of degeneracy could be explained by a bridge-site adsorption of the rotated
MX.

A.1.3 Self-Assembled Molecular Clusters

As a next step, I evaporated H2Pc molecules onto the Pb(100) crystal. The idea was to have
a known phthalocyanine molecule side by side with the MX for direct comparison. Most of
the H2Pc molecules formed ordered islands at the step edges of the substrate (not shown). In
addition I made a surprising observation: The self-assembly of 3× 3 clusters, where eight H2Pc
molecules attach to a single MX.
Figure A.3 shows measured data of such clusters. An overview topograph of a single Pb(100)
terrace with several clusters is shown in (a), while the topograph of a single cluster is shown
in (b). The geometry of the molecule arrangement is similar to that of the H2Pc enneamers of
type C (see Figure 4.11). Both handednesses of chiral clusters are present in the overview (a),
which explains the apparent di�erent orientations of the clusters.

Figure A.3c shows a dI/dV map of the single cluster, where the signature of YSR states is clearly
visible on the central MX (blue area). Its distribution is very similar to that of the isolated MX
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Figure A.3: (a) Overview topograph of an atomically �at Pb(100) terrace with several self-
assembled (H2Pc)8MX clusters on it. It was measured at a setpoint of I = 140 pA and a
sample voltage of V = 289mV. (b) Topograph of a single cluster measured at I = 205 pA
and V = 2.7mV. (c) Simultaneously measured dI/dV map of the cluster. A reduction of the
di�erential conductance (blue area) indicates the YSR states on the MX in the center. (d) dI/dV
spectrum taken on the top lobe of the MX showing several in gap peaks. The spectrum was
measured at constant tip position with I = 400 pA at V = 5mV. (e) Deconvolved sample DOS,
which exhibits YSR resonances at at least three di�erent energies (marked by dashed vertical
lines and labeled alpha to gamma). (f�p) Constant-height dI/dV maps of the MX measured
at di�erent voltages as indicated by dotted vertical lines in (d). All dI/dV measurements were
taken with a modulation amplitude of VM = 113µVPP at a frequency of f = 1164.2Hz.
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A.1 Molecule X: Investigation of an Unknown Molecule

observed before (Figure A.2b). On the MX in the cluster, however, multiple YSR states are
present as revealed by dI/dV measurements. (d) shows a single corresponding dI/dV spectrum
that features a multitude of in gap resonances. The deconvolved DOS (e) shows that there are
separate YSR states at at least three di�erent energies, which I label by α, β, and γ. The in gap
peaks in (d) have been labeled accordingly with thermal YSR peaks marked by a subscript t.
Figure A.3f�p shows constant-height dI/dV maps of the central MX measured at di�erent volt-
ages inside the superconducting gap. These measurements reveal the di�erent lateral distribu-
tions of the YSR states. The maps measured on the peaks assigned to state α (h,i,j,l,m) show
dominant intensities on the left and right lobe, while the maps assigned to state β (g,k,n) show
dominant intensities on the top and bottom lobe. State γ on the other hand seems to be rather
evenly distributed (o), which is also re�ected by the maps (f,p) measured at voltages outside
of the peaks where the negative di�erential conductance is assumingly dominated by the YSR
state with the highest energy, i. e. state γ.

A.1.4 Origin and Identi�cation

The appearance of MX in the STM measurements strongly suggests that it is some kind of ph-
thalocyanine molecule, most probably a metal phthalocyanine (MPc). Many di�erent molecules
have been studied in the 4K laboratory prior to these measurements, including di�erent MPc
species. Especially CoPc has been evaporated extensively inside the UHV chamber. However, I
have not been able to reproduce the observed molecule by preparation of CoPc on Pb(100). I
have tried some other MPc species including FePc, ZnPc, CuPc, and NiPc in addition, but they
did not resemble MX either.

The by far best agreement was �nally found in chlorinated aluminum phthalocyanine (ClAlPc)
molecules. ClAlPc on Pb(100) was studied by Chao Li in the mK setup just recently and I
was able to compare his measurements with mine of MX. Single ClAlPc molecules can orient
itself with the Cl atom to the substrate. Such ClAlPc↓ molecules do not only match MX in its
appearance in topography, they also show YSR states of similar YSR energy and asymmetry.
This match furthermore explains the apparent strong coupling of MX to the substrate. It has
been reported that chlorinated MPc molecules bind covalently to Cu(111) when the Cl atom is
placed toward the substrate245,246. I assume, the same happens for ClAlPc↓ on Pb(100).
Although ClAlPc↓ matches MX very well, I cannot tell for sure that MX is ClAlPc↓. Further
measurements on ClAlPc are necessary to verify the assumption. Comparative measurements
on other chlorinated MPc molecules might help to rule out alternative explanations.
But even if this assignment is settled, the source of these molecules remains puzzling. To my
knowledge, ClAlPc molecules � or any other chlorinated MPc � have never been studied in the
4K laboratory.
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A.2 AlPc on Pb(100)

Chao Li studied ClAlPc molecules on Pb(100). Some of the molecules lose the Cl atom and
become AlPc during sample preparation. Together with Chao Li, I observed YSR states and
vibrational excitations on AlPc. This section brie�y reports about the corresponding �ndings.
AlPc on Pb(100) is another example that demonstrates that the emergence of YSR states might
be a rather general phenomenon for phthalocyanine molecules on Pb(100).

A.2.1 YSR States on AlPc

We observed a LUMO resonance at approximately 200meV on isolated AlPc molecules on
Pb(100), very similar to H2Pc or PbPc. No YSR states have been found in this case. However,
when assembling multiple AlPc molecules into a cluster, the LUMO shifts to smaller energies
and a YSR state emerges. Figure A.5 shows respective measurements. The LUMO shifts by
≈35meV per additional neighboring molecule, i. e., the same value I have observed for H2Pc
molecules. This �nding suggests that the mechanism of the underlying intermolecular inter-
action is the same as for H2Pc, independent of the molecular core. The central molecule of
the pentamer shown in (e) furthermore exhibits elevated protrusions very similar to what has
been observed on H2Pc molecules carrying YSR states. In the case of AlPc, four neighboring
molecules are su�cient to obtain YSR states.
In addition to single molecules and manually assembled clusters, we observed a self-assembled
monolayer of AlPc molecules. Figure A.4 shows respective measurements. The AlPc monolayer
is similar to the H2Pc monolayer: A checkerboard pattern is observed, where molecules with
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Figure A.4: (a) Topograph of an AlPc monolayer on Pb(100). It was measured at a setpoint of
I = 500 pA and a sample voltage of V = 5mV. The molecules arrange in a checkerboard pattern.
(b) Constant-current dI/dV map of the same area, measured at I = 200 pA, V = 2.6mV,
VM = 50µVPP, and f = 831Hz. YSR states are indicated by a reduced di�erential conductance
(blue area). The outlines of some molecules are shown in the bottom left corner, whereby the
two molecular groups are marked by red and black outlines, respectively. Only the molecules of
the �rst group exhibit YSR states.
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Figure A.5: Assembly of a cluster of �ve AlPc molecules. (a�e) Corresponding consecutive
topographs measured at I = 100 pA [I = 1nA in (a)] and V = 10mV. In (a), dotted green lines
interpolate the Pb lattice that is resolved around the molecule, which indicates that the AlPc
molecule is adsorbed with its center on a bridge-site of the Pb(100) lattice (red circle). Elevated
protrusions are visible on the central molecule of the pentamer [pink area in (e)], very similar to
those observed on H2Pc molecules carrying YSR states. (f) dI/dV spectra taken on the central
molecule. From bottom to top, the spectra were taken on the isolated molecule, the dimer, the
trimer, the tetramer, and the pentamer [(a�e), respectively]. The STM tip was kept at �xed
position (I = 3nA [1 nA on the isolated molecule], V = 500mV) above the center of the molecule
in the center of the respective cluster. A modulation voltage of VM = 1mVPP at a frequency of
f = 831Hz was used. (g) Spectra of the superconducting gap measured on the central molecule
of the trimer (blue curve) and of the pentamer (red curve). Signatures of YSR states are visible
on the pentamer. The spectra were taken at a constant tip position (I = 300 pA, V = 10mV)
with a modulation voltage of VM = 100 µVPP at a frequency of f = 831Hz. All measurements
shown in this �gure were carried out by Chao Li. The data are shown with his permission.

and without YSR states alternate. Furthermore, the distribution of the YSR states follows a
twofold symmetric pattern, which looks very similar to that of the LUMO of H2Pc. In the case
of AlPc, however, the two-fold symmetric YSR orbitals are aligned parallel to each other across
the whole monolayer. In this way, the whole structure becomes two-fold symmetric in itself.
While the monolayers of H2Pc and PbPc represent

(
5 3
−3 5

)
superstructures, the AlPc monolayer

seems to be arranged in a slightly more dense
(

4 4
−4 4

)
lattice. The symmetry axes of the AlPc

molecules enclose an angle of ≈18◦ (with YSR, red outline) and ≈27◦ (without YSR, black
outline) to the ⟨110⟩ surface direction. The two-fold symmetry of the structure can be explained
by assuming that the AlPc molecules adsorb with their centers on bridge-sites instead on-top of
substrate Pb atoms. Figure A.5a shows that this is the case for the isolated AlPc.
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A.2.2 Vibrational Excitations of AlPc
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Figure A.6: Spectrum of vibrational excitations on AlPc. A measured dI/dV spectrum is
shown (blue) together with a simulation (red). The measurement was taken at constant tip
position (I = 2nA, V = 200mV) with VM = 1mVPP and f = 831Hz. The peaks of the
vibrational excitations are marked by vertical black lines.

In addition to YSR states, we also observed vibrational excitations on AlPc molecules via YSR
enhanced IETS. Below, I will brie�y present the �ndings and compare them to the case of
PbPc.

Figure A.6 shows a dI/dV spectrum measured centrally above an AlPc molecule with YSR
states inside an ordered island. 12 separate inelastic excitations are visible at both positive and
negative sample voltage (marked by vertical black lines). In addition, a simulated spectrum is
shown, which reproduces the measurement fairly well. The simulated spectrum was calculated
as detailed in Section 5.4.3. The e�ective cross-sections η, as obtained from this simulation, are
shown in Table A.1 together with the energies of the excitations.
We did only observe vibrational excitations with cross-sections of η ≥ 1%. On PbPc I observed
values down to η ≈ 0.1%. It seems that the sensitivity for vibrational modes is reduced by one
order of magnitude on AlPc. There are several reasons for this discrepancy: First, a signi�cantly
longer acquisition time was used for the measurements taken on PbPc leading to a better signal
to noise ratio. Furthermore, the energy resolution was lower during our measurements on AlPc
(partly due to a higher modulation amplitude). Most importantly, however, the relative YSR
peak height was much smaller on AlPc than on PbPc leading to an additional reduction of the
sensitivity in IETS.
Figure A.7 shows a comparison of IETS spectra taken on PbPc and AlPc. The di�erence in
energy resolution and sensitivity is apparent. Consequently, fewer vibrational excitations are
observed on AlPc.
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A.2 AlPc on Pb(100)

Table A.1: Observed vibrational excitations on AlPc. Energies and estimates of the e�ective
cross-sections were obtained by simulating the measured spectrum.

Energy (meV) η (%) Energy (meV) η (%)

30.6 1.0 74.8 2.0
38.8 1.5 76.0 8.0
49.6 5.5 81.4 1.2
51.0 3.0 83.5 1.2
58.2 11.0 93.8 1.0
62.0 1.5 95.0 1.0

For nearly all observed excitations, there are excitations on PbPc at similar energies. In the case
of PbPc, we have assigned the observed vibrational excitations to calculated vibrational modes
(see Section 5.4). Troels Markussen has carried out a similar calculation for AlPc. Its results,
however, have to be taken with caution, since an incorrect adsorption geometry was assumed.
A rough comparison of the calculated modes showed, that modes with similar displacement pat-
terns have similar energies on both systems. Especially for the modes observed at approximately
50, 84, and 95meV a direct agreement of the assigned modes of PbPc and AlPc was found.
The e�ective cross-sections of the excitations, however, are very di�erent on AlPc compared to
PbPc. This e�ect is presumably caused by di�erences of the molecules themselves. An in�uence
of the STM tip is excluded, because essentially the same e�ective cross-sections have always
been observed on PbPc (or AlPc for that matter), regardless of the tip. The dI/dV spectra
were taken centrally above the metal centers, which means that di�erences in their chemical
bonds and hybridization with the rest of the molecule may signi�cantly in�uence how certain
vibrational modes are stimulated by the tunneling current. After all, AlPc is in a planar con�g-
uration and PbPc is not, as con�rmed by DFT calculations.
Furthermore, the symmetry of the YSR states may play a role. On AlPc it is two-fold sym-
metric, while a four-fold symmetry was observed on PbPc. Since the vibrational excitations are
measured by resonantly tunneling into the YSR states, the symmetry of the latter may in�uence
which modes are stimulated and which are not.

In conclusion, YSR enhanced IETS has been demonstrated on a second molecule other than
PbPc. Our �ndings underline the fact that large heights of the YSR peaks are crucial to obtain
a high sensitivity.

139



Appendix A Investigation of Further Molecules

�� �� �� �� �� �� �� 	� 
� ��� ��� ���
��
������
��

�

���

�

dI
/d

V
 / 

G
N

a
PbPc ���

���

�� �� �� �� �� �� �� 	� 
� ��� ��� ���
��
������
��

�

���

�

���

dI
/d

V
 / 

G
N

b
AlPc ���

���

Figure A.7: Comparison of spectra taken on (a) PbPc↑ and (b) AlPc. The parts of the spectra
taken at positive (red) and negative (blue) sample voltage polarity are shown, shifted by the
YSR peak position such that the vibrational energies can be directly read from the abscissa.
Peaks of vibrational excitations are marked by vertical dotted lines. The spectrum shown in
(a) is the same as the one shown in Section 5.3, Figures 5.11 and 5.12 (I = 4nA, V = 200mV,
VM = 0.5mVPP, f = 831Hz). The spectrum shown in (b) is the same as the one shown in
Figure A.6 (I = 2nA, V = 200mV, VM = 1mVPP, f = 831Hz).
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A.3 MnPc and YSR States on the Tip

YSR enhanced IETS, as demonstrated so far, relies on YSR states in the molecule to be investi-
gated. One possible pathway of transferring this technique to non-magnetic molecules without
YSR states would be to use a tip that carries the YSR state itself. This approach would enable
the investigation of vibrational excitations on virtually any molecule adsorbed on a supercon-
ducting surface.
The fabrication of YSR tips, however, is challenging. The easiest way could be to pick up a
magnetic molecule from the surface. In this case, however, vibrational excitations of both the
molecule on the tip and the one on the sample would be visible and hardly distinguishable. It
is therefore preferable to use a mono-atomic magnetic impurity on the tip.

I tried to use the demetallation technique on MnPc molecules to obtain an STM tip with a YSR
state carried by a single Mn atom. It has been demonstrated that single Mn atoms on Pb show
high YSR resonances23,39. The results of my approach are discussed in the following. Unfortu-
nately, I had no success in demetallizing MnPc, but instead picked up individual molecules with
the tip, which nevertheless resulted in an STM tip with YSR states.

Topo (pm) 2200

2 nm

Figure A.8: Topograph of MnPc molecules on a Au-Pb substrate together with dI/dV spectra
taken on them. The topograph was measured at a setpoint of I = 100 pA and a sample voltage of
V = 500mV. The dI/dV spectra have been recorded above the centers of the MnPc molecules as
indicated by arrows and exhibit YSR resonances at various energies. In addition, spectra taken
on the pristine substrate are shown at the bottom (black curves). The positions of the coherence
peaks are marked by vertical dotted lines for reference. The dI/dV spectra have been recorded
at constant tip position (I = 100 pA, V = 500mV) with a modulation of VM = 30 µVPP at a
frequency of f = 831Hz. They are vertically o�set for clarity. All measurements presented in
this �gure were conducted by Marten Treichel and are shown with his permission.
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A.3.1 YSR States on MnPc

Together with Marten Treichel I evaporated MnPc onto the Pb(100) crystal that happened to
be covered by the Au-Pb layer that will be presented in detail in Appendix B. On this substrate,
the molecules do not form ordered islands, but rather accumulate disorderly.

Figure A.8 shows a topograph of multiple MnPc molecules on the Au-Pb substrate together
with dI/dV spectra measured on them. All of the MnPc molecules exhibit YSR states. While
the spectra taken on the isolated molecules (blue curves) look similar, the ones taken on the
clustered molecules vary substantially (red curves). Multiple YSR resonances are present even
on the isolated molecules.
Similar spectra have been measured on MnPc molecules on Pb(111)35,37,140. Up to three sep-
arate YSR states have been observed, which has been explained by a spin S = 1 con�guration
split by magnetic anisotropy37,157.
The variation of YSR energies inside the cluster may come from di�erent reasons. First, it could
be due to a similar mechanism as discussed for H2Pc and PbPc, where intermolecular interaction
leads to an energy shift of molecular orbitals and �nally to a change of the magnetic con�guration
and/or coupling to the substrate of the individual molecules. Secondly, the di�erent adsorption
sites and alignments of the molecules could e�ect their YSR energies. Lastly, however, it could
also be due to intermolecular coupling of the YSR states by magnetic interaction25,34,247.
Further investigations on MnPc are required to settle that issue. However, I recommend to use
a Pb(100) substrate without the additional Au-Pb layer, since Pb(100) is better understood and
o�ers fewer di�erent adsorption sites for the molecules.

A.3.2 YSR States on the Tip

I tried to demetallize single MnPc molecules with the same technique used for the demetallation
of PbPc (Section 5.8). Figure A.9I,II shows topographs taken before and after a respective
manipulation step on three di�erent molecules (a�c). In each case, the whole molecule was
removed and presumably attached to the STM tip. Figure A.9III shows corresponding dI/dV
spectra taken on the pristine substrate before (blue) and after (red) the manipulation. In
each case, the unperturbed superconducting gap of Pb tip and Au-Pb substrate is observed
beforehand, while clear YSR resonances become visible afterwards. The YSR energies vary
strongly from case to case. Furthermore, the YSR peak heights barely exceed the heights of the
coherence peaks. Both parameters strongly depend on the exact adsorption site and geometry
of the molecule at the tip, which is, unfortunately, beyond my control and observation.

Although YSR states on the STM tip were achieved, the approach of fabricating YSR tips
suitable for YSR enhanced IETS by demetallizing MnPc failed. As an alternative approach, I
recommend picking up single magnetic adatoms with the tip, which has been demonstrated to
succeed in the fabrication of YSR tips44.
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Figure A.9: Topographs taken (I) before and (II) after a MnPc molecule was transferred to
the tip. The respective molecule is marked by a cross in (I). The topographs were measured at
I = 100 pA and V = 100mV [V = 30mV in (Ia)]. (III) dI/dV spectra taken on the pristine Au-
Pb substrate before (blue curve) and after (red curve) the manipulation. No (pronounced) YSR
resonances are visible before (after) the manipulation. The spectra were recorded at constant
tip position [I = 500 pA, V = 5mV; I = 200 pA in (IIa)] with a modulation of VM = 30 µVPP

at a frequency of f = 831Hz.
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Appendix B Au-Pb Surface Structure

Previous page:
Topograph of a Au-Pb surface structure on a
Pb(100) single crystal. The sample voltage was
set to V = 100mV and the setpoint to I =

100 pA. The section shown measures approxi-
mately 35 nm × 50 nm. Parts of the same to-
pograph are revisited in Figure B.2a and Fig-
ure B.5b.
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B.1 Preparation of the Au-Pb Surface Structure

This chapter reports on a Au-Pb surface structure I observed on a Pb(100) crystal. Although
the preparation of this alloy was unintended, the �ndings might be interesting for one or the
other. In particular, Au2Pb has attracted special interest in recent years, since it is discussed as
a candidate for topological superconductivity248,249. In my case, the material is most probably
AuPb3, as indicated by Auger electron spectroscopy (AES) (see Section B.3).

B.1 Preparation of the Au-Pb Surface Structure

During my e�orts to minimize the electronic spectral broadening of the setup, I experimented
with di�erent electric contacts to the sample. The single crystal is clamped onto a sample holder,
which is built out of titanium and molybdenum. Originally, the electronic contact to the sample
is made via several components and screws in series. To improve the contacting, I installed a
gold wire, which directly connected the contacting �n of the sample holder with the single crystal
itself (Figure B.1). In addition, I replaced the original contacting �n made out of titanium with
a gold coated one out of copper. Unfortunately, this modi�cation did not reduce the electronic
broadening. Instead, the gold wire partly merged with the Pb single crystal into a Au-Pb alloy,
which ultimately lead to the formation of an ordered Au-Pb crystal structure covering the whole
sample surface.
It is in fact known that Au can di�use into Pb with remarkably high di�usion rates250,251. It was
reported that when brought into direct contact, a AuPb2 phase can form between Au and Pb
even at room temperature252. Furthermore, the melting point of such a Au-Pb alloy can be even
lower than for pure Pb. At a mixing ratio of 84.1% Pb to 15.9% Au, the melting temperature
drops down to 212.5 ◦C 253. It is therefore plausible that a Au-Pb alloy (presumably AuPb2 or
AuPb3) formed at the contact area of Au wire and Pb crystal, which then melted during the
annealing of the sample and covered the crystal surface.
Because the amount of Au from the wire is small in comparison to the whole Pb single crystal,
I assume that there is unmodi�ed bulk Pb beneath the Au-Pb surface. This assumption is
supported by the fact that I observed the same superconducting gap on the Au-Pb surface as
on the Pb crystal. AuPb2 and AuPb3 have a smaller critical temperature than pure Pb253,254

and therefore a smaller superconducting gap would be expected. Unfortunately, I cannot further
specify the thickness of the Au-Pb layer.

Pb single
crystal

Au wire

Au coated
contact �n

Figure B.1: Modi�ed sample holder. A gold
wire was installed to improve the electric con-
tacting of the crystal. It had no e�ect on the
electronic broadening, but instead lead to the
formation of a Au-Pb alloy on the crystal sur-
face.
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Appendix B Au-Pb Surface Structure

B.2 STM Measurements

In the STM, I observed very large atomically �at terraces, sometimes extending over the whole
scan area of 0.25 µm2 without a single step edge. At small sample voltages, the surface fea-
tures a honeycomb pattern, as shown in Figure B.2a. The length of the corresponding primitive
translation vector is a ≈ 560 pm. The observed structure can not be explained by, e. g., a 2× 1

superstructure on Pb(100), which might also give the impression of a hexagonal structure, since
the observed hexagonal lattice is not commensurable to the Pb(100) surface.
Furthermore, the hexagonal pattern is superimposed by larger irregular structures of few nm in
size (see also chapter title image on page 145). The locations and dimensions of these structures
do not depend on the sample voltage. It is therefore unlikely that standing waves are involved.
I assume instead that those larger structures are due to a misalignment with the underlying Pb
crystal and/or caused by disorder of the Au-Pb structure itself.
As shown in Figure B.2b, a rectangular lattice structure becomes visible at higher sample volt-
ages. The lengths of the corresponding translation vectors are b ≈ 1.16 nm and c ≈ 1.57 nm.
The rectangular lattice is neither commensurable with the hexagonal one, nor to the Pb(100)
surface. This claim is also supported by the Fourier analysis of the topographs, which will be
shown in the following.
As shown in Figure B.2c, distinct patterns are observed at even higher voltages. For example
groups of four adjacent elevations are observed repeatedly. However, those medium sized pat-
terns seem to be randomly distributed within the rectangular lattice. Thus, they are probably
due to di�erent kinds of lattice defects.

Figure B.3 shows the 2D Fourier transform of the topograph that is shown partly in Figure B.2a.
Two sublattices have been identi�ed, which correspond to the lattices already observed in real
space (Figure B.2 a and b). Furthermore, it becomes obvious that the two lattices are indeed
incommensurable and are even slightly rotated against each other.

2
 n

m
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ma b c
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bc

a
bc

Figure B.2: Topographs of the Au-Pb surface structure. All topographs have been taken on
the identical position of the sample, measured at sample voltages of (a) V = 0.1V, (b) V = 1.7V
and (c) V = 2.5V, with a setpoint of I = 100 pA. (a) A honeycomb pattern is visible at small
voltages as emphasized by a corresponding overlayed lattice (red). The honeycomb structure
is superimposed by larger irregular patterns. (b) At higher voltages, a rectangular structure
becomes visible (green lattice).
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B.2 STM Measurements
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Figure B.3: 2D Fourier transform of a topo-
graph of the Au-Pb surface structure. A mag-
ni�ed part of the topograph is shown in Fig-
ure B.2a. Two sublattices are identi�ed. The
respective spots belonging to a hexagonal (rect-
angular) lattice are marked by red (green) cir-
cles. The two sublattices are slightly rotated
against each other, as demonstrated by straight
lines, each of which was placed through two
opposite spots of the respective sublattice. A
Hanning window function was used to calculate
the Fourier transform.
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Figure B.4: Simulation of the Fourier transform of the structure. A hexagonal and a rectan-
gular lattice are simulated. (d,e) Real space lattices, and (a,b) Fourier transforms, respectively.
(c) Fourier transform of the product of the two lattices. It exhibits many additional spots,
which reproduce the pattern observed in the experiment. (f) Fourier transform of a measured
topograph (same as in Figure B.3). The positions of the spots of the Fourier transform of the
simulated lattice are marked by red circles and match the experimental spots very well.
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Appendix B Au-Pb Surface Structure

However, many more spots are observed in addition to the spots I have directly assigned to
the two sublattices. As shown in Figure B.4, those additional spots can be explained by the
combination of both sublattices. First, hexagonal and rectangular lattices were simulated in real
space and Fourier space (Figure B.4a/d and b/c, respectively). Figure B.4c shows the Fourier
transform of the product of both lattices. It resembles the pattern observed in experiment very
well as demonstrated by the overlay in Figure B.4f.
I have also analyzed the Fourier transforms of topographs measured at higher sample voltages (up
to V = 5.9V in increments of ∆V = 0.2V). However, no additional spots have been observed,
nor did I �nd any evidence for standing wave patterns from quasiparticle interference.

In addition to the topographs of the structure itself, also a domain boundary was observed.
Figure B.5 shows a topograph of a boundary between two domains of the Au-Pb surface layer.
The honeycomb patterns of both domains are o�set from each other by half a translation vector.
Furthermore a step edge has been observed as shown in Figure B.5b. Its apparent height of only
≈72 pm is small compared with the height of a Pb(100) substrate step (250 pm). The honeycomb
surface structure, however, continues seamlessly across the edge.

I also deposited PbPc and MnPc molecules onto the Au-Pb surface (Figure B.5 c and d, respec-
tively). Although the same parameters were used for the evaporation as in the other experi-
ments before, the molecules did not form ordered islands like on Pb(100), but remained rather
unordered.
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B.2 STM Measurements
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Figure B.5: (a) Topograph of a domain boundary of the surface reconstruction. The honey-
comb structures of the two domains are o�set from each other. (b) Topograph of a step edge
with a height of only about 72 pm. The surface structure continues smoothly. (c) Topograph of
PbPc molecules on the Au-Pb surface. (d) Topograph of MnPc molecules on the Au-Pb surface.
In both cases (c,d), the molecules do not form ordered structures like on a Pb(100) surface. Scan
parameters: I = 100 pA (a�d), V = 50mV (a), V = 100mV (b�d).
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Appendix B Au-Pb Surface Structure

B.3 AES Measurement

Finally, AES was used to estimate the composition of the surface layer. Figure B.6 shows
a corresponding measured spectrum. Six peak dip features are visible, which I assigned to
characteristic features of either Au or Pb. During the AES measurement, the sample was
probably not placed exactly at the focus of the cylindrical mirror analyzer of the spectrometer,
which explains the constant o�set of approximately 5 eV between my measurement and the
values from literature. Reference spectra for all elements are available, e. g., in the Handbook of
Auger Electron Spectroscopy255. The reference spectra for Au and Pb were the only ones that
were able to explain the observations.

I assigned the observed peak dip features to the reference features of Au at 43, 56, 66, and 69V

and Pb at 90 and 94V. Furthermore, I measured the peak-peak amplitudes I and compared
them with the respective amplitudes Iref in the reference spectra to estimate the Au-Pb ratio.
For this analysis, the relative sensitivity S of the elements has to be taken into account. At a
primary energy of Ep = 3keV, the values SAu = 0.018 and SPb = 0.01 were obtained from the
respective diagram [255, p. 13]. The relative weight χ is then calculated by

χ =
I

Iref · S
. (B.57)

All corresponding values are shown in Table B.1. In total, I obtained relative weights of χAu =

11 ± 2 and χPb = 33 ± 4 for Au and Pb, respectively. The Au-Pb ratio is therefore 1 : 3+1.1
−0.8,

which suggests AuPb3 as surface material.
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Figure B.6: Auger electron spectrum measured on the Au-Pb sample (primary electron energy
Ep = 3keV). Six peak dip features are visible in total (marked by black arrows). Reference
spectra in the literature255 report very similar features for Au or Pb (corresponding energies
marked by vertical lines at the bottom, orange and gray respectively).
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B.4 Crystallographic Structure of AuPb3

Feature Peak-Peak Reference Reference Relative
# amplitude I (Energy / eV) amplitude Iref weight χ

1 0,5 Au (43) 2,2 13
2 0,5 Au (56) 0,8 (34)
3 1,1 Au (66) 6,0 10
4 1,0 Au (69) 5,8 9
5 2,3 Pb (90) 6,2 37
6 2,0 Pb (94) 7,0 29

Table B.1: Analysis of the observed AES peaks by assignment to peaks from Reference 255.
The relative weight of the second feature is excluded from the evaluation, as it deviates strongly.

It is possible in principle that the proportion of gold in the surface layer is higher. If the Au-Pb
layer was very thin, the AES signal for Pb could be enhanced by the underlying Pb crystal.
However, the AES features evaluated are in the energy range of 40 eV to 100 eV, where the
escape depth of the Auger electrons is very small, namely in the range of about one to four
monolayers256. In view of the STM results, I assume that the Au-Pb layer is at least several
monolayers thick. The AES measurement therefore most likely re�ects the real composition of
the surface alloy.

B.4 Crystallographic Structure of AuPb3

The crystallographic structure of bulk AuPb3 is tetragonal scalenohedral with 16 atoms per
unit cell257,258. The primitive unit cell is shown in Figure B.7a. There exist crystal planes
with square or rectangular, but none with strict hexagonal symmetry. However, I identi�ed
a crystallographic plane where the gold atoms are arranged in a hexagonal like face centered
rectangular lattice (Figure B.7b, red lattice). The in-plane distances of neighboring gold atoms
are 608 pm and 682 pm, which is close to the length of the translation vector of 560 pm of the
hexagonal structure I observed in experiment. The lattice vectors of the rectangular lattice itself
(green lattice in Figure B.7b) have a length of 608 pm and 1222 pm. Therefore, the unit cell of
this structure is much smaller than that of the observed rectangular lattice.

Although the AES measurement points toward AuPb3 as surface material and there are indeed
some similarities of AuPb3 to the observed structures, there are also some distinct di�erences
and observations that cannot be explained by the bulk structure of AuPb3. Especially the
slight rotation and incommensurability of the two observed lattices with each other cannot be
explained by a single homogeneous crystallographic structure. The observations suggest instead
that the hexagonal lattice belongs to a top layer or surface reconstruction. Furthermore, the
underlying Au-Pb layers might di�er from the shown bulk structure as they are grown on a
Pb(100) substrate. In addition, STM topographs at higher sample voltages indicate that the
structure is probably interspersed with lattice defects. Further measurements, e. g., by LEED
and more precise AES, are probably necessary to clarify the observed structure.

153



Appendix B Au-Pb Surface Structure

2 nma b

y
x

z

x

z

y

z

x

y

Figure B.7: (a) Primitive unit cell of the AuPb3 bulk structure257. All three lattice vectors
of the unit cell have a length of 916 pm. Atoms inside the unit cell are shown opaque, while
neighboring atoms outside of it are shown transparent. Connections are drawn between atoms
that are less than 350 pm apart. (b) A speci�c crystallographic plane shows a hexagonal like
structure (indicated by a red lattice) of gold atoms with in-plane distances between neighboring
gold atoms of 608 pm and 682 pm. Over all, the structure is rectangular as indicated by the
green lattice. The lengths of the corresponding lattice vectors are 608 pm and 1222 pm.
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Appendix C
Deconvolution of dI/dV Spectra

In the following, a way to deconvolve dI/dV spectra that were measured with a superconducting
tip is derived. The goal is to obtain the pristine DOS of the sample.

I start with the voltage derivative of Equation 2.4:

dI

dV
(V ) ∝

∫ +∞

−∞
dE · ρS(E) ·

[
dρT (E − eV )

dV
· (f(E − eV )− f(E))

+ ρT (E − eV ) · df(E − eV )

dV

]
.

(C.58)

Then, gT is de�ned by taking the term in square brackets in Equation C.58, substituting with
ω = eV − E and dividing by e:

gT (ω, V ) =
dρT (−ω)

dω
· [f(−ω)− f(eV − ω)] + ρT (−ω) ·

df(−ω)
dω

. (C.59)

For E = eV − ω ≫ 0 (E = eV − ω ≪ 0) f(eV − ω) → 0 (f(eV − ω) → 1) and gT (ω) becomes
independent from V . Accordingly, g+T (ω) is de�ned for E ≫ 0 (g−tip(ω) for E ≪ 0):

g+T (ω) =
dρT (−ω)

dω
· [f(−ω)] + ρT (−ω) ·

df(−ω)
dω

g−T (ω) =
dρT (−ω)

dω
· [f(−ω)− 1] + ρT (−ω) ·

df(−ω)
dω

(C.60)

E is the energy relative to the Fermi level of the sample and will be used as parameter for the
DOS to be calculated by this procedure.
In the following, g+T (ω) and g

−
T (ω) are used as approximation in the case of E > 0 and E < 0,

respectively. In other words, f(eV − ω) is approximated as a step function. This approach is
justi�ed for small temperatures, when the transition region of f(eV −ω) is inside the supercon-
ducting gap of the sample. Equation C.58 can then be rewritten as a convolution:
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Appendix C Deconvolution of dI/dV Spectra

dI

dV
(V ) ∝

∫ +∞

−∞
dE · ρs(E)gT (eV − E, V )

≈
∫ 0

−∞
dE · ρS(E)g−T (eV − E) +

∫ ∞

0

dE · ρS(E)g+T (eV − E) ,

(C.61)

which provides ρS by using the convolution theorem:

ρS(E) =

F−1
{

F{ dI
dV }

F{g+
T }

}
E > 0

F−1
{

F{ dI
dV }

F{g−
T }

}
E < 0.

(C.62)

F and F−1 are the Fourier transform and inverse Fourier transform operators, respectively.
The DOS of the sample ρS(E) can be directly calculated via Equation C.62 by using the measured
dI/dV curve. All that is needed, is the DOS of the tip ρT (E), which can be calculated via
Equation 2.11. The parameters needed can be estimated by �tting dI/dV spectra taken on the
pristine substrate.
However, because of the limited energy resolution, the dI/dV spectra are smoothed, which in
turn e�ectively reduces the sampling frequency. I therefore apply a cut-o� (1/300µeV) to the
Fourier transform of the dI/dV spectra.

An example of a deconvolved sample DOS ρS(E) is shown in Figure C.1a (black curve), along
with the tip DOS ρT (E) used for deconvolution (inset). Figure C.1b shows the original dI/dV
spectrum (black curve). To check the accuracy of the method, the dI/dV spectrum is reproduced
using Equation 2.4 taking the deconvolved sample DOS ρS(E). This spectrum is shown in
Figure C.1b along with the raw spectrum. Small deviations are present in the superconducting
gap, but overall the original spectrum is reproduced. This result justi�es the approximation
done in Equation C.61.

C.1 Intrinsic Peak Height Asymmetry

The deconvolved sample DOS ρS(E) (black curve in Figure C.1a) can be used to obtain the
intrinsic peak height asymmetry χ∗, which is a key parameter to characterize YSR states. Un-
fortunately, the peak height asymmetry χ observable in ρS(E) is not only in�uenced by the YSR
states themselves, but also might be due to a non-constant normal-conducting sample DOS at
the Fermi edge. To compensate this e�ect, the slope of the normal-conducting sample DOS is
estimated by a linear �t to ρS(E) outside of the superconducting gap, |E| > 3meV (red dot-
ted line in Figure C.1a). By dividing ρS(E) by the linear �t, the slope-corrected sample DOS
(blue curve) is obtained. The intrinsic peak height asymmetry χ∗ is now calculated from the
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C.1 Intrinsic Peak Height Asymmetry
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Figure C.1: (a) Deconvolved sample DOS obtained from the dI/dV spectrum shown in (b)
(black curve). A straight line was �tted to the sample DOS for |E| > 3meV (red dotted line).
The sample DOS was then divided by the straight line, which gives the slope-corrected DOS
(blue curve). By this procedure, the intrinsic peak-height asymmetry χ∗ is retrieved. The inset
shows the tip DOS used for the deconvolution of the dI/dV spectrum. (b) Original dI/dV
spectrum (black curve) along with the reconstructed spectrum (red dashed curve) calculated
from the deconvolved sample DOS using Equation 2.4.

respective peak heights h+ and h− at positive and negative sample voltage, respectively:

χ∗ =
h+ − h−

h+ + h−
(C.63)

The in�uence of non-constant normal-conducting DOS on the asymmetry of the coherence peaks
was theoretically investigated by Hirsch259. He assumed a slope in the normal-conducting DOS
of the superconductor itself and deduced a relation to the peak height asymmetry which is di�er-
ent to what is supposed above. However, the situation is di�erent in my experiments, since the
observed slope of the spectral background originates in the LUMO of the molecule. The coher-
ence peaks, on the other hand, are a feature of the substrate, which exhibits an approximately
constant normal-conducting DOS close to the Fermi level. Therefore, a simple multiplicative
relation of the coherence peaks to the slope of the spectral background is assumed.
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Appendix D Construction of a NEG-Pump

Previous page:
NEG pump that has been built by ourselves. Its
construction and characterization are subject of
this chapter.
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D.1 Introduction

D.1 Introduction

Non evaporable getters (NEGs) are porous alloys that bind gas molecules via metallic surface
sorption and are therefore utilized as vacuum pumps. After an initial activation at higher
temperatures, NEG pumps do not require any external supply during operation. Furthermore,
they do not include any moving parts, are free of magnetic �elds, compact and lightweight.
Nonetheless, NEG pumps provide high pumping rates (especially for hydrogen) and are used
to achieve extremely high vacua260,261. They are therefore highly suitable to pump the UHV
chamber of a STM, especially during measurement operation when other pumps have to be
switched o�.

The most e�cient way of installing NEGs in a UHV system is to coat the inner walls of the
chamber with the getter material262. This technique was developed at the CERN and is used
in the Large Hadron Collider263. For that purpose there are getter materials available that can
be activated during bakeout of the chamber at temperatures below 200 ◦C 264, which suits the
typical temperature limitations during a bakeout of an STM setup. Instead of that approach,
however, in STM setups usually compact NEG pumps are used, like the CapaciTorr® NEG
pumps commercially available from SAES Getters265. The compact design has the advantage
that the NEG pump can be installed in a small section of the UHV chamber that can be separated
from the STM chamber. In doing so, the NEG material can be kept under vacuum while venting
the STM chamber for maintenance. In this way, the getter material is spared and the lifetime
of the pump is increased.

Since the operating principle of NEG pumps is rather simple, my work group decided to build
one on our own. Lars Mühlenberend made a design (Figure D.1) and also ordered all needed
parts, including the NEG material.
My task was to assemble, test and install the pump. Furthermore I made a new improved design,
which will be shown at the end of this chapter.

D.2 Getter Material

We use St 707® from SAES266,267 as getter material, consisting of a zirconium-vanadium-iron
alloy (70% Zr, 24.6% V, 5.4% Fe). This alloy is characterized by a medium activation temper-
ature of approximately 400 ◦C. In the chosen design variant St 707/CTAM/30D268, this getter
material is pressed as a powder onto both sides of a constantan strip (55% Cu, 45% Ni). With
a powder thickness of roughly 70 µm, the strip is covered by approximately 20 gm−1 of St 707.
The advantage of this implementation is that it is easy to handle and that the getter material
can be activated by resistive heating of the strip. The speci�c resistivity of constantan at room
temperature is 5×10−7 Ωm and it is very stable to higher temperatures (less than 0.1% change
per 100 ◦C)269. The strip has a width of 3 cm, a thickness of 0.2mm and ≈1.7m of it are used
for the pump. The resistance of the installed strip is therefore ≈140mΩ.
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Appendix D Construction of a NEG-Pump

Figure D.1: NEG pump design by Lars Mühlen-
berend. A CF100 �ange is used as basis. A strip with
the getter material (not shown) will be placed around
the ceramic sleeves (yellow), which are radially aligned
at the top and the bottom of a stainless steel cylinder.
The ends of the strip will be contacted via two copper
clamps (red), which are connected to a feedthrough
embedded in the CF �ange.

D.3 Assembly

The parts for the pump were thoroughly cleaned and assembled according to the design from Lars
Mühlenberend. In addition, a thermocouple type K was installed at one of the upper ceramic
sleeves to enable a direct temperature measurement during the activation process. Finally the
St 707 strip was carefully installed. Unfortunately, it was not possible to use as many of the strip
as originally planned without introducing a short circuit between neighboring sleeves, where the
strip is diverted. Therefore some of the ceramic sleeves had to be omitted as can be seen at the
�nal assembly shown in Figure D.2a. In total (170 ± 10) cm of the strip were installed, which
corresponds to (34± 2) g of the St 707 getter material.

After the assembly, the pump was installed inside a steel cylinder connected to a gate valve.
Laterally to the cylinder, an additional feedthrough for the thermocouple as well as a pressure
gauge (Pfei�er CompactFull Range BA Gauge, Type PBR 260) were mounted as shown in
Figure D.2b. At the end, this whole assembly was mounted on a vacuum chamber, whereby the
gate valve allows the NEG pump to be separated from the chamber when needed.

D.3.0.1 Cost Summary

In the following, a rough cost breakdown is given in order to classify the �nancial expenditure. I
will only give the pure material costs for the pump itself (Figure D.2a) without all the peripheral
installation. The St 707/CTAM/30D getter strip with a total length of 10m cost 1570e. How-
ever, I only used ≈1.7m of it, for which I account for 300e. This results in total expenditure
of less than 900e as listed in Table D.1.
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D.3 Assembly

a b

Figure D.2: (a) The assembled NEG pump. Not all of the provided ceramic sleeves could be
used. The installed NEG strip is therefore shorter than initially planned. (b) A schematic cross-
section of the pump and its peripheral devices. The pump (A) sits in a steel cylinder connected
to a gate valve (blue, D). Laterally to the pump, a pressure gauge (purple, C) and an additional
feedthrough (B) for the thermocouple (orange) are installed.

Table D.1: Expenditure on materials for the self-built NEG pump. The values are roughly
rounded.

Part Cost

St 707 getter 300e
Flange 150e
Feedthrough 250e
Ceramic and Al2O3 parts 70e
Steel and Copper parts 50e
Screws 15e
Total 835e
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D.4 Test and Characterization

D.4.1 Test Setup

a b

Figure D.3: (a) The test chamber with the NEG pump mounted. (b) A schematic cross-section
of the test chamber with the NEG pump. The test chamber can be pumped by both the NEG
pump (A) and a TMP (B). Both pumps can be separated from the test chamber via gate valves
(C & D). In addition to the pressure gauge at the NEG pump (E), a second pressure gauge is
installed directly at the test chamber (F).

To test the NEG pump and estimate its pumping capability, it was mounted on a test chamber as
shown in Figure D.3. The test chamber has been designed and built by Lars Mühlenberend270.
A turbomolecular pump (TMP) from Pfei�er (Type: TMU 071 P) was used as primary vacuum
pump. Both the TMP as well as the NEG pump could be separated via gate valves from the
test chamber. An additional pressure gauge (Pfei�er Compact Full Range Gauge, Type PKR
251) was installed to the chamber. Furthermore, a �ne dosing valve and a mass spectrometer
were mounted.

After assembly, the whole setup was baked and the NEG pump was activated. For the latter, a
current of 40A was applied to the NEG strip. To fully activate the getter material, a temperature
above 400 ◦C was kept for 28min with a maximum of 417 ◦C as measured with the thermocouple.
After bakeout and with both pumps running, a base pressure of 7×10−11 torr was measured via
the mass spectrometer. Unfortunately, both pressure gauges were out of range with a minimal
pressure of 5 × 10−9 mbar and 5 × 10−10 mbar for the pressure gauge at the test chamber and
the NEG pump respectively.
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D.4.2 Measurement of the Pumping Speed

The pumping speed of TMP and NEG pump is independent of the pressure when dealing with
high vacuum271. Therefore it is a good measure of the e�ciency of such pumps. However, the
pumping speed strongly depends on the type of gas being pumped. Typically, NEG pumps
achieve the highest pumping speeds for hydrogen, while inert gases are not pumped at all. In
the following, pure nitrogen is used as test gas, which enables the comparison with other pumps,
since pumping speeds for nitrogen are given by most manufacturers.
Basically, the pumping speed S of a pump can be estimated by measuring the base pressure pB
achieved with a given leakage rate Q (Reference 271, Equation 5.2):

pB =
Q

S
(D.64)

Here, a �ne dosing valve is used to insert nitrogen into the test chamber. The leakage rate Q of
the �ne dosing valve at a speci�c setting can be determined by measuring the rise of the pressure
p(t) in the chamber with all pumps disconnected (Reference 271, Equation 5.3):

p(t) = p(t = 0) +
Q · t
V

, (D.65)

with V being the Volume of the chamber. Here, V = 29.3 l as determined via the CAD model
of the chamber in Autodesk Inventor.
When a pump is connected to the chamber, a base pressure sets in. The pumping speed of the
pump can then be determined with Equation D.64. In the following, the pump was connected at
�rst while setting the �ne dose valve to a �xed leak rate. Then, the base pressure was recorded
and after that, the pump was disconnected to measure the leak rate as described above.
However, the pumping speed determined in this way is the e�ective pumping speed. Its value
might be signi�cantly lower than the gross pumping speed, since it is reduced, e. g., by pipe
sections through which the pump is connected to the chamber.

D.4.2.1 Pumping speed of the TMP

In a �rst step, the pumping speed of the TMP is determined.
The pumping speed for nitrogen is given as SN2

= 60 l s−1 by the manufacturer272. However,
this pumping speed is reduced by a splinter shield and the gate valve and CF63 tube, which
connect the TMP to the actual test chamber. The splinter shield reduces the pumping speed by
approximately 15%272. The conductance of the connection piece of gate valve and CF63 tube
has been determined nomographically (Reference 271, p. 158). With a diameter of 63mm and a
length of 245mm measured from the �ange of the TMP to the interior wall of the main chamber
a conductance of L = (89 ± 9) l s−1 is obtained. The e�ective pumping speed of the TMP is
therefore calculated as follows (Reference 271, p. 15, Equation 1.24):

Seff,N2 =
1

1
0.85·SN2

+ 1
L

= (32± 2) l s−1 (D.66)
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pB q S
Measurement (mbar) (mbar/s) (l/s)

#1 6.2E-9 4.8E-9 22.5
#2 6.8E-9 5.0E-9 21.5
#3 1.17E-8 8.8E-9 21.9
#4 2.56E-8 22.5E-9 25.7

Table D.2: Measured values for the base pressure pB achieved with the TMP at a reduced leak
rate of q = Q

V . S is the resulting e�ective nitrogen pumping speed of the TMP.

For comparison, the pumping speed of the TMP was measured as described above. In Table D.2
the results of four measurements are shown. The mean value of the e�ective pumping speed is
therefore (23± 2) l s−1, which is much smaller than the calculated one from above.

D.4.2.2 Pumping speed of the NEG pump

The pumping speed of the NEG pump was determined in the same way. Here, the volume of the
test chamber is V = 29.5 l. It deviates from the value noted before due to volume changes caused
by (dis-)connecting the gate valves. The measured data are shown in Table D.3 and leads to an
average e�ective pumping speed of (32± 6) l s−1. It should be noted that the e�ective nitrogen
pumping speed of the self built NEG pump is higher than that of the commercial TMP.

pB q S
Measurement (mbar) (mbar/s) (l/s)

#1a 2.05E-8 3.43E-8 49.3
#1b 2.00E-8 2.01E-8 29.6
#1c 1.46E-8 1.42E-8 28.6
#2 9.1E-9 8.17E-9 26.5
#3 8.6E-9 7.78E-9 26.7
#4 1.55E-8 1.53 E-8 29.2
#5 7.8E-8 8.91E-8 31.4
#6 3.24E-8 3.25E-8 29.6
#7 2.64E-8 2.61E-8 29.1
#8 6.25E-8 6.49E-8 30.6
#9 1.02E-7 1.25E-7 36.0

Table D.3: Measured values for the base pressure pB achieved with the NEG pump at a reduced
leak rate of q = Q

V . S is the resulting e�ective nitrogen pumping speed of the NEG pump.

However, the gross pumping speed is of higher interest for comparing with other pumps. The
NEG pump was connected via an angled tube piece to the chamber, which reduces the e�ective
pumping speed. The conductance of this connection piece has been determined nomographically
to L = (174± 10) l s−1. Here, the angle Θ = 90◦ of the tube is taken into account by calculating
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an e�ective length leff of the tube (Reference 271, p. 17, Equation 1.32):

leff = laxial + 1.33 · Θ

180◦
· d = 512mm, (D.67)

where laxial = 446mm is the axial length of the connection piece. Its diameter is d = 100mm.
In analogy to Equation D.66, the gross pumping speed of the NEG pump is calculated as:

SN2
=

1
1

Seff
− 1

L

≈ (39± 10) l s−1 (D.68)

D.4.2.3 Comparison to other NEG pumps

In order to classify the determined pumping speed of our NEG pump it is compared to similar
pumps in the following.
Kikuchi et al. report about a self built NEG pump where they also used St 707/CTAM/30D-
strips as getter material273. For this pump, they determined a nitrogen pumping speed of
SN2

= 25 l s−1 274, which is slightly less than in our case, even though they used signi�cantly
more getter material, namely 2.85m of the strip. The di�erence in pumping speed might come
from the di�erent pump design. Kikuchi et al. arranged the strip more densely. Furthermore,
they use indirect heating via a tantalum wire installed in the center of the pump for the activation
of the NEG. This arrangement might lead to an inhomogeneous heating of the getter material
and thus less pumping capability.
Kodama et al. also report more recently about self built NEG pumps, where they used NEG pills
comprising a Zr-V-Fe alloy identical to St 707275,276. With their best performing NEG pump,
they achieved a nitrogen pumping speed of 17 to 35 l s−1 using 72 g of the getter material275.
Still, our NEG pump shows a better e�ciency considering that we used less than half as much
getter material.
The latest commercially available NEG pumps from SAES use di�erent getter materials like
St 172, which is based on St 707277. The CapaciTorr® D 200 for example uses 28 g of St 172278.
It is much more compact than the self built NEG pumps, sitting on a CF35 �ange and with a
length of only 88mm. Still, a nitrogen pumping speed of 60 l s−1 is achieved278.

In conclusion, our NEG pump performs very well, especially in comparison to similar self built
pumps. However, the performance of a commercial NEG pump is not reached. The self built
pump can still be a reasonable low cost alternative, in particular when the extra weight and the
space needed do not matter much.

D.4.2.4 Hydrogen pumping speed

I did not determine the pumping speed of our NEG pump for hydrogen directly. However, the
hydrogen pumping speed of similar NEG pumps like the one from Kikuchi et al. and also of the
CapaciTorr® D 200 is 3.3 times higher than the corresponding nitrogen pumping speed274,278.
The pumps from Kodama et al. reach an even higher ratio275. Taking the factor of 3.3, our NEG
pump achieves an extrapolated hydrogen pumping speed of SH2

= (105± 20) l s−1.
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D.5 Installation at the STM Chamber

After the pump had been successfully tested, it was mounted in January 2016 to the STM
chamber of the STM apparatus built by Lars Mühlenberend270. A test in may 2016 showed
that the NEG pump was able to further reduce the minimal pressure, dominated by hydrogen,
by approximately 30% � although an ion getter pump, a titanium sublimation pump, and two
TMPs were already running. Thus, the self built NEG pump is considered a success.

D.6 Saturation and Life Time

NEG materials bind various residual gases via surface sorption. At room temperature, those
compounds deposit on the surface until it is completely covered. The pumping capability de-
creases and pumping comes to a halt. To restore the pumping capability, the surface of the
NEG pump needs to be reactivated, which is done by heating the getter material. At higher
temperatures, the pumped compounds become mobile and di�use into the getter material. For
St 707 20min at 400 ◦C are su�cient for full activation266. However, a NEG pump cannot be
reactivated an unlimited number of times, since the getter material becomes saturated at some
point.

D.6.1 Pumping Capacity

The pumping capacity of the NEG pump depends of course on the gases pumped. In the
brochure for SORB-AC wafer modules279, which are also equipped with St 707 strips, SAES
gives the following rule of thumb for the amount of gases pumped before a replacement of the
getter is required:

nCO + nCO2 +
1

5
nO2

+
1

3
nH2O +

1

4
nN2

= 2.2 torr · l/g (D.69)

With 34 g of getter material, our pump has therefore a capacity of approximately 100mbar l. To
better assess this value, two rough estimates are done in the following:

1. I assume that the NEG pump has a pumping speed of 40 l s−1. In the chamber to be pumped
be a residual gas of pure carbon monoxide at a pressure of 1×10−9 mbar. Then, the time needed
to pump an amount of 100mbar l is 81.3 years.

2. When venting the NEG pump, its surface will be completely covered by a monolayer of
adsorbates. The St 707 strip has an e�ective getter surface of 1500 cm2 m−1 280, which gives
an e�ective surface area of approximately 2500 cm2. With an assumed particle density of 1 ×
1016 cm−1 this area is covered by approximately 2.5× 1019 = 4.2× 10−5 mol, which corresponds
to an amount of approximately 1mbar l. Thus, our NEG pump could be vented and reactivated
one hundred times before reaching its maximal capacity.
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D.6.2 Saturation

Even before reaching full surface coverage, the pumping capability of the NEG pump decreases
signi�cantly with the amount of pumped gases. In the St 707 brochure266, the sorption charac-
teristics of St 707 for hydrogen, carbon monoxide and nitrogen are given. At room temperature,
the nitrogen pumping speed of an St 707 pellet with a surface area of 50mm2 decreases by more
than 50% after an amount of 0.1 cm3torr ≈ 7.5 × 10−5 mbar l had been pumped. By extrapo-
lation from this value, an amount of 0.375mbar l is obtained for our NEG pump. At a mean
pumping speed of 20 l s−1, it would take approximately 217 days at a pressure of 1× 10−9 mbar

of pure nitrogen gas to reach that amount.
However, in a typical STM UHV chamber a pressure below 1 × 10−9 mbar is reached, which is
dominated by hydrogen. In such an environment, it takes much longer to decrease the pumping
speed of the NEG pump by 50%.
Normally, a reactivation of the NEG pump after each bake out of the chamber or at least every
few years should be su�cient to obtain a good pumping capability.

D.6.3 Hydrogen Pumping

In contrast to other gases, hydrogen is not bound permanently to the getter material. Instead,
it can be released into the vacuum. Furthermore, it dissolves into the getter material even at
room temperature. In theory, a state of equilibrium will be reached after a long time at a given
temperature T , with a homogeneous concentration Q of hydrogen in the getter material and a
hydrogen partial pressure p in the vacuum. This state of equilibrium follows Sieverts' Law266:

log10

( p

torr

)
= 4.8 + 2 · log10

(
Q · g

torr · l

)
− 6116K

T
(D.70)

At room temperature and at a partial pressure of only 1×10−11 mbar, this relation would lead to
a hydrogen concentration of approximately 400mbar l g−1. However, the St 707 already becomes
brittle at a concentration of approximately Qmax = 27mbar l g−1 266. It is recommended to not
exceed this concentration, if embrittlement is a concern. Fortunately, it takes some time for
the state of equilibrium to be reached in a typical UHV environment, as demonstrated in the
following:
Under the assumption of a vacuum with a partial pressure of hydrogen of pH2 = 1× 10−9 mbar,
and with a hydrogen pumping speed of the NEG pump (34 g of St 707) to be 100 l s−1, the
hydrogen concentration Qmax is reached after ≈300 years of continuous pumping.

But even when exposed to air (hydrogen partial pressure of approximately 6×10−4 mbar 281), a
critical hydrogen concentration is not reached immediately, since the NEG becomes passivated
and the hydrogen pumping speed is decreased drastically. For long term storage, the St 707
should be kept under vacuum or in a protective gas atmosphere anyway.
During activation, the pumping capability for hydrogen will be fully restored. At a temperature
of 400 ◦C and a typical pressure of 1 × 10−6 mbar, the hydrogen concentration in the getter
material is reduced to approximately 0.16mbar l g−1.
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D.7 Redesign

Figure D.4: Redesign of the NEG pump. The strip is arranged in a spiral, which results in a
more compact pump.

Since the �rst attempt to build a NEG pump by ourselves was successful and there is still most
of the St 707/CTAM/30D strip left (ca. 8.3m), it suggests itself to build further NEG pumps.
However, the experience gained during the construction of the �rst pump has stimulated a new
design.
The redesign was made in Autodesk Inventor (just like the �rst design by Lars Mühlenberend)
and is shown in Figure D.4. Again, a CF100 �ange is used as a basis. In contrast to the �rst
design, the NEG strip is arranged in a spiral. This layout brings multiple advantages: First, it
should be easier to assemble the pump, since nearly no bending of the strip is needed, which is
already delivered rolled up in a spiral. Secondly, the pump becomes much more compact and
�nally the area of the strip that is covered by other building parts is minimal. However, in this
design only ca. 1m of the getter strip is used. To increase the amount of getter material, it
is possible to stack multiple of those spirals on top of each other. Alternatively, a larger basis
�ange could be used to allow for more turns of the strip. The �nal decision on which way to go,
however, depends on the location of use.
Lastly, in the new design a single four-pin feedthrough is used for the heating current and the
thermocouple together.
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