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Figure 1: The design space for combining 3D representations with 2D abstract representations.

ABSTRACT

We discuss a design space for combining, linking, and jointly pre-
senting 3D spatial data together with related abstract data, the latter
typically mapped to 2D space. Even though guidelines exist for
creating linked 2D views that help designers and inspire researchers,
they typically do not encompass 3D spatial data representations.
We thus first reviewed the existing visualization literature and ex-
plored linking patterns in existing systems. We then extracted the
dimensions of how these tools combine 2D and 3D data by their
semantic relationships, display environment, placement, and the
linking methods between them.

1 INTRODUCTION AND BACKGROUND

3D representations can depict information of real spatial phenomena
such as 3D positions and shapes, while 2D representations can
provide additional detailed abstract data. The latter often cannot
easily be represented within the main spatial 3D representation, thus
often separate representations are used. There are many system
interfaces combining 3D representations with 2D abstract data and
there are endless ways to layout the visuals. We thus studied the
literature and summarize the systematic design choices to allow
practitioners and researchers effectively represent and link both
types of representations in an understandable and intuitive way.

Concepts and theories behind multiple linked views and tech-
niques for doing so have previously been discussed [6, 9] and re-
searchers have also investigated relations between 2D and 3D rep-
resentations in VR [4]. The literature lacks, however, a general
understanding of how to combine 2D and 3D representations in non-
immersive environments (e. g., desktop and touchscreen interfaces).
We thus specifically focus on how 3D and 2D representations can
be combined. Within the timeframe of 2012–2022, we surveyed
all papers from IEEE Vis, EuroVis, and TVCG and extracted 97
relevant papers. We then derived a design space for such systems
based on our analysis. We organized the design considerations into
four aspects: why interfaces contain both 2D and 3D representations,
how they are displayed within a system, how they are linked to each
other, and how users can control the system.
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2 DESIGN SPACE

When surveying the literature, we excluded papers that introduce
novel rendering methods of the 3D data or systems without any 2D
graphs. We consider 2D abstract representations as visualizations
on a planar space, we thus excluded interfaces with 3D data accom-
panied only by text, text fields, sliders, and buttons as well. We
also excluded papers about evaluating these tools or introducing
guidelines for visualizations. We thus were left with only work on
interfaces with both 2D and 3D representations. Considering that
many systems we reviewed include not only one 2D and one 3D win-
dow, but multiple 2D and multiple 3D windows which all linked to
each other in unique ways, our foremost attempt was to capture the
relationship between the 2D and 3D visualizations. When creating
our design space, we started with the explicit aspects of visualiza-
tions (e. g., the devices on the visualizations are displayed and the
relative layout of 2D and 3D representations). Then we went deeper
into the connection methods between the 2D and 3D visualizations.
We also observed the relative differences between these two parts in
interaction and their inner correlation in semantics. We summarized
all the considerations into the following five aspects.

2.1 Semantic Relationship
Here we mainly focus on the reasons for combining 2D and 3D
representations and the added value they have for each other. For
example, a second representation with a different dimension could
add more information or emphasize aspects of the data.

Additional Data: One scenario where an interface combines 2D
and 3D representations is that the data can be multivariate and it has
additional aspects and dimensions that need to be shown as well. In
this case, 2D graphs are generated as a way to show additional and
inherent aspects of the 3D data, such as the temporal data behind the
3D models. 2D representations can also function as records for user
history or 3D data can present additional aspects. The designers can
use, e. g., stacked 3D views with temporal information [7] .

Abstraction: Its purpose is to emphasize some aspects of the 3D
spatial data. Designers can use techniques such as flattening, cross-
section, node-link diagrams, or other dimension reduction methods
to express spatial data in the 2D space.

2.2 Display and Interaction Environment
Here we look at how a visualization is shown and the type if input.

Desktop: Traditional PC settings with keyboard/mouse input.



Touch Screen: All types of screens which capture touch input,
including small tabletop screens and large wall-scale displays.

Tangible: The data is represented by physical objects, such as
made from wood, plastic, or glass.

Virtual & Augmented Reality: Immersive environments that
typically require specific equipment. Users usually interact with
hand gestures or virtual reality controllers.

2.3 Layout
The 2D and 3D representations can be placed differently with respect
to each other: separately at the same time, in the same space but at
different times, or together simultaneously.

Separate: This is the most common approach to placing 2D and
3D representations. In these designs, both types of representations
exist in a separate area, respectively, and do not collide with each
other (juxtaposition). The window sizes can be adjusted, or new
visualizations can be added to the layout via new windows.

Replacing: Unlike juxtaposition, the 2D and 3D representations
can also exist in the same window but not at the same time. They
replace each other and the user controls the ’switch’ between them.
This layout is often preferred in interfaces where 2D visualizations
abstract 3D models. Transformation animations can help viewers to
keep track of the corresponding data in different dimensions.

Colliding: In this layout, 2D and 3D visualizations share the
same space at the same time. We consider two sub-categories within
this group depending on whether the visual context is a 3D or a
2D representation. For 2D on 3D setups the main entity is a 3D
representation and 2D abstract data is represented within the 3D
space, attached to the 3D data. Not only the 2D data itself but also
the location of the 2D data on the 3D model conveys information.
Examples of this type of layout are 2D map routes on 3D cities [8]
and 2D graphs displayed within the 3D spatial data [1]. In contrast,
in 3D on 2D layouts 3D shapes and models are placed on a 2D
graph. We also included cases where 3D models are formed by 2D
stacked images on an image. System designers may use 2D graphs
as a way to organize, classify, or show relationships between the 3D
models. Examples are 3D trajectories on a 2D map [7] and small 3D
multiples placed on a 2D graph [10].

2.4 Linking Relationship
The level and the direction of linking between the 2D and 3D repre-
sentations is essential. First, we look at the level of linking:

Data Linked: In this minimum level of linking between 2D and
3D representations, both representations use the same data but users
cannot manipulate the views using each other. 2D and 3D views
require an external control panel for data manipulation.

Visually Linked: Both views are coordinated visually. Users
can rotate or zoom in one view and the system updates or renders
the other view accordingly. The system, however, does not support
interactive data selection between the windows.

Interactively Linked: These systems facilitate data selection
and filtering across views via user interaction, which is increasingly
done in recent work. For example, one can highlight data and select
objects from either 2D or 3D views [2]. Other than highlighting
with hovering or pointer selection, other common data selection
methods include lasso selection, brushing, and rectangle selection.
In addition, system designers can create their custom tools for inter-
action [3]. Such diverse interaction methods heavily depend on the
chosen visualization environment.

Second, in systems that allow manipulation of the views, the
direction of interaction can be different:

From 2D to 3D: The user can change views or select data only in
the 2D view. The changes made on 2D are rendered on the 3D side.

From 3D to 2D: The user can change views or select data only
in the 3D view, and the 2D data is updated based on the changes.

Bidirectional: Users can change views or select data via interact-
ing in either view. The changes are updated in both views.

2.5 Type of Control Panel
External Control Panel: In the majority of the interfaces, the data
flow in the 2D and 3D visualizations is controlled by an external
panel consisting of text fields, sliders, and buttons. The 2D and 3D
representations do not serve as a controller.

2D control panels: Unlike the mainstream approach to control
panels, system designers can also choose to design a 2D graph
as the control panel. With 3D representations, the systems use
2D representations to control the rendering of the 3D data, which
provides an overview to the user. The user thus manipulates the 3D
model via interacting with the 2D graph.

3D control panels: In this case, the 3D model acts like a control
panel for the information flow in the 2D representation. Compared
to a fair amount of 2D graph control panel examples, we saw only
one example: a system for visualizing pathology in blood vessels [5].
This interface uses the 3D vessel model to allow users to navigate the
generated 2D pictures. The 3D model thus provides an overview and
works as a map, whereas the generated 2D images provide detail.

3 CONCLUSION

We found that many systems that deal with both 3D spatial and
abstract data link respective representations in various and innova-
tive ways. With such linked views they help users with extracting
information, summarizing, getting an overview, and being aware
of the data as a whole. The interactive linking between both repre-
sentations largely enhances the information delivery and expands
hidden data. We thus hypothesize that it increases people’s general
engagement in a system. We are currently working on creating a
web-based overview of our survey, including a detailed code book
to summarize the different design choices.
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