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Abstract 

Multidimensional omic datasets often have correlated features leading to the possibility of 

discovering multiple biological signatures with similar predictive performance for a phenotype. 

However, their exploration is limited by low sample size and the exponential nature of the 

combinatorial search leading to high computational cost. To address these issues, we have 

developed an algorithm muSignAl (multiple signature algorithm) which selects multiple signatures 

with similar predictive performance while systematically bypassing the requirement of exploring all 

the combinations of features. We demonstrated the workflow of this algorithm with an example of 

proteomics dataset. muSignAl is applicable in various bioinformatics driven explorations, such as 

understanding the relationship between multiple biological feature sets and phenotypes, and 

discovery and development of biomarker panels while providing the opportunity of optimising their 
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development cost with the help of equally good multiple signatures. Source code of muSignAl is 

freely available at https://github.com/ShuklaLab/muSignAl. 
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In bioinformatics data analysis, sometimes we encounter a small sample size, for example in case of 

patient recruitment for rare diseases [1, 2]. However, the samples may frequently have a large 

number of features, such as those involving high throughput omics experiments [3]. Multiple 

features from such samples are often highly correlated, for example due to their involvement in 

associated biological interactions, and hence multiple different combinations of the correlated 

features can perform similarly in predicting a given phenotype or outcome. This opens-up a 

possibility of discovering multiple feature sets, that are equally good in predicting the phenotype. 

These multiple signatures, for example, can help in understanding the relationship between multiple 

combinations of biological features and phenotypes. They can also help in optimising the cost of 

biomarker panel development for diagnostic or prognostic applications, by providing more options 

of signatures with equally good predictive performance. A recent study [4, 5] reported a method to 

obtain unbiased features in such situations involving low sample size and high feature space. 

However, the authors didn’t explore the possibility of recursive search of all possible feature 

combinations as its complexity is of O(NN) making it exponentially computer intensive with the 

increase in features. Taking inspiration from Enroth et al study [6], we have developed and 

implemented muSignAl algorithm in R, which recursively explores all feature combinations by 
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systematically deleting the selected features one-by-one to facilitate the discovery of multiple 

signatures that exhibit similar predictive performance (Figure 1).  

 

Initially, 80% (default value) of the data along with all the features is randomly selected and feature 

selection is performed using Generalised Linear Models (GLMs) (Figure 1, right panel). This process is 

repeated 100 times (default value) and feature sets showing an area under the receiver operating 

characteristic curve (AUC) > 0.5 are selected, where > 0.5 ensures better than a random selection. 

Proportion of models in which the feature has appeared is obtained as a measure of feature 

importance (FI). A threshold k=0.9 (default value) is applied on the FI to select the first set of 

features and its predictive performance is calculated. In the next pass, features from this first feature 

set are removed one-by-one and the above process of feature selection is recursively repeated on 

the reduced feature set until the algorithm is left with only two features in each leaf at the bottom 

of the algorithm tree (Figure 1, left panel). All the feature sets along with their predictive 

performance is sent as an output of the function. Default values of all the parameters of the 

algorithm can be changed by the user. A sample evaluation case run with the final output is available 

in the example folder of the Github repository https://github.com/ShuklaLab/muSignAl, and have 

been presented and discussed later.  

 

We have used least absolute shrinkage and selection operator (LASSO) for feature selection [7]. 

However, LASSO saturates with fewer features [8]. This was overcome by partly including Ridge 

regularization, resulting in an Elastic Net model. We deployed GLMs to create an intuitive 

mathematical formulation with a linear combination of feature values. The GLM was an Elastic Net 

with alpha of 0.9, which implements regression with 90% LASSO and 10% Ridge regularization. The 

aim was to select non-correlated features, which was achieved by LASSO regularization. The 

muSignAl algorithm is developed in an open-source platform R version 3.6 [9]. The basic data pre-

processing was done using the caret package [10]. The model was built using the glmnet package [8]. 

ROC was built using the pROC package [11]. The algorithm requires a dataframe of features and 

target variable. The R function muSignAl() reads the input data file along with feature space to 

search from and target variable. It then outputs multiple signatures along with their performances as 

a dataframe. The algorithm is provided as a tool on the open-source GitHub repository: 

https://github.com/ShuklaLab/muSignAl. 
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For the evaluation of muSignAl algorithm, we have taken the publicly available dataset from Brunner 

et al study [12] which consists of 77 patient samples and 91 protein features from Olink Proteomics 

(www.olink.com) CVD-II panel. Samples were grouped as a healthy cohort (n=18) and an atopic 

dermatitis cohort (n=59). We ran muSignAl() with a FI threshold of k=0.9 on this dataset, which 

generated 1,984 signatures as an output; out of which, 158 were unique. Figure 2 reports the AUC 

performance of these 158 signatures; out of which, 47 had greater than 0.95 AUC (Table 1). The AUC 

has been recommended to be used in preference to overall accuracy when evaluating machine 

learning (ML) algorithms [13, 14], which should equally apply when evaluating different multiple 

signatures. Other bioinformatics studies also report AUC as one of the major performance metric 

when applying ML [15-17]. Above case run took 20.05 hours on a PowerEdge R740XD server. 

However, since the muSignAl algorithm implements a recursive function, the computational run-

time may vary depending on the dataset and computational resources. For example, if most of the 

feature variables present in the dataset are predictive (i.e., significantly associated with a 

phenotype), the algorithm will identify more signatures and hence will take longer. Similarly, if most 

of the feature variables present in the dataset are non-predictive, the algorithm will stop quickly. 

 

Thus, muSignAl algorithm can discover multiple omic signatures with similar predictive performance. 

It will be useful in analysing multidimensional omic datasets especially those with low sample sizes 

often encountered for example in studies of rare diseases. It will be applicable in various 

bioinformatics driven explorations, such as understanding the relationship between multiple 

combinations of biological features and phenotypes, and discovery and development of biomarker 

panels while providing the opportunity of optimising their development cost with the help of equally 

good multiple signatures. 
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Figure and Table Legends 

 

Figure 1. Flowchart presentation of the muSignAl algorithm. Oval shapes represent start/stop, circles 

represent in/out connectors, parallelogram boxes represent input/output, square boxes represent 

computation process, and rhombus box represent decision process. Signatures retrieved at each 

pass are presented in bold. The decision of whether the number of features are less than 2 will be 

taken at every input box. The feature selection box of the main algorithm on the left has been 

zoomed-out and presented on the right. k is the cut-off for the feature importance (FI) where FI is 

the proportion of models in which the feature has appeared. 

 

Figure 2: AUC values of the first 158 unique signatures. Dotted line shows 0.95 cut-off value for AUC. 

Forty-seven peaks above the dotted line are the 47 signatures presented in Table 1.  
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Table 1: Selected signature proteins (feature sets) based on AUC > 0.95. 

 

Signature No. Signature proteins AUC 

2 IDUA, IL16, DECR1, SORT1, GT 0.98 

5 GT, IL16, PARP-1, STK4, SORT1 0.98 

6 IL16, STK4, PARP-1, SORT1 0.95 

9 STK4, GT, PARP-1, SCF, SORT1 0.98 

11 PARP-1, SORT1, STK4, GT 0.95 

14 IL16, PARP-1, GT, SORT1, GH 0.96 

15 IL16, GT, PARP-1, TIE2 0.96 

19 GT, NEMO, PARP-1, TIE2, IL-4RA, SORT1 0.96 

23 TIE2, GT, NEMO, PARP-1 0.95 

27 GT, NEMO, PARP-1, TIE2, IL-4RA 0.96 

28 IL16, PARP-1, GT, TIE2 0.96 

30 IL16, PARP-1, GT, SORT1, TIE2 0.98 

35 GT, IL16, PARP-1, SORT1, DCN 0.97 

36 IL16, PARP-1, SORT1, GT 0.95 

42 STK4, MMP-12, PARP-1, GT, SORT1 0.97 

43 GT, PARP-1, STK4, SORT1 0.95 

44 GT, IL-4RA, NEMO, PARP-1, SORT1, TIE2 0.96 

47 MMP-12, PARP-1, GT,STK4, TIE2 0.96 
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58 PARP-1, STK4, GT, MMP-12, SORT1 0.97 

59 GT, MMP-12, NEMO, PARP-1, TIE2 0.95 

61 GT, NEMO, PARP-1, TIE2 0.95 

64 GT, STK4, PARP-1, SORT1 0.95 

66 IL16, GT, PARP-1, SORT1 0.95 

70 GT, STK4, PARP-1, SCF, SORT1 0.98 

75 GT, PARP-1, SORT1, STK4 0.95 

84 DECR1, GT, IL16, PARP-1, SORT1 0.98 

85 DECR1, IL16, PARP-1, SORT1, GH 0.97 

88 DECR1, IL16, PARP-1, SORT1 0.97 

89 IL16, PARP-1, STK4, SORT1 0.95 

92 DECR1, MMP-12, PARP-1, SORT1, GT 0.96 

93 DECR1, IL16, GT, SORT1 0.98 

95 DECR1, IL16, PARP-1, GT 0.97 

108 IDUA, IL16, SORT1, GT 0.99 

115 IDUA, IL16, ADM, SORT1 0.98 

116 IDUA, IL16, SORT1, PARP-1 0.99 

118 IDUA, IL16, SORT1 0.98 

135 IDUA, IL16, ADM, DECR1, SORT1 0.98 

140 CCL17, ADM, DECR1, IL16, PARP-1 0.96 

141 CCL17, DECR1, SORT1, PARP-1 0.97 
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142 DECR1, IL16, PARP-1, SORT1, GT 0.98 

143 CCL17, PARP-1, SORT1, IL16 0.96 

147 CCL17, DECR1, SORT1 0.96 

148 CCL17, IL16, SORT1, PARP-1, ADM 0.99 

150 CCL17, DECR1, ADM, PARP-1, SORT1 1.00 

151 CCL17, DECR1, PARP-1, SORT1 0.97 

155 CCL17, ADM, DECR1, SORT1 0.98 

157 CCL17, ADM, SORT1 0.97 

 

 

 

 


