
Journal of King Saud University – Computer and Information Sciences xxx (xxxx) xxx
Contents lists available at ScienceDirect

Journal of King Saud University –
Computer and Information Sciences

journal homepage: www.sciencedirect .com
Identification of Multilingual Offense and Troll from Social Media Memes
Using Weighted Ensemble of Multimodal Features
https://doi.org/10.1016/j.jksuci.2022.06.010
1319-1578/� 2022 The Author(s). Published by Elsevier B.V. on behalf of King Saud University.
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

⇑ Corresponding author.
E-mail addresses: eftekhar.hossain@cuet.ac.bd (E. Hossain), omar.sharif@cuet.ac.

bd (O. Sharif), moshiul_240@cuet.ac.bd, moshiul240@cuet.ac.bd (M.M. Hoque),
adewan@athabascau.ca (M.A. Akber Dewan), nh.siddique@ulster.ac.uk (N. Siddi-
que), azad@cuet.ac.bd (M.A. Hossain).

Please cite this article as: E. Hossain, O. Sharif, Mohammed Moshiul Hoque et al., Identification of Multilingual Offense and Troll from Social Media Memes Using Weighted

ble of Multimodal Features, Journal of King Saud University – Computer and Information Sciences, https://doi.org/10.1016/j.jksuci.2022.06.010
Eftekhar Hossain a, Omar Sharif b, Mohammed Moshiul Hoque b,⇑, M. Ali Akber Dewan c, Nazmul Siddique d,
Md. Azad Hossain a

aDepartment of Electronics and Telecommunication Engineering, Chittagong University of Engineering & Technology, Chittagong 4349, Bangladesh
bDepartment of Computer Science and Engineering, Chittagong University of Engineering & Technology, Chittagong 4349, Bangladesh
c School of Computing and Information Systems, Faculty of Science and Technology, Athabasca University, Athabasca, AB T9S 3A3, Canada
d School of Computing, Engineering and Intelligent Systems, Ulster University, Londonderry BT47 7JL, UK

a r t i c l e i n f o
Article history:
Received 3 March 2022
Revised 16 June 2022
Accepted 17 June 2022
Available online xxxx

Keywords:
Multimodal learning
Multimodal data
Multilingual offense detection
Ensemble
Multimodal fusion
a b s t r a c t

In recent years, memes have become a common medium of promulgating offensive views by the content
polluters in social media. Due to their multimodal nature, memes can easily evade the content regulators’
eyes. The proliferation of these undesired or harmful memes can cause a detrimental impact on social
harmony. Therefore, restraining offensive memes on social media is of utmost importance. However, ana-
lyzing memes is very complicated as they implicitly express human emotions. Previous studies have not
explored the joint modelling of multimodal features and their counteractive unimodal features (i.e.,
image, text) to classify undesired memes. This paper presents a framework that utilizes the weighted
ensemble technique to assign weights to the participating visual, textual and multimodal models. The
state-of-the-art visual (i.e., VGG19, VGG16, ResNet50) and textual (i.e., multilingual-BERT,
multilingual-DistilBERT, XLM-R) models are employed to make the constituent modules of the frame-
work. Moreover, two fusion approaches (i.e., early fusion and late fusion) are used to combine the visual
and textual features for developing the multimodal models. The evaluations have demonstrated that the
proposed weighted ensemble technique improves the performance over the investigated unimodal, mul-
timodal, and ensemble models. The result shows that the proposed approach achieves superior outcomes
on two multilingual benchmark datasets (MultiOFF and TamilMemes), with 66:73% and 58:59%
weighted f 1-scores, respectively. Furthermore, the comparative analysis reveals that the proposed
approach outdoes other existing works by improving approximately 13% and 2% weighted f 1-score gain.
� 2022 The Author(s). Published by Elsevier B.V. on behalf of King Saud University. This is an open access

article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction

With the phenomenal rise of social media platforms, the world
is witnessing a growing epidemic of online offensive and abusive
behaviour. A significant portion of social media users has either
experienced or witnessed some form of online offense (Duggan,
2017). In these platforms, the users have the freedom to post, com-
ment or share content without modification or intervention of any
legal authority (Jørgensen and Zuleta, 2020). This freedom allows
some malign users to dispense offensive content, spread
rumor/fake news, harass communities or individuals and damage
communal harmony. This proliferation of objectionable content
in public spaces has detrimental impacts on society (Bannink
et al., 2014). Therefore, to maintain social harmony and ensure
the quality of the social network ecosystem it is important to expel
such content. To date, many works have been conducted to detect
and mitigate the spread of objectionable content on online plat-
forms. The majority of the works (Aroyehun et al., 2018;
Pavlopoulos et al., 2019; Sharif et al., 2021) focused on only textual
modality to identify troll and offensive contents. The SemEval
offensive language identification task provides a multilingual data-
set to detect the type and target of offensive texts (Zampieri et al.,
2020). Kumar et al. (2020) summarize the system’s outcome devel-
oped on the multilingual troll and aggression dataset. Developing a
system that can automatically flag offensive contents is still an
arduous problem due to the implicit nature, multi-modality and
complicated structure of the contents. The inherent ambiguity of
language, computational complexity to audit a large amount of
Ensem-
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content, the issue of low-resource language, and the contextual
understanding of natural language are the major obstacles (Zhou
et al., 2021; Davidson et al., 2017). Moreover, the mode of commu-
nication in social media platforms is dramatically transforming day
by day. To deceive the existing NLP system for offensive language
detection, content polluters adapt new strategy to the changing
system.

Posting and sharing memes has recently become a popular form
of modality to disseminate information on social media since
memes can propagate information humorously or sarcastically. A
meme is an image or screenshot with some text embedded into
it. Offensive content creators combine image and text in such a
way that can attract and mislead the viewers. They often misstate
or fabricate the fact with highly sentimental content to facilitate
rapid dissemination. Consider the example of Fig. 1 (c), the image
is benign, which shows the photographs of two south Indian actors.
However, together with the caption, it insults their marriage by
indicating their age gap. It is cumbersome to correctly infer the
meaning of a meme considering only visual or textual modality.
This multimodal nature of the memes makes it very challenging
to differentiate between benign and malign contents. It also aids
the propagation of abusive content. Such memes are increasingly
used as a way to abuse individuals or attack communities based
on their race, gender, religion, sexual orientation, or physical
appearance (Williams et al., 2016; Drakett et al., 2018). The perva-
siveness of these contents poses a direct threat to social peace and
communal harmony.

It is a challenging task to develop an automated system that can
detect offensive memes. Developing a multimodal offense detec-
tion system is intrinsically tricky and complex because it requires
a holistic understanding of visual and textual information. The
implicit meaning of the memes, presence of ambiguous, humorous,
sarcastic terms and usage of attractive, comical, theatrical images
have made meme classification even more complicated. Moreover,
the absence of baseline methods to capture features from multiple
modalities and the prevalence of multilingual texts have further
increased the complexity. Despite the growing body of research
in meme analysis, these issues are not addressed to date.
Suryawanshi et al. (2020a) applied the late fusion technique to
combine multimodal features. Their work employed stacked LSTM
and VGG16 to extract textual and visual features. In another work,
authors classify troll memes using image features without consid-
ering the textual features (Suryawanshi et al., 2020b). Sharma et al.
(2020) organized a SemEval task to analyze the sentiment and
humour of the memes. Their study revealed that the multimodal
fusion techniques are effective in combining visual and textual fea-
tures. Few works train textual and visual models independently
and combine the models outcome rather than training a joint mul-
timodal network (Morishita et al., 2020; Bonheme et al., 2020).
Fig. 1. Few examples where textual content does not convey any exaggerated views, how
troll meme.
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Most past studies considered only a single modality (image or text)
for offense or troll detection, but they did not exploit the advanced
techniques to extract the multimodal features. To utilize the mul-
timodal features concerning modalities should be simultaneously
processed. Therefore, the key research question explored in this
work is how to develop a framework leveraging features from
visual and textual modality to identify offense and troll from
memes.

This work proposes a multimodal architecture to learn joint
representation simultaneously from visual and textual modality
to address the research question mentioned above. The proposed
architecture comprises four constituent modules: (i) Visual feature
extraction module, (ii) Textual feature extraction module, (iii) Mul-
timodal decision fusion module and (iv) Multimodal feature fusion
module. Each of the modules is trained independently. To extract
image features, pre-trained visual (i.e., VGG16, ResNet50, Incep-
tion, Xecption) models are used. Extensive investigation is carried
out with deep neural networks (i.e., CNN, BiLSTM, Attention) and
transformers (i.e., m-BERT, Distil-BERT, XLM-R) to extract the tex-
tual features. Decision and feature fusion modules are responsible
for performing aggregation of the extracted features. We perform
extensive experimentation on English offensive meme
(Suryawanshi et al., 2020a), and Tamil troll meme (Suryawanshi
et al., 2020b) dataset using the modules mentioned above. After
investigating models’ predictions, this work proposes a weighted
ensemble technique that exploits the strength of individual visual,
textual andmultimodal models. The proposedmethod (Section 4.5)
can readdress the softmax probabilities of the partaking models
depending on their prior results. Moreover, the effectiveness of
the proposed model is empirically validated on multilingual data-
sets. The key contributions of this work illustrate in the following:

� Present the detailed statistics of the dataset that facilitate the
preparation of the models providing useful insights.

� Propose a model that exploits visual, textual and multimodal
features of the memes. Moreover, we investigate the multi-
modal decision fusion, and feature fusion approaches with con-
temporary visual and textual models. Finally, we employ an
ensemble technique that automatically assigns appropriate
weight to the participating modules based on their prior perfor-
mance on the dataset.

� Empirically evaluates the proposed model on multilingual (Eng-
lish & Tamil) datasets and demonstrates how ensemble tech-
nique can enhance the classifier’s performance.

� Perform extensive experimentation and compare the perfor-
mance with a set of visual, textual, and multimodal models.
The proposed model outperforms all other techniques with a
significant margin, thus setting up a benchmark to compare
with in the future.
ever, when combine with the visual information, it eventually becomes an offensive/
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The research outcomes presented in the paper is one of the
pioneering works that leverage multimodal features to classify
multilingual offense and troll from memes to the best of our
knowledge. It expects that the resources and system presented in
this paper will facilitate further research in this domain. The
remaining of the paper is structured as follows. Section 2 provides
a summary of few existing works on undesired language detection
concerning unimodal and multimodal approaches. Various termi-
nologies of offense and troll classes are presented with detailed
statistics of the dataset in Section 3. Section 4 discusses the tech-
niques, hyperparameters and architectures of the constituent mod-
ules of the proposed system. Section 5 reports the experimental
findings and extensive error analysis of the models. Section 6
points out the prospects of future development with concluding
remarks.
2. Related work

Although a considerable body of works have been conducted to
identify troll (Mojica, 2018; Mut Altin et al., 2020), aggression (Safi
Samghabadi et al., 2020; Aroyehun et al., 2018), hate speech (Basile
et al., 2019; Fortuna and Nunes, 2018) and abusive (Pamungkas
et al., 2019; Vidgen et al., 2019) contents from a single modality
(i.e. image, text), it is often cumbersome to understand and catego-
rize the contents of a meme considering only one modality. There-
fore, it is important to investigate both visual and textual
modalities to detect offensive memes. However, researches focus
on detecting such contents from multiple modalities is still in
infancy. This section briefly summarizes previous works on unde-
sired contents (i.e., offense, abuse, hate, aggression, troll) detection
considering unimodal and multiple modalities.

2.1. Unimodal based undesired contents detection

In the past few years, a series of tasks have been organized to
identify offense (Zampieri et al., 2020; Chakravarthi et al., 2021),
abuse (Roberts et al., 2019; Akiwowo et al., 2020), hate speech
(Mandl et al., 2020; Bosco et al., 2018) and troll (Kumar et al.,
2020; Kumar et al., 2018) from social media. These tasks aimed
to detect and categorize abusiveness from multilingual (English,
Arabic, Greek, Tamil, Hindi, and Bengali) texts. Zampieri et al.
(2019) develop an English offensive language text dataset. Baseline
experimentation is performed with CNN, BiLSTM and SVM tech-
niques where CNN obtained the maximum macro-f 1 score of
0.80 for the detection task. Wang et al. (2020) applied a knowledge
distillation method on soft labels to categorize multilingual offen-
sive texts. Tulkens et al. (2016) trained multiple SVMs with hand-
crafted dictionary-based features to identify racist texts. Their
system achieved a f 1-score of 0.46, although it does not care about
the context of the texts. Zhou et al. (2020) employed the deep
learning-based fusion approach to identify hate in SemEval-2019
dataset (Basile et al., 2019). Their work applied CNN, BERT, and
ELMo to extract the textual features. Fusion of BERT and CNN
achieved the highest weighted f 1-score of 0.947. Sharif and
Hoque (2021) built an aggressive text identification corpus in Ben-
gali using hierarchical annotation schema. They applied a wide
range of machine and deep learning techniques. The combined
CNN and BiLSTM acquired the best f 1-score of 0.87 and 0.80 in
coarse and fine-grained classification. Saha et al. (2021) employed
a genetic algorithm-based ensemble strategy to identify offense
from multilingual texts. Transformers (BERT, mBERT, DistilBERT)
have been used as the ensemble base and achieved 0.78, 0.74
and 0.97 weighted f 1-score in Tamil, Malayalam and Kannada lan-
guages, respectively. A recent work (Sharif et al., 2021) showed
that transformer-based models outdo ML and DL based methods
3

to detect multilingual offensive texts. Statistical features (number
of comments, replies, positive, negative votes) are utilized to find
trolls in news community forums by Mihaylov et al. (2015). SVM
technique with RBF kernel obtained 82–95% accuracy for various
feature combinations. Andrew (2021) performed experimentation
with SVM, LR, RF, KNN to detect offensive code-mixed YouTube
comments. Their work did not consider any semantics and contex-
tual features for the classification. Davidson et al. (2017) offered a
multiclass hate speech dataset of 25K English tweets. Logistic
regression with l2 regularizer and term frequency inverse docu-
ment frequency (tf-idf) feature achieves 0.90 macro f 1-score.
Bhardwaj et al. (2020) applied SVM, LR, RF and MLP techniques
with m-BERT embedding to detect multi-label hostile Hindi posts
where SVM achieved the highest f 1-score of 0.84 in coarse-
grained classification. Their work did not adopt any deep learning
methods to extract the sequential features. Gambäck et al. (2017)
tried CNN to classify tweets into four (racism, sexism, racism & sex-
ism, non-hate) classes. Experimentation is carried out with random
vectors, Word2Vec and character n-grams where the model
acquired 0.78 f 1-score with Word2Vec features. Sadiq et al.
(2021) developed a combined CNN-BiLSTM based method over a
cyber-troll dataset of 20 k tweets. This system can identify
cyber-aggressive texts with 92% accuracy, but its performance is
inferior for short texts.

Very few researches have been conducted focusing on
image-based features to detect offense and troll since existing
models largely depend on textual features. Gandhi et al.
(2019) developed a system to detect and remove offensive con-
tents form e-commerce catalog. Pre-trained visual models are
employed that achieved f 1-score of 0.62. Suryawanshi et al.
(2020b) released a dataset containing troll and not-troll memes
in Tamil. They used pre-trained (ResNet, MobileNet) image clas-
sification methods to differentiate between meme classes.
Although the system achieved a 0.52 macro f 1-score, it per-
formed poorly in the troll class with the recall value of 0.37.
This system is failed when the same image with different texts
has a heterogeneous interpretation. Manoj and Chinmaya (2021)
developed a visual feature-based meme classification model.
They directly employed the ResNet50 model without any mod-
ifications in the layers, resulting in a very poor weighted f 1-
score of 0.48. A CNN based system is proposed to identify
aggression from symbolic images (Kumari et al., 2019) which
achieved a weighted f 1-score of 0.89 on a holdout validation
set. Connie et al. (2017) developed a CNN based adult content
recognition system. Their system used a weighted sum of mul-
tiple CNNs, which outperformed a single and average weighted
CNN.
2.2. Multimodal based undesired contents detection

Recently, multimodal learning has gained much attention due
to its ability to efficiently combine information from multiple
modalities into a single learning framework (Morency and
Baltrušaitis, 2017). This method already showed good performance
on tasks that involve both visual and linguistic understanding such
as Visual Question Answering (Hudson and Manning, 2019) and
Visual Reasoning (Suhr et al., 2018). Therefore, researchers are
adopting the multimodal technique to detect offensive content
from memes since such contents have detrimental impact on soci-
ety (Mishra et al., 2019). To advance research in this domain, Face-
book launched a challenge to detect hate speech from multimodal
memes (Kiela et al., 2020). To address this challenge, Lippe et al.
(2020) developed a multimodal framework using an ensemble of
UNITER (UNiversal Image-TExt Representation) (Chen et al.,
2020) which received 0.8053 AUROC scores. Velioglu and Rose
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(2020) proposed a solution with VisualBERT which is a ‘‘BERT vari-
ant of vision and language” (Li et al., 2019). They adopted an
ensemble strategy that helps to achieve an accuracy of 0.765.
Few other works have also aggregated linguistic and visual infor-
mation to detect hateful memes and gained promising perfor-
mance (Zhang et al., 2020; Das et al., 2020; Sandulescu, 2020).
Gomez et al. (2020) offered a multimodal hate speech dataset con-
taining images and corresponding tweets. Exploration was carried
out with unimodal and multimodal architectures, but results
revealed that multimodal methods could not outdo the unimodal
counterparts. Perifanos and Goutsos (2021) developed a multi-
modal dataset considering hateful, xenophobic and racist tweets.
They applied pre-trained Resnet and BERT models for extracting
visual and textual features that achieved a weighted f 1-score of
0.947. Rather than BERT, authors did not employ other variants
such as mBERT, XLM-R which might improve the performance.
Nakamura et al. (2020) introduced a benchmark dataset for multi-
modal fake news detection. The authors developed a hybrid
(text + image) model to perform fine-grained classification. Maxi-
mum accuracy on different classes is achieved with pre-trained
BERT (text) and ResNet50 (image) models. Xue et al. (2021) pro-
posed a novel multimodal consistency network leveraging the
multimodal fusion technique. This method is validated in four
widely used multimodal datasets. In another similar work, cross-
modal attention residual and multichannel convolutional neural
networks were adopted by Song et al. (2021). Kumari et al.
(2021) proposed a hybrid model where pre-trained VGG-16 is
employed to pick out the image features while layered CNN
extracted the textual features. These features are optimized by bin-
ary particle swarm optimization technique that helps to achieve
0.74 weighted f 1-score. The authors do not experiment with any
transformer-based models to comprehend the textual features.
Hosseinmardi et al. (2016) showed that user metadata and visual
features are useful to predict cyberbullying incidents. A variety of
textual, visual and multimodal features are analyzed to detect
cyberbullying events by Singh et al. (2017). Their results showed
that aggregation of both features helps to improve the model’s per-
formance. In a similar work, the authors presented a CNN based
unified representation of text and image to detect cyberbullying
(Kumari et al., 2020). In the extended work, they optimized the fea-
tures using Genetic Algorithm (Kumari and Singh, 2021). Results
indicate that model’s performance has been improved about 4%
with the updated set of features.

Suryawanshi et al. (2020a) built a multimodal dataset of 743
offensive and non-offensive memes related to the 2016 U.S. presi-
dential election. They adopted the early fusion approach to com-
bine the multimodal features. Although the combined model
obtained a 0.50 f 1-score, the text-based CNN model outperformed
this by achieving a f 1-score of 0.54. A shared task is organized in
EACL-2021 to classify multimodal troll memes (Suryawanshi and
Chakravarthi, 2021). The dataset contains images and associated
transcripted texts of the memes. Li (2021) developed a multimodal
model leveraging the pre-trained BERT and ResNet152 architec-
tures. The multimodal attention layer is applied to map text and
image features in the same semantic space in this work. The
developed model won the shared task by achieving the weighted
f 1-score of 0.55. Hossain et al. (2021) put together image and text
features using the late fusion approach. In the multimodal
approach, BiLSTM is employed to extract the textual features while
it can be done with transformers. Results revealed that the textual
model with XLNet outdoes others by obtaining the f 1-score of 0.52.
Hegde et al. (2021) experimented with a state-of-the-art vision
transformer to extract the image features. However, the system
does not perform well and achieved only 0.46 f 1-score. Mishra
and Saumya (2021) combined features from image and text modal-
4

ities using a hybrid approach. They used CNN and BiLSTM to obtain
the image and text features. The system performed very poorly and
attaining only a f 1-score of 0.30. Table 1 presents a summary of few
works concerning the modality of the dataset, methods, results and
their limitations.

The majority of the studies discussed earlier focused on meme
classification considering either text or image. Existing works
employing multimodal techniques for memes classification mostly
used the late fusion approach. Very few works have been carried
out that explored multimodal fusion approaches to identify offense
and troll memes. The proposed work performs extensive experi-
mentation with state-of-the-art visual and textual models. Besides,
features from both modalities are combined with early (feature)
fusion and late (decision) fusion techniques. Moreover, model
architectures (i.e., No. of neurons, No. of layers) and hyperparame-
ters (i.e., epochs, batch size, dropout rate, learning rate) are fine-
tuned to get the optimal model. Finally, this work proposes a
weighted ensemble model leveraging textual, visual and multi-
modal features. The proposed model evaluates empirically in Eng-
lish offensive meme (Suryawanshi et al., 2020a) and Tamil troll
meme (Suryawanshi et al., 2020b) dataset. Evaluation results exhi-
bit that the proposed model outdoes all the existing techniques
and facilitates multilingual offense classification from memes.
3. Description of the task and dataset

The research objective of this work is to develop a framework
(F) to identify offense and troll from memes. The F analyzes a set
of memes M ¼ fm1;m2; . . . ;mng and categorize them as offense/
troll ðc ¼ 1Þ or not ðc ¼ 0Þ. Each meme mi�M consists of visual
(v) and textual (t) information and the F utilize these information
to classify mi. The task is represented as a mapping,
F : Mðv; tÞ ! c � ð0;1Þ. Following subsections provides the defini-
tion of various meme classes and a brief analysis of datasets.
3.1. Task definition

Two benchmark datasets have been utilized to attain the goal:
(i) English offensive meme or MultiOFF (Suryawanshi et al.,
2020a), and (ii) Tamil troll meme or TamilMemes (Suryawanshi
et al., 2020b). For ease of understanding, MultiOFF and Tamil-
Memes datasets are denoted as dataset-1 (D1) and dataset-2
(D2), respectively. The first dataset contains offensive and non-
offensive memes related to U.S. presidential election. The second
consists of troll and not-troll memes where captions are written
in Tamil-English code mixed language. Previous studies
(Suryawanshi et al., 2020a; Suryawanshi et al., 2020b) have manu-
ally accumulated these memes from various social media plat-
forms such as Facebook, Whatsapp, Instagram, Twitter and
Pinterest. It is crucial to have a clear understanding of the class
labels to develop a successful computational model. The authors
(Suryawanshi et al., 2020a; Suryawanshi et al., 2020b) defined
offense and troll as the following:

� Offense:memes that spread an idea/emotion with the intention
to demean social identity, harass targeted individuals, commu-
nity or a minority group.

� Not-offense: memes without any offensive content.
� Troll: memes which contain offensive texts or images and
intend to provoke, offend, abuse or insult individuals, group,
or a race.

� Not-troll: memes not having any trolling content.



Table 1
Brief literature summary concerning undesired text classification using unimodal and multimodal methods. Here A, F, MF, WF denote accuracy, f 1-score, macro and weighted
f 1-score respectively.

Article Modality of Dataset Approach Results Limitation/Gap

Zampieri et al. (2019) Text [English tweets] CNN, SVM, BiLSTM 0.80 (MF) Model biased towards not offensive class.
Performance degrades as the number of class
increases

Gambäck et al. (2017) Text [English tweets] CNN with word embedding and character
ngrams

0.78 (F) Incapable of capturing sequential features as
recurrent networks are not used

Tulkens et al. (2016) Text [Dutch posts] SVM with dictionary based features 0.46 (F) Failed to capture the context
Mihaylov et al. (2015) Text [English trolls] Statistical features applied on SVM with

RBF kernel
0.82–0.96 (A) Content features (keywords, named entities,

topics) and other ML methods are not
considered

Andrew (2021) Text [Tamil,
Malayalam and
Kannada posts]

Tf-idf features employed on set of baseline
machine learning classifiers

[0.61, 0.63,
0.93] (WF)

Used only tf-idf features and no counter
measures is taken to handle code-mixing of
texts

Bhardwaj et al. (2020) Text [Hindi
comments]

mBERT embedding employed on set of ML
classifiers

0.84 (F) Ignored the sequential information and
limited number of training texts in fine-
grained classes

Suryawanshi et al. (2020a) Multimodal meme Late fusion of stacked LSTM and VGG-16 0.50 (F) Performance can be improved by pretrained
language models

Gandhi et al. (2019) Image Pre-trained object detector model
(ResNet50, Inception-V3)

0.62 (F) Do not incorporate the textual signals

Manoj and Chinmaya (2021) Image ResNet50 0.48 (WF) Model is overfitted, much higher deviation
between validation and test results

Suryawanshi et al. (2020b) Image Variations of ResNet and MobileNet 0.52 (MF) Embedded texts in the images are ignored
Perifanos and Goutsos (2021) Multimodal Greek

tweets
Combine pretrained BERT and ResNet
models

0.94 (F) Other variants of transformers are not
considered rather than BERT

Kumari et al. (2021) Multimodal posts VGG-16 and layered CNN with binary
particle swarm optimization

0.74 (WF) Unable to capture the semantic information
of the textual modality

Gomez et al. (2020) Multimodal tweets Employ feature concatenation, spatial
concatenation and text kernel models with
CNN + RNN

0.68 (A) Unimodal models achieve better results than
the multimodal ones

Hossain et al. (2021) Multimodal meme Late fusion of textual (BiLSTM) and visual
(ResNet50, CNN) features

0.52 (WF) Textual features can be extracted with
transformers

Mishra and Saumya (2021) Multimodal Combines image and text features using
CNN and BiLSTM

0.30 (WF) Do not employ state of the art models
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3.2. Dataset analysis

Each dataset consists of two parts: an image with embedded
text and an associated caption. In dataset-1, all the captions are
written in English. Most of the captions of dataset-2 are written
in Tamil, and a few in Tamil-English code mixed language.
Dataset-1 has 743 memes, of which 303 are offensive, and the
remaining are not offensive. Dataset-2 is four-time as much more
extensive than dataset-1. Out of 2967 instances, 1677 memes are
labelled as trolls, while the remaining 1290 memes belong to the
not-troll class. For model building and evaluation, datasets are par-
titioned into three mutually exclusive sets: train, validation and
test. A summary of both datasets is presented in Table 2.

The training set is analyzed to get more insights about the data.
Table 3 shows the training set statistics, which exhibits both data-
sets are imbalanced. Not-offensive and troll classes have a higher
number of total words and unique words compared to their coun-
terparts. On average, each category on the offensive dataset has 21
words per caption. On the other hand, the captions of the troll
dataset are much shorter. The troll class has approximately 12
Table 2
Number of instances in train, validation and test set for each dataset.

Dataset-1 Dataset-2

Offensive Not-Offensive Troll Not-Troll

Train 187 258 1026 814
Validation 58 91 256 204
Test 58 91 395 272

Total 303 440 1677 1290
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words per caption, while the not-troll type has only 9 words long.
It may be a challenging task to classify trolls due to their shorter
text length accurately. Fig. 2 depicts the number of captions that
fall into various length ranges for each of the classes. It is observed
that approximately 55% of the captions have less than 20 words.
Only a fraction of instances have higher than 40 words. This distri-
bution gives an idea of selecting the input text (based on caption
length) during the training phase. Finally, Fig. 3 presents few sam-
ple memes in each class.

4. Methodology

The primary concern of this work is to classify offense and troll
from memes on social media. Usually, memes contained multi-
modal content such as visual and textual. In order to accomplish
the task, we investigate several computational models considering
only visual, only textual, and combination of both modalities. State
of the art pre-trained convolutional neural networks (i.e., VGG19,
VGG16, Xception, InceptionV3, and ResNet50) architectures are
employed for visual feature extraction. On the other hand, to
obtain textual features, deep recurrent neural networks (i.e.,
BiLSTM, Attention) and pre-trained transformers (i.e., m-BERT,
XLM-R) are applied. This section briefly describes the methods
and strategies employed to classify offensive and troll memes. Fur-
thermore, to acquire more robust inferences about the content,
both visual and textual features are exploited, and several models
are developed by employing multimodal fusion approaches. Fig. 4
shows the abstract view of the overall system. Architectures
and parameters of the different modules are discussed in the
subsequent subsections.



Fig. 2. Distribution of captions with various length in each classes.

Fig. 3. Sample memes of each class: dataset-1 (a,b) and dataset-2 (c,d).

Table 3
Training set statistics for textual content.

Class Total words Unique words Max text length (words) Avg. No. of words per texts

Dataset-1 Offensive 4064 2065 148 21.73
Not-Offensive 5428 2569 139 21.03

Dataset-2 Troll 12652 6200 61 12.33
Not-Troll 4402 2487 29 9.39

Fig. 4. Abstract view of multimodal offense and troll detection system.
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4.1. Data preprocessing

Deep learning techniques are not effective at learning from
unprocessed images and texts. Thus, preprocessing is required
before feeding them into the networks. For the visual modal-
ity, images are transformed into equal size of 150� 150� 3.
The normalization is performed over the pixel matrix of the
images to map the pixel intensity values between 0 and 1.
Moreover, the Keras1 image preprocessing function is used to
make the input images suitable before driving them into the
CNN models.

For textual modality, deep neural networks (DNN) and
transformer-based models are utilized. Both architectures take
input in a specific format. For DNN, the input texts are converted
into a vector of unique numbers. The mapping of this word to
the index is obtained using the Keras tokenizer function. Post pad-
ding technique is adopted to get equal length vectors. The maxi-
mum text length is determined by analyzing the text length-
frequency distribution for each dataset. We choose 50 and 30 as
the maximum length for dataset-1 (D1) and dataset-2 (D2), respec-
tively. Similarly, for transformers, we follow the transformer tok-
enization method for the respective models. After instantiating
the tokenizer2 object, ‘encode_plus’ method is used to encode the
inputs texts. This method adds a special [CLS] and [SEP] token at
the start and end of an input text. It also converts the texts into a
vector of unique ids and pad 0’s to the shorter vectors than the max-
imum length. Besides, an attention mask is enabled so that the
model emphasizes the tokens having unique ids. These ‘ids’ and ‘at-
tention masks’ are given as input to the transformer models.
Table 4
Optimum hyperparameters value used for visual mod-
els. Here, D1, D2 denote dataset-1 and dataset-2.

Hyperparameters Optimum Value

Number of neurons 50
Optimizer ‘adam’

�3 �4
4.2. Visual feature extraction modules

Visual features are extracted by using convolutional neural net-
works. Rather than developing a custom network, the transfer
learning approach is employed in this work. In this approach,
parameters of a neural network are trained with a large dataset
to solve the problem with a smaller dataset for a different task.
Several pre-trained CNN architectures such as VGG16, VGG19,
ResNet50, InceptionV3, and Xception are considered here. VGG16
and VGG19 are the variants of the VGG (Simonyan and
Zisserman, 2015) model consist of 16 and 19 convolution layers,
respectively. Both architectures use a fixed kernel size (3� 3) in
every convolution layer. However, VGG16 and VGG19 models are
expensive to evaluate as they use much memory and parameters.
InceptionV3 (Szegedy et al., 2015) is an extended version of Goo-
gLeNet (Szegedy et al., 2015), having several inception modules.
The modules consist of series of stacked convolutional filters
(1� 1;3� 3, and 5� 5) that make the Inception more powerful
in learning higher representations with fewer parameters. The
standard Inception modules are replaced by ‘depthwise separable
convolutions’ in Xception (Chollet, 2017) architecture. It slightly
outperforms the Inception model in several large image classifica-
tion tasks. ResNet50 (He et al., 2016) is another deep CNN network
consists of 50 weight layers. It utilizes the skip connection between
layers to resolve overfitting problems largely present in the exist-
ing deep neural networks.

To accomplish the purpose, the upper layers of all the models
keep non-trainable and only use the weights already pre-trained
on the ImageNet (Russakovsky et al., 2015) dataset for 1000
classes. The top two layers of the models are excluded; instead, a
fully connected (FC) layer of 50 neurons is added, accompanied
by a softmax layer for prediction. Finally, the models are
1 https://keras.io/.
2 https://huggingface.co/transformers/main_classes/tokenizer.html.
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fine-tuned on dataset-1 and dataset-2. Hyperband (Li et al.,
2016) optimization technique is adopted to maximize the perfor-
mance and find the appropriate hyperparameters (i.e., optimizer,
learning rate, and so on). The Keras tuner (O’Malley et al., 2019)
is utilized to implement the optimization process. Several values
have been experimented with for each hyperparameter, where
the optimum value is selected based on the maximum validation
accuracy. Table 4 shows the list of hyperparameters chosen for
each dataset. All the visual models have been trained with the
‘adam’ optimizer. Learning rate settled to 1e�3 for D1 and 1e�4

for D2. Furthermore, the models are compiled using the categorical
cross-entropy loss function and trained for 30 epochs with a batch
size of 16 (for D1) and 32 (for D2). Keras checkpoint is utilized to
stop further training when validation accuracy remains unchanged
up to five consecutive epochs.

4.3. Textual feature extraction modules

Various deep learning architectures are implemented to obtain
features from the textual content. The primary investigation is car-
ried out using RNN and CNN architectures, namely BiLSTM, BiLSTM
with CNN, and BiLSTM with attention. Word embedding (Mikolov
et al., 2013) features are used to train these models. Embeddings
are generated through the Keras embedding layer that transformed
each word into a 64-element vector. These vectors convey the
semantic meaning of the words, which makes learning more acces-
sible, especially for the deep neural networks. Pre-trained trans-
formers are also exploited to develop cutting-edge models. The
implementation of various textual models are described in the
following:

� BiLSTM: BiLSTM architecture is considered due to its ability to
capture long-term dependencies by utilizing both past and
future information of a text (Hossain et al., 2020). The con-
structed network consists of two BiLSTM layers with 64 and
32 units, respectively. The outputs of the second BiLSTM layer
are passed to a fully connected layer of 20 neurons. Afterwards,
a softmax layer is used for performing the classification. Before
the softmax operation, a dropout layer is added with a 10%
dropout rate.

� CNN: Embedding features are propagated into a two-layer CNN
architecture. Convolutional layers are equipped with 64 and 16
filters of kernel size ð1� 2Þ. The extracted features are down-
sampled by a pooling window of ð1� 2Þ. An FC layer having
20 neurons takes the pooling features and creates the final hid-
den representations. Finally, the softmax layer uses this repre-
sentation for classification.

� BiLSTM + CNN: This combined network is constructed by
slightly modifying the BiLSTM described earlier and the CNN
architecture. The embedding features are passed to the BiLSTM
layer of 32 units. This layer’s last time step output vectors are
propagated to a convolutional layer having 16 filters of kernel
size ð1� 2Þ. CNN features further downsampled by a window
of size ð1� 2Þ. The last three layers (i.e., FC, dropout, softmax
layer) and their parameters remain unaltered.
Learning Rate 1e (D1), 1e (D2)
Batch Size 16 (D1), 32 (D2)
Epochs 30

https://keras.io/
https://huggingface.co/transformers/main_classes/tokenizer.html
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� BiLSTM + Attention: Though BiLSTM effectively captures long-
range dependencies, it cannot emphasize the words that are sig-
nificant for classification. Architecture is defined by adopting
the attention mechanism (Bahdanau et al., 2015) with a BiLSTM
network consisting of 32 units to reconcile the weakness of
BiLSTM. The forward and backward hidden representations of
each word are concatenated and then passed into an attention
layer with 20 neurons. Attention weights are assigned to the
words through this layer. The higher the significance of a word,
the more the weights. Finally, the obtained attention vector of
weights is propagated to the softmax layer for the prediction.

� Transformers: In recent years, models like transformers
(Vaswani et al., 2017) trained on multilingual and cross-
lingual settings achieved the state of the art performance in
solving several NLP problems (Sun et al., 2019; Liu et al.,
2020; Lukovnikov et al., 2019). As we deal with datasets of
two different languages, only multilingual and cross-lingual
pretrained transformer models are considered for the investiga-
tion to avoid ambiguity in experiments. This work employs
three transformer models, namely Multilingual Bidirectional
Encoder Representations for transformers (m-BERT), a lighter
version of BERT (m-DistilBERT), and a cross-lingual version of
robustly optimized BERT (XLM-R). The models culled from the
huggingface3 transformers library and fine-tuned on our datasets
with varying hyperparameters. Multilingual-BERT (Devlin et al.,
2019) is a large model trained on over 104 languages. We use
the ‘bert-base-multilingual-cased’ model with 12 transformer
blocks and 110 million parameters. The distilled version of m-
BERT (i.e., m-DistilBERT Sanh et al., 2019) with 6 transformer
blocks is also considered. This model alleviated the computa-
tional cost and maintained the overall system performance up
to 95%. The ‘distilbert-base-multilingual-cased’ version is pro-
cured for the implementation. XLM-Roberta (Conneau et al.,
2020) is a transformer model trained in cross-lingual fashion over
100 languages having 125 million parameters. It outperformed
BERT in several multilingual benchmark problems (Hossain
et al., 2021; Ou and Li, 2020). To accomplish our purpose ‘xlm-
roberta-base’ version is utilized. Transformer models take ‘token
ids’ and ‘attention masks’ as input and provide a contextualized
embedding vector as output. The obtained vector dimension is
768, and it is taken from the first output of the last hidden state
of the transformer models. The embedding vector is then passed
to a fully connected layer with 32 neurons, followed by a softmax
layer for prediction. The dropout technique is used with a 10%
rate before the softmax classification. Similar construction and
parameters are used in the last three layers (FC, dropout, and
softmax layer) for all the models. All the textual models are
trained with different hyperparameter combinations. The value
of the hyperparameters is listed in Table 5. A Hyperband tuner
is used to find the optimum hyperparameter values. In this
implementation, the BiLSTM, CNN, and BiLSTM + CNN models
are compiled using ‘adam’ optimizer with learning rate of 1e�5

and 1e�4 respectively for dataset-1 (D1) and dataset-2 (D2). Sim-
ilarly, in the case of D1, a learning rate of 1e�5;2e�5, and 3e�5 are
chosen for m-BERT, XLM-R, and m-distilBERT models, respec-
tively. On the other hand, 1e�4 (m-BERT), 1e�5 (XLM-R), and
3e�4 (m-distilBERT) are selected as the learning rate for D2. A
batch size of 16 and 32 is chosen for D1 and D2. All the models
trained for 30 epochs with Keras checkpoint to stop the over-
training.
3 https://huggingface.co/.
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4.4. Multimodal fusion module

Learning frommultiple modalities (i.e., image, text, speech, etc.)
has become a prominent research issue in recent years. Multi-
modal learning is widely used for various NLP problems, including
image captioning (Huang et al., 2019) and visual question answer-
ing (Agrawal et al., 2015). The joint feature representation of more
than one modality is utilized in multimodal tasks (Illendula and
Sheth, 2019; Solieman and Pustozerov, 2021). However, classifica-
tion problems can also be tackled using the same idea (Zou and
Yang, 2018; Mouzannar et al., 2018). Two approaches used mainly
in multimodal problems are decision fusion (Zhou, 2009) and fea-
ture fusion (Nojavanasghari et al., 2016). In the decision fusion, the
softmax outputs of the visual and textual models are combined
while an arbitrary hidden layer from multiple modalities is aggre-
gated in the feature fusion technique. After the fusion operation, a
single layer neural network or FC layer is trained in both
approaches by feeding the combined decision outcomes or hidden
feature representations as input. In this approach, the neural net-
work works as a meta learner. For final classification, the softmax
operation is performed over the learned features obtained from the
meta learner.

Algorithm1: Process of selecting best 3 visual and textual
models
This work applies both fusion approaches to develop computa-
tional models by utilizing multimodal features. A set of visual
VN ¼ fv1;v2; . . . :;vNg and textual TM ¼ ft1; t2; . . . :; tMg models
have already been developed (in Sections 4.2 and 4.3) to classify
offense and troll memes. Here, N = 5 and M = 7, which denotes
the total number of visual and textual models, respectively. The
splicing of each visual model with each textual model for decision
and feature fusion approach results in a total of
ððN �MÞ � 2Þ ¼ ðð5� 7Þ � 2Þ ¼ 70 different multimodal models.
However, the training of these abundant amounts of models is
computationally expensive. It also requires a lot of memory and
time. Therefore, this work considers only the best three models
from each modality for ease of analysis to develop the multimodal
models. The best models are chosen based on their weighted f 1-
score on the validation set. The selection procedure of these mod-
els is illustrated in algorithm 1. Empirical observations revealed
that VGG16, VGG19, and ResNet50 are the best visual models,
whereas m-BERT, m-DistilBERT, and XLM-R are the best textual

https://huggingface.co/


Table 5
Optimum hyperparameters value utilized for training the textual models. Here, D1, and D2 represents the dataset-1 and dataset-2.

Hyperparameters CNN (C) BiLSTM (B) B + C B + Attention m-BERT m-DBERT XLM-R

Input Length 50 (D1), 30 (D2)
Embedding Dimension 64 – – –
Filters (layer-1) 64 – 16 – – – –
Filters (layer-2) 16 – – – – – –
Pooling type ‘max’ – ‘max’ – – – –
Kernel Size 2 – 2 – – – –
LSTM units (layer-1) – 64 32 32 – – –
LSTM units (layer-2) – 32 – – – – –
Neurons (last FC layer) 20 – 32
Dropout 0.1 – 0.1
Optimizer ‘adam’ ‘RMSprop’ ‘adam’
Learning rate (D1) 1e�5 4e�7 1e�5 3e�5 2e�5

Learning rate (D2) 1e�4 1e�5 1e�4 3e�4 1e�5

Epochs 30
Batch Size 16(D1), 32(D2)
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models. Thus considering these six models, we obtain a total of
ðð3� 3Þ � 2Þ ¼ 18 multimodal models where each fusion approach
(i.e., decision, feature) contributed 9 different models.

4.4.1. Decision fusion based models
The architectures of the visual (VGG16, VGG19, and ResNet50)

and textual (m-BERT, DistilBERT, and XLM-R) models have
remained the same as described in Sections 4.2 and 4.3. Instead
of acquiring decisions from the softmax layer of visual and textual
models, the softmax outputs of individual models are combined in

this approach. Consider, dV
ip and dT

jp are the softmax outputs for pth

sample provided by the visual model v i 2 VN and textual model
tj 2 TM. Then the decision fusion output can be obtained by Eq. (1).

DFij ¼ dV
ip � dT

jp ð1Þ

where � denotes the concatenation operation, and DFij 2 R1�2Crep-
resents the decision fusion vector containing softmax probabilities
of visual, and text modalities. C indicates the number of classes in
the dataset.

The vector DFij is passed to a fully connected layer with 10 neu-
rons. Eventually, the predictions are obtained from a softmax layer.
By utilizing this construction, nine multimodal decision fusion
based models namely VGG19 + m-BERT, VGG16 + m-BERT,
ResNet50 + m-BERT, VGG19 + DistilBERT, VGG16 + DistilBERT,
ResNet50 + DistilBERT, VGG19 + XLM-R, VGG16 + XLM-R, and
ResNet50 + XLM-R are developed. The models take pre-processed
image, token ids, and attention masks as input. Due to the language
and parametric diversity, we did not find any common hyperpa-
rameters for all the models. In case of D1, ‘RMSprop’ optimizer
with learning rate of 2e�3, and 2e�4 is used for VGG19 + m-BERT
and ResNet50 + m-BERT. Contrarily, VGG16 + m-BERT models are
utilized ‘adam’ with a learning rate of 1e�5. ‘Adam’ and ‘RMSprop’
are chosen respectively for VGG16 + DistilBERT, and ResNet50 +
DistilBERT where the learning rate is settled at 7e�4. Meanwhile,
VGG16 + XLM-R, VGG19 + XLM-R, and ResNet50 + XLM-R are com-
piled using ‘RMSprop’ optimizer with a learning rate of 1e�5;1e�4,
and 5e�5 respectively. On the other hand, all the models with D2
were compiled using ‘RMSprop’. Moreover, the learning rate is set-
tled at 3e�5 for all of them except the ones having XLM-R (2e�5).

4.4.2. Feature fusion based models
The feature fusion technique takes advantage of the hidden fea-

tures extracted by visual and textual models. At first, the softmax
layers are excluded from the single modality models. Following
this, an FC layer with 20 neurons is added at each modality side.
9

Let, for pth sample, hV
ip and hT

jp are the hidden or FC layers output
provided by the visual model v i 2 VN and textual model tj 2 TM.
A combined representation of visual and textual features are
attained through Eq. (2).

FFij ¼ hV
ip � hT

jp ð2Þ

where, FFij 2 R1�2hnrepresents the feature fusion vector containing
features of both modalities and hn denotes the number of hidden
neurons. Subsequently, this unified feature vector (FFij) is fed into
a fully connected layer (with 10 neurons) which is followed by a
softmax layer. The number of neurons in the last FC layer is kept
unaltered for all the constructed feature fusion models. The model
names are similar as described in the earlier paragraph. However,
different values of hyperparameters are utilized here. For D1, the
visual models (VGG16, VGG19, and ResNet50) with DistilBERT com-
bination are compiled using ‘RMSProp’ where the learning rate is
settled at 2e�4. Likewise, VGG16 + m-BERT used a learning rate of
1e� 4, while other two models (VGG19 + m-BERT, ResNet50 + m-
BERT) used a rate of 2e� 4. However, in the case of visual models
with XLM-R, ‘adam’ is utilized with a learning rate of 5e� 4 (for
ResNet50 + XLM-R) and 2e�5 (for VGG16 + XLM-R, and
VGG19 + XLM-R). On the other hand, for D2, all the models used
‘RMSprop’ (lr = 2e� 5) except ResNet50 + m-BERT (‘adam’, lr =
1e� 4) model. All the models are trained for 30 epochs with a batch
size of 8 (for D1) and 16 (for D2). Other hyperparameter values have
remained the same as described earlier.
4.5. Proposed ensemble method

The aforementioned developed models can provide acceptable
performance in classifying offense and troll memes. Nevertheless,
language variation and dataset size largely influence the models’
outcomes. Owing to these, distinct models achieved the highest
performance for the two datasets. Therefore, to develop a standard
method that can acquire superior outcomes on both datasets, this
work proposes a weighted ensemble technique. This approach
exploits the strength of multiple models and tries to increase the
overall system predictive accuracy. Fig. 5 shows the overall archi-
tecture of the proposed method. It comprises four different models,
namely, VGG19, DistilBERT, VGG19 + DistilBERT with decision
fusion, and VGG19 + DistilBERT with feature fusion approach. Mod-
els are chosen based on their performance (i.e., highest weighted f 1
score) on the validation set.

Model-1 (VGG19) accepts preprocessed memes (m) as input
and provides the semantic expression of the visual part by



Fig. 5. Overall architecture of the proposed framework for offensive/troll meme identification.
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extracting suitable features f v . The features are then encoded by a
50-dimensional FC layer and passed to a softmax function. The pro-
cess can be expressed by Eqs. (3) and (5).

f v ¼ VGG19 ðmÞ ð3Þ

hv1 ¼ NN ðf vÞ� �50�1 ð4Þ

10
CP1 ¼ Softmax ðhv1Þ
� �2�1 ð5Þ

here, hv1 , and CP1 represent the visual features obtained from the
neural network (NN) layer, and the class probabilities predicted
by model-1.

In the case of model-2 (m-DistilBERT), we utilized the textual
features extracted by the pre-trained multilingual DistilBERT
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model. The initial features are transformed into a 32 dimensional
vector. Then class probabilities are calculated by a softmax func-
tion (Eqs. (6)–(8)).

f t ¼ mDistilBERT ðcÞ½ �768�1 ð6Þ

ht
2 ¼ NN ðf tÞ

h i32�1
ð7Þ

CP2 ¼ Softmax ðht
2Þ

h i2�1
ð8Þ

where c denotes the processed caption, f t represents the embedding
vector provided by DistilBERT, ht

2 indicates the text feature repre-

sentation done by the neural network, and CP2 denotes the pre-
dicted class probabilities.

Afterwards, using decision fusion approach, model-3 is con-
structed simply by aggregating the class probabilities CP1 and
CP2 respectively obtained from model-1 and model-2. These com-
bined probabilities are then propagated to a NN resulted in a 10-
dimensional feature vector. Eqs. (9)–(11) described the process of
computation.

df ¼ Concat ðCP1;CP2Þ
h i4�1

ð9Þ

hvt3 ¼ NN ðdf Þ
� �10�1 ð10Þ

CP3 ¼ Softmax ðhvt3 Þ
h i2�1

ð11Þ

where df denotes the concatenated class probabilities, hvt3 resembles

the feature vector containing both visual and textual part, and CP3

indicates the class probabilities predicted by model-3.
For developing model-4, each visual and textual feature are

represented by a 20-dimensional vector. By employing the fea-
ture fusion approach, these two vectors are combined and
passed to a neural network with 10 neurons, as conferred in
Eqs. (12)–(16).

hvf ¼ NN ðf vÞ� �20�1 ð12Þ

htf ¼ NN ðf tÞ
h i20�1

ð13Þ

f f ¼ Concat ðhvf ;htf Þ
h i40�1

ð14Þ

hvt4 ¼ NN ðf f Þ
� �10�1 ð15Þ

CP4 ¼ Softmax ðhvt4 Þ
h i2�1

ð16Þ

where f f denotes the feature fusion vector, hvt4 resembles the feature

vector containing both visual and textual information, and CP4 indi-
cates the class probabilities.

To sum up, a set of models U ¼ fM1;M2; ::;Mlg is obtained
(where l ¼ 4) from the all aforementioned models. From ‘m’ valida-
tion set of samples, a model classifies each instances mi into one of
n predefined classes. For each mi, model Uj provides a class proba-

bility vector of size ‘n’, CPj
i½n�. Thus, the output of the models

become: CP1
1½�;CP1

2½�; . . . ::;CP1
m½�

D E
; CP2

1½�;CP2
2½�; . . . ::;CP2

m½�
D E

, and

CPl
1½�;CPl

2½�; . . . ::;CPl
m½�

D E
. Prior that, the accuracy of the individual

models on validation set also measured which can be represented
as a1; a2; . . . :; al. Utilizing these values as weights, the proposed
technique compute the final output as described in Eq. (17).
11
Ep ¼ argmax

8i� 1;mð Þ
Xl

j¼1

CPj
i � aj

Xl

j¼1

aj

0
BBBBB@

1
CCCCCA

ð17Þ

here, Ep denotes the vector of m� 1, which contains the ensemble
method predictions. The process of calculating ensemble prediction
is described in Algorithm 2. Class probabilities of the models are
summed after multiplying with the accuracy. Probability values
are normalized by dividing with the sum of accuracy. Finally, the
output predictions are computed by taking the maximum from
the probabilities.

Algorithm2: Process of the proposed weighted ensemble
technique
5. Experiments

This section provides a comprehensive performance analysis of
the methods employed to identify the offense and troll from social
media memes. A GPU facilitated platform, Google colaboratory, is
used for conducting the experiments. Data processing and prepara-
tion are performed using pandas (1.1.4) and numpy (1.18.5)
libraries. Transformers are accumulated from the Huggingface
library, and all the models are implemented with Keras (2.4.0)
and TensorFlow (2.3.0). For model evaluation, scikit-learn
(0.22.2) packages are utilized. The models are developed using
train, validation and test set instances. Train set instances are uti-
lized for model learning, while hyperparameter tweaking and
selection are performed based on the validation set. Finally, the
trained models are evaluated using the test set instances.

5.1. Evaluation measures

Various statistical measures are considered for evaluating and
comparing the performance of the systems, such as accuracy (A),
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precision (P), recall (R), misclassification rate (MR) and weighted f 1
score (WE).

� Accuracy (A): is the proportion of correctly predicted observa-
tions to the total number of observations (m).
Table 6
Perform

Appr

Visu

Text
A ¼ True Positiveþ True Negative
Number of Samples

ð18Þ
� Precision (P): calculates the proportion of correctly identified
positive observations (c) among the total number of predicted
observations as class (c).
P ¼ True Positive
True Positiveþ False Positive ð19Þ
� Recall (R): calculates the proportion of correctly identified pos-
itive observations (c) among the total number of actual observa-
tions of class (c).
R ¼ True Positive
True Positiveþ False Negative ð20Þ
� Misclassification Rate (MR): calculates how many samples are
wrongly classified among the total number of test samples of
class (c).
MR ¼ No: of Incorrect Classification in Class ðcÞ
Number of Samples in Class ðcÞ ð21Þ
� f 1-score: calculated by averaging precision and recall (F ¼ 2PR
PþR).

However, considering the data imbalance problem, we calculate
the weighted f 1-score (WF) which is defined as,
WF ¼ 1
m

Xc

j¼1

FjNj; m ¼
Xc

j¼1

ni ð22Þ

here, m; Fj and nj denotes total samples in test set, f 1-score and
number of samples in class (j) respectively.
The weighted f 1-score metric considered to determine the supe-
riority of the models. On the other hand, accuracy metric is uti-
lized as weights in weighted ensemble method. Other scores
such as P, R, and MR are also reported to get more insights about
the model’s performance on the individual classes.

5.2. Results

Table 6 presents the performance comparison of the various
models developed considering only image and text modality. Con-
cerning visual models, the results exhibited that VGG19 achieved
the highest f 1-score of 0:614 and 0:514 respectively for D1 and
D2. However, ResNet50 also shows good outcomes of 0:606 (D1)
and 0:503 (D2), which is slightly less than the VGG19 f 1-score.
ance comparison of visual and textual models on test set where A, P, R, f 1-score d

oach Models Dataset-1 (D1)

A P R

al VGG16 0.577 0.581 0.577
VGG19 0.610 0.621 0.610
ResNet50 0.624 0.607 0.624
InceptionV3 0.604 0.562 0.604
Xception 0.503 0.493 0.503

ual CNN 0.510 0.502 0.510
BiLSTM 0.530 0.487 0.530
BiLSTM + CNN 0.590 0.556 0.590
BiLSTM + Attention 0.597 0.568 0.597
m-BERT 0.638 0.625 0.638
m-DistilBERT 0.671 0.662 0.671
XLM-R 0.591 0.573 0.591
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Other visual models such as InceptionV3 and Xception perform
poorly on both datasets. On the other hand, in the case of textual
approach, transformer models obtained outstanding performance
whereas other model’s (CNN, BiLSTM, BiLSTM + CNN,
BiLSTM + Attention) performance vacillating between 50� 56%
(D1) and 50� 53% (D2). Among the transformer models, XLM-R
achieved f 1-score of 0:576 (D1) and 0:556 (D2) while m-BERT score
increased � 5% (f 1 = 0:626) for D1 and � 1% (f 1 = 0:561) for D2.
However, m-distilBERT outdoes all the models by achieving the
highest f 1-score of 0:654 (for D1) and 0:573 (for D2), respectively.
The obtained result is approximately 4� 6% higher (in both data-
sets) than the best visual model (i.e., VGG19) outcomes.

The investigation is further continued where we utilized both
visual and textual information and developed several unified mod-
els using two different approaches (i.e., decision fusion, feature
fusion). The three best visual and textual models are chosen for
developing the multimodal models. The outcome of different mul-
timodal models is reported in Table 7. It is observed that, in the
case of decision fusion based models, ResNet50 + m-BERT obtained
an f 1-score of 0:562 (D1) and 0:517 (D2) while other visual models
(VGG16, VGG19) with m-BERT do not perform well. Similarly,
XLM-R with visual models got the lowest f 1-score ranging between
� 50� 53% (D1) whereas only VGG16 and VGG19 with XLM-R
obtained acceptable outcome (f 1-score � 57%) for D2. However,
VGG19 + m-distilBERT model achieved the highest f 1-score of
0:595 and 0:583 for D1 and D2, respectively. Meanwhile, among
feature fusion based models, VGG19 + m-distilBERT also got high-
est performance with both D1 (f 1-score = 0:660) and D2 (f 1-score =
0:557). Other models performance vacillating between � 50� 60%
(D1) and � 48� 54 (D2) and thus lags almost 6� 16% (for D1) and
1� 7% (for D2) compared to the best feature fusion model. Thus,
the results confirmed that the best feature fusion and decision
fusion model outperformed all the unimodal and multimodal mod-
els on both datasets. It is not surprising that multimodal
approaches have proven superior in identifying offense and troll
memes, as the aggregation of both modals’ information surely pro-
vides significant insights about a meme’s overall expression. The
best multimodal model obtained an f 1-score of 0:660 (D1) and
0:583 (D2), which is slightly higher than the best unimodal model
(i.e., m-DistilBERT) f 1-score 0:654 (D1), and 0:573 (D2),
respectively.

The results, as mentioned earlier, confirmed that VGG19, m-
distilBERT, VGG19 + m-distilBERT (DF), and VGG19 + m-
distilBERT (FF) is the best performing model in visual, textual,
and multimodal contents. Finally, average and weighted ensemble
techniques are applied to the various combination of these four
models. Table 8 presents the outcomes of both ensemble
approaches. Results indicate that averaging visual, textual, and fea-
ture fusion models improves the performance with f 1-score of
enotes accuracy, precision, recall and weighted f 1-score.

Dataset-2 (D2)

f1-score A P R f1-score

0.579 0.596 0.572 0.596 0.502
0.614 0.575 0.536 0.575 0.516
0.606 0.592 0.560 0.592 0.503
0.532 0.509 0.456 0.509 0.464
0.497 0.572 0.506 0.572 0.478

0.506 0.559 0.523 0.559 0.518
0.496 0.595 0.568 0.595 0.530
0.550 0.595 0.569 0.595 0.536
0.564 0.548 0.509 0.548 0.507
0.626 0.608 0.591 0.608 0.561
0.654 0.601 0.583 0.601 0.573
0.576 0.601 0.578 0.601 0.556



Table 7
Performance comparison of multimodal models on test set. Here, (+) sign denoted the aggregation of visual and textual models. m-DBERT represents the multilingual DistilBERT
model.

Approach Models Dataset-1 (D1) Dataset-2 (D2)

A P R f1-score A P R f1-score

Decision Fusion m-BERT + VGG16 0.483 0.488 0.483 0.485 0.583 0.539 0.583 0.499
VGG19 0.544 0.541 0.544 0.542 0.589 0.555 0.589 0.513
ResNet50 0.577 0.558 0.577 0.562 0.513 0.532 0.513 0.517

m-DBERT + VGG16 0.537 0.523 0.537 0.528 0.601 0.579 0.601 0.547
VGG19 0.591 0.628 0.591 0.595 0.582 0.583 0.582 0.583
ResNet50 0.570 0.576 0.570 0.573 0.574 0.556 0.574 0.556

XLM-R + VGG16 0.497 0.523 0.497 0.503 0.592 0.579 0.592 0.579
VGG19 0.497 0.528 0.497 0.502 0.567 0.559 0.567 0.567
ResNet50 0.604 0.563 0.604 0.532 0.574 0.551 0.574 0.548

Feature Fusion m-BERT + VGG16 0.584 0.564 0.584 0.567 0.580 0.556 0.580 0.549
VGG19 0.577 0.547 0.577 0.549 0.604 0.588 0.604 0.529
ResNet50 0.584 0.567 0.584 0.570 0.568 0.511 0.568 0.489

m-DBERT + VGG16 0.604 0.592 0.604 0.595 0.589 0.563 0.589 0.546
VGG19 0.685 0.681 0.685 0.660 0.591 0.568 0.591 0.557
ResNet50 0.611 0.598 0.611 0.600 0.597 0.571 0.597 0.528

XLM-R + VGG16 0.570 0.582 0.570 0.574 0.586 0.539 0.586 0.487
VGG19 0.530 0.524 0.527 0.502 0.568 0.518 0.568 0.499
ResNet50 0.577 0.589 0.577 0.581 0.608 0.618 0.609 0.508

Table 8
Performance comparison of various models on test set utilizing the average and weighted ensemble method. Here, V, T, DF, and FF represents best visual (VGG19), textual (m-
distilBERT), decision fusion (VGG19 + m-distilBERT) and feature fusion (VGG19 + m-distilBERT) models respectively.

Approach Models Dataset-1 (D1) Dataset-2 (D2)

A P R f1-score A P R f1-score

Average Ensemble V + T 0.617 0.609 0.617 0.612 0.588 0.555 0.588 0.522
V + DF 0.597 0.614 0.597 0.602 0.574 0.535 0.574 0.516
V + FF 0.638 0.625 0.638 0.626 0.586 0.548 0.586 0.509
T + DF 0.678 0.669 0.678 0.663 0.594 0.574 0.594 0.566
T + FF 0.678 0.678 0.678 0.644 0.603 0.584 0.603 0.571
DF + FF 0.678 0.673 0.678 0.651 0.594 0.573 0.594 0.563
V + T + DF 0.570 0.565 0.570 0.567 0.585 0.556 0.585 0.540
V + T + FF 0.678 0.669 0.678 0.665 0.592 0.566 0.592 0.546
V + DF + FF 0.604 0.592 0.604 0.594 0.588 0.557 0.588 0.532
T + DF + FF 0.655 0.656 0.655 0.654 0.601 0.583 0.601 0.573
V + T + DF + FF 0.671 0.662 0.671 0.659 0.592 0.567 0.592 0.548

Weighted Ensemble V + T 0.637 0.624 0.637 0.6232 0.583 0.551 0.583 0.5314
V + DF 0.597 0.614 0.597 0.6019 0.574 0.535 0.574 0.5164
V + FF 0.644 0.630 0.644 0.6133 0.593 0.564 0.592 0.5292
T + DF 0.677 0.669 0.677 0.6627 0.594 0.573 0.593 0.5658
T + FF 0.678 0.678 0.677 0.6444 0.597 0.576 0.596 0.5632
DF + FF 0.671 0.663 0.671 0.6458 0.594 0.572 0.594 0.5625
V + T + DF 0.597 0.590 0.597 0.5927 0.587 0.561 0.588 0.5457
V + T + FF 0.677 0.669 0.677 0.6650 0.592 0.566 0.592 0.5460
V + DF + FF 0.617 0.602 0.617 0.6041 0.592 0.565 0.592 0.5415
T + DF + FF 0.685 0.686 0.685 0.6536 0.601 0.583 0.575 0.5734
V + T + DF + FF 0.677 0.669 0.684 0.6673 0.583 0.587 0.585 0.5859

E. Hossain, O. Sharif, Mohammed Moshiul Hoque et al. Journal of King Saud University – Computer and Information Sciences xxx (xxxx) xxx
0:665 on the test set of D1. Conversely, different behaviour was
observed in D2, where the combination of textual, decision fusion,
and feature fusion models provides the highest f 1-score (0:573).
Unfortunately, the obtained outcome fall behind almost 1% than
the best f 1-score (0:5859) on D2. On the contrary, we used the
respective best model’s validation accuracy as their weights for
the weighted ensemble method. The outcomes exhibited that the
proposed weighted ensemble method with visual, textual, deci-
sion, and feature fusion models acquired the highest f 1-score of
0:6673 (D1) and 0:5859 (D2). These results are the highest attained
performance that outperformed all the previous outcomes.

Performance analysis of various models revealed that VGG19
achieved the highest weighted f 1-score among the visual models,
whereas m-distilBERT attained maximum performance in textual
models. A substantial increase in performance is observed when
the visual and textual information is combined. Two distinct fusion
approaches with similar models combination (VGG19 + m-distil
13
BERT) outdoes all the unimodal approaches in both datasets. Apart
from this, in case of average ensemble, the combination of textual
and decision fusion model shows outstanding performance with
D1 whereas other models combination did not provide any consis-
tent outcomes. The inferior performance of one or two models
might be the reason for deteriorating the overall performance of
different average ensemble models. However, the proposed
weighted ensemble method outperformed all the unimodal and
multimodal models in both datasets (D1 and D2). The proposed
method ability to emphasize the model’s softmax predictions
based on their prior results might be the reason behind the amelio-
ration of performance to a lesser extent.

5.3. Error analysis

The results confirmed that the proposed weighted ensemble is
the best performing model in classifying offensive and troll memes
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(Table 8). However, to attain more in-depth insights, we performed
a thorough analysis of the individual model’s error both quantita-
tively and qualitatively. In order to illustrate the proposed model’s
preeminence, two other models (i.e., best visual model, best tex-
tual model) are considered for the comparison.

5.3.1. Quantitative analysis
Quantitative analysis of models’ performance is performed in

D1 and D2 by inspecting their confusion matrices. Fig. 6 shows
confusion matrices of three models for the D1 (i.e., offense/not-
offense). The confusion matrices (a, b, and c) exhibit that the best
visual and best textual model misclassified 33 and 15 samples,
respectively, whereas the proposed model incorrectly identified
only 11 instances. These are the samples where models infer
‘‘Offense”; however, the actual labels say ‘‘not-offense” (known
as false negatives). The textual model showed a significant boost
over the visual model, whereas when multimodal features are
incorporated along with unimodal features in the proposed
method, the misclassification rate falls significantly from 33 to
11. On the other hand, in the case of the offense class, a slight
increase is observed in the misclassification of offense as not-
offense (known as false positives) across the models. Fig. 6 shows
these mistakes as 25 by the visual model, 34 by the textual model,
and 36 instances by the proposed model. Unfortunately, no
improvements were observed from the proposed approach as
noticed in the ‘‘not-offense” class. Meanwhile, an almost similar
scenario is observed with D2, which can be visualized from the
confusion matrices shown in Fig. 7. It observed that the number
of misclassified instances (not-troll predicted as troll) significantly
dropped (227 to 155) from the visual to the proposed model.
Though the textual model showed an improvement compared to
the visual model, the proposed model reduces the error most for
the not-troll class. Unfortunately, the error rate dramatically
increased in the case of the troll class. The mistakes are observed
in Fig. 7 where visual and textual models misclassified 56 and 78
instances. On the contrary, the proposed model incorrectly identi-
fied 117 instances as the ’not-troll’. In this case, an experienced of
undesirable rise in the false-positive rate is observed. Fig. 8 depicts
the rate of misclassification (MR) across different classes attained
by three models (i.e., best visual model, best textual model, and
proposed method) on D1 and D2. From Fig. 8 (a), it is observed that
the MR significantly falls from 36:3% to 12:1% for offense class,
while in not-offense MR rose up to 62:1% from 43:1%. Likewise,
concerning D2, the MR gradually increases for the troll class,
whereas it substantially reduced to 57% from 83:5% (not-troll
class). The error also indicates that the best visual model (i.e.,
VGG19) is more appropriate in identifying the offense and troll
classes, providing lower predictions. Furthermore, there is a
trade-off between individual class performance as when the error
of one class decreased, the other’s class is increased. Although
Fig. 6. Confusion matrices of different m
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the proposed method lessens the error in the not-offense and not-
troll classes, it minimized the combined errors for both datasets,
which acquired the highest outcomes (found in Section 5.2).

5.3.2. Qualitative analysis
Figs. 9 and 10 show some example memes from D1 and D2 that

elucidate how the proposed weighted ensemble model can capture
information effectively, and hence, lead to better predictions over
the visual and textual models. Besides, to illustrate the mistakes
made by the proposed method, some misclassified memes are also
presented. Fig. 9 (a) illustrates the correctly detected sample by the
visual model as an offensememe, whereas Fig. 9 (b) depicts the cor-
rectly identified sample as not-offense by the textual model. Both
samples are also correctly classified by the proposed method,
which further signifies the capability of acquiring the information
by the model when at least one modality can identify the precise
class. However, a more profound advantage of incorporating mul-
timodal features is observed explicitly in Fig. 9 (c), where both
visual and textual models reckon the meme as not-offensive. On
the other hand, the proposed model correctly identified this sam-
ple as the offensive meme. Concerning D2, the visual model did
not find any trolling information from Fig. 10 (b), whereas, textual
model labelled it as a troll meme. It is probably due to the presence
of words like expectation, and reality in the textual content. Simi-
larly, in Fig. 10 (c), evaluating visual alone or textual alone yields
incorrect predictions; however, when both modalities are jointly
evaluated, they provided firm evidence for the proposed model
to identify it as a troll meme. Furthermore, an interesting case is
observed in Figs. 9 (d) and 10 (d), where none of the model detects
the actual label of the memes.

To sum up, quantitative analysis revealed that the model’s per-
formance becomes biased towards a particular class (i.e., not-
offense/not-troll) for both datasets. The possible reason of this
incongruity might be due to the extensive appearance of some
strong words such as ‘‘Trump”, ‘‘Hilary”, ‘‘Bernie”, ‘‘Communist”,
‘‘Amala”, ‘‘Sayessha”, ‘‘boys”, ‘‘girls”, and ‘‘Anna” respectively in
the textual content of the offense/not-offense and troll/not-troll
classes of memes. In addition to that, dataset-1 (i.e., offense/
not-offense) is developed using the memes posted during the
presidential election period; thus, some world-famous person
faces frequently appeared in the memes of both classes. Likewise,
dataset-2 also has plenty of memes with common person faces
(i.e., south Indian actors) in troll and not-troll classes. The presence
of these consistent visual and textual features among the classes of
each dataset made it arduous for the models to differentiate the
appropriate class. Indeed, these are the major factors that resulted
in one modality approach performing well in one class, and
another modality approach yielded better outcomes in other
classes. Frenda et al. (2022) investigates how the implicit humor
of a textual content can reveal the aggressive intention towards a
odels developed for dataset-1 (D1).



Fig. 7. Confusion matrices of different models developed for dataset-2 (D2).

Fig. 8. Proportion of misclassification among the classes of dataset-1 (D1) and dataset-2 (D2).

Fig. 9. Few correctly and misclassified examples predicted by the proposed and other approaches on the dataset-1 (D1). The symbol (�) indicates an incorrect classification
and the symbol (U) indicates a correct classification.

Fig. 10. Few correctly and misclassified examples predicted by the proposed and other approaches on the dataset-2 (D2).
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Table 9
Comparative analysis of the proposed method with the existing state-of-the-art
techniques.MultiOFF and TamilMemes indicates the dataset-1 (D1) and dataset-2 (D2).

Techniques Datasets WF (%)

Suryawanshi et al. (2020a) MultiOFF 54
Mishra et al. (2020) TamilMemes 30
Huang and Bai (2021) TamilMemes 40
Hegde et al. (2021) TamilMemes 47
Manoj and Chinmaya (2021) TamilMemes 48
Que (2021) TamilMemes 49
Bharathi and Agnusimmaculate (2021) TamilMemes 50
Li (2021) TamilMemes 55
Suryawanshi et al. (2020b) TamilMemes 57

Proposed (weighted ensemble) MultiOFF 66:73
TamilMemes 58:59
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particular entity. Furthermore, analysis of the incorrect predictions
shown in Figs. 9 (d) and 10 (d) rendered some other reasons that
lead to the performance degradation across the classes. To shed
light on that, we go through the memes of both datasets and found
several disparities regarding contextual complexity and annota-
tion. Among them, one reason is that memes contain very short
captions (shown in Fig. 11 (a)), specifically having less than two
words. Moreover, many memes even do not have any captions at
all (shown in Fig. 11 (b)), and their visual content does not provide
any meaningful information regarding the class. In particular, out
of 743 memes, 65 have a very short caption consisting of less than
two words, and 21 memes have no caption (dataset-1). Concerning
dataset-2, among 2967 memes, 355 have a short caption (less than
two words), whereas 122 memes do not have any caption. Apart
from this, it observed that some memes seem offensive and troll;
however, the annotated label showed that the memes are from
the not-offensive and not-troll class. For instance, in Figs. 11 (c)
and 11 (d), by examining both visual and textual content, it can
be unequivocally said that the memes are from offensive and troll
classes, respectively. Mistakes in class labelling during annotation
are another prime reason for the models failing to yield more
improved results. The reasons mentioned above bring forward
new challenges in the direction of undesired meme classification
that should need to be handled to develop a more efficient model
in future.

5.4. Comparison between the proposed and existing methods

We have developed several multimodal models by combining
the existing state-of-the-art visual and textual models (such as
BERT + VGG19, DistilBERT + ResNet50, XLM-R + VGG16 etc.). The
performance of the proposed model compared with the existing
state-of-the-art techniques (Suryawanshi et al., 2020a; Mishra
et al., 2020; Huang and Bai, 2021; Hegde et al., 2021; Manoj and
Chinmaya, 2021; Que, 2021; Bharathi and Agnusimmaculate,
2021; Li, 2021; Suryawanshi et al., 2020b). Table 9 shows the
results of the comparison. The results revealed that the proposed
method (weighted ensemble) achieved the best weighted f 1 score
of 66:73% (� 13% ") as compared to the weighted f 1 score of 54%
of the baseline model (i.e., Suryawanshi et al. (2020a)) for ‘‘Multi-
OFF” dataset (D1). Similarly, for the ‘‘TamilMemes” dataset (D2),
the proposed model gained the highest weighted f 1 score of
58:59%ð1:59% "Þ as compared to the outcome of the model devel-
oped by Suryawanshi et al. (2020b). Analysis of the comparison
confirmed that the proposed technique outperformed other con-
temporary works on both datasets. In recent years, a few algo-
rithms have been introduced for multimodal learning, such as
Visual-BERT (Li et al., 2019), VL-BERT (Su et al., 2019), CLIP
(Radford et al., 2021). As far as we know from the most recent lit-
erature, these algorithms have not been applied to the offense and
troll memes detection problems. However, we aim to investigate
these models in the future.
Fig. 11. Few ambiguous and complicated memes from D1 and D2 illu
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6. Conclusion

This paper proposes a weighted ensemble-based technique that
can effectively learn from all types of features, including visual,
textual, and multimodal, for classifying social media memes. Two
benchmark multimodal meme datasets viz. MultiOFF (D1) and
TamilMemes (D2) are utilized to evaluate the models. This work
investigated various state of the art visual (i.e., VGG19, VGG16,
InceptionV3, Xception, ResNet50) and textual (i.e., LSTM, CNN,
Attention, m-BERT, m-DistilBERT, XLMR) models. In addition, two
different fusion approaches (i.e., decision fusion, feature fusion)
are also used to construct several multimodal models utilizing
the image and text features. After analyzing all models’ perfor-
mance on the two datasets, this work proposed a weighted ensem-
ble technique for classifying memes. The proposed technique can
readdress the softmax probabilities of the participating models
based on their previous outcomes on the datasets. The experi-
mented results revealed that the proposed technique outdoes the
unimodal (i.e., image, text), multimodal, and average ensemble
models by obtaining the highest weighted f 1 score of 66:73% (Mul-
tiOFF dataset) and 58:59% (TamilMemes dataset), respectively.
Moreover, the comparative analysis indicated that the proposed
technique outcomes are approximately 13% (in ‘MultiOFF’) and
1:69% (in ‘TamilMemes’) ahead compared to the current state of
the art systems. Thus, results ensured the effectiveness of the pro-
posed technique in detecting offensive and troll memes based on
multimodal information. Quantitative and qualitative error analy-
sis shows that it is arduous to identify offenses/trolls expressed
implicitly or sarcastically. Moreover, the disparity between visual
and textual information and the lack of appropriate methods to
analyze the multimodal data made the problem more challenging.
In the future, we aim to explore visual attention and transformer
architectures (i.e., Visual-BERT, VL-BERT, CLIP) to capture strong
visual and textual features. Moreover, it will be interesting to
investigate how multimodal offense or troll detection can be tack-
led utilizing the multitask learning approach.
strating why models failed to detect the actual label of memes.
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