
Open Access

Specular Reflection Image Enhancement
Based on a Dark Channel Prior
Volume 13, Number 1, February 2021

Ye Xin
Zhenhong Jia
Jie Yang
Nikola K. Kasabov, Fellow, IEEE

DOI: 10.1109/JPHOT.2021.3053906



IEEE Photonics Journal Specular Reflection Image Enhancement

Specular Reflection Image Enhancement
Based on a Dark Channel Prior

Ye Xin ,1,2 Zhenhong Jia ,1,2 Jie Yang ,3
and Nikola K. Kasabov ,4,5 Fellow, IEEE

1College of Information Science anngineerid Engineering, Xinjiang University, Urumqi
830046, China

2Key Laboratory of Signal Detection and Processing, Xinjiang Uygur Autonomous Region,
Xinjiang University, Urumqi 830046, China

3Institute of Image Processing and Pattern Recognition, Shanghai Jiao Tong University,
Shanghai 200400, China

4School of Engineering, Computing and Mathematical Sciences, Auckland University of
Technology, Auckland 1020, New Zealand

5Intelligent Systems Research Center - Ulster University, Magee campus BT48 7JL, U.K.

DOI:10.1109/JPHOT.2021.3053906
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see

https://creativecommons.org/licenses/by/4.0/

Manuscript received November 2, 2020; revised January 17, 2021; accepted January 20, 2021.
Date of publication January 22, 2021; date of current version February 10, 2021. This work was
supported in part by the National Science Foundation of China under Grant U1803261 and in part
by the International Science and Technology Cooperation Project of the Ministry of Education of the
People’s Republic of China under Grant DICE 2016–2196. Corresponding author: Ye Xin (e-mail:
xy1747259062@163.com).

Abstract: In this paper, we propose a specular highlight image enhancement algorithm
based on a dark channel prior to solve the problem of information loss in specular highlight
images in real scenes. First, the algorithm is based on the dark channel prior algorithm,
and a moving window minimum filter is used to estimate the global illumination component.
Then, a weighted function based on the local pixel color difference is introduced to solve the
halo artifacts in the image. Then, the improved guided filter algorithm is used to optimize
the transmittance, which improves the computational efficiency of the algorithm. Finally,
the brightness of the image is adjusted by the CLAHE algorithm to enhance the local
details of the image. Experimental results show that this method can effectively enhance
the information in specular highlight images, and its processing results are obviously better
than those of other algorithms.

Index Terms: Image enhancement, specular highlight image, dark channel prior, CLAHE,
guided filtering.

1. Introduction
In the field of computer vision, most algorithms assume that the surface of an object is an ideal
diffuse reflection surface, without considering the effect of specular reflection. In the real world, the
specular reflection phenomenon is inevitable. The presence of highlights in the image will often
cover the texture of the surface of the object, damage the contour of the edge of the object,
change the color of the surface of the object, and directly lead to the loss of information in the
local area of the object surface. The highlights in the image will not only affect the quality of the
image but also greatly interfere with the application research of image tracking, scene analysis,
scene reconstruction, etc. Therefore, it is particularly important to enhance the highlight area in the
image. The existing methods are mainly for the highlight removal technology of specular images.
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The methods are divided into two categories according to the number of images used: methods
based on multiple images and methods based on single images.

Multiple image-based approaches. Nayar et al. [1] improved a polarization-based method by
incorporating the neighboring diffuse color information. Lin [2] removed the highlights by treating
the specular pixels as outliers and matching the remaining diffuse parts in other views. Lin and
Shum [3] obtained photometric images from two images with different illumination positions and
used linear basis functions to separate specular reflection components. However, because the
light source is usually fixed, the use of this method is limited. Sato and Ikeuchi [4] employed a
dichromatic model for separation by analyzing color signatures in many images captured with a
moving light source. Barsky and Petrou [5] identified specular pixels according to the intensity
distribution and separated the specular component by using the dichromatic reflection model.
Although this kind of method can effectively separate the specular component, it is not suitable
for general cases because of the need for multiple images.

Single image-based approaches. The method of Klinker et al. [6] performs clustering of all the
pixels in the RGB color space to determine diffuse colors. Bajcsy et al. [7] used the hue-saturation-
lightness color space instead of the RGB space. By regarding highlight removal as an interactive
inpainting process, Tan et al. [8] recovered the diffuse colors of specular pixels under illumination
constraints. Tan and Ikeuchi [9], [10] further proposed methods based on noise, chromaticity
analysis and linear basis functions. Tan et al. [11] proposed making a specular-free image by
setting the maximum chromaticity of each pixel to an arbitrary scalar value. Mallick et al. [12], [13]
proposed an SUV color space which is a rotation of the RGB space, that separated the specular
and diffuse components into an S channel and UV channels. This SUV space was further used for
highlight removal by iteratively eroding the specular channel using either a single image or video
sequence. Inpainting techniques that synthetically fill in the missing regions using neighboring
patterns have also been applied to recover diffuse colors [14], [15]. Li et al. [16] used specialized
domain knowledge to guide the removal of specular highlights in facial images. Shen and Cai
[17] approximated the chromaticity of diffuse reflection by that of an specular-free (SF) image and
adjusted the highlight level by enforcing smooth color transition between diffuse and specular re-
gions. The literature [18], [19] proposed using filtering to remove highlights. The literature [20]–[22]
used an SF image for pixel clustering and determined the specular component by solving the
dichromatic least-squares system. Kim et al. [23] obtained an approximated specular-free image
by applying the dark channel prior. Nguyen et al. [24] used tensor voting for the separation of
reflection components. Akashi et al. [25] proposed a method based on sparse nonnegative matrix
factorization (NMF) to separate reflection components, but this method may fail in the case of
strong specular reflection or noise. Suo et al. [26] defined l2 chromaticity and used it to generate
a specular-free image. Ren et al. [27] introduced the color lines constraint into the dichromatic
reflection model and proposed a fast highlight removal method.

Although most of the current specular highlight removal algorithms have obtained some achieve-
ments, there are still the following problems. First, the current research only focuses on removing
the highlight component from the image, and does not involve the information of recovering the
highlight image. Moreover, it is required to take the specular highlight image in a specific scene (as
shown in Fig. 1). Second, for specular highlight images in the real life scene, the existing algorithms
cannot remove the highlight components in the image very well, and there are still some limitations
in its popularization and practicability.

Based on the shortcomings in the current literature on specular highlights, we propose a specular
highlight image enhancement algorithm using a dark channel prior. Our research work mainly
includes the following content. First, an improved dark channel prior algorithm is proposed for the
first time to enhance specular highlight images in real scenes. Second, a moving window minimum
filter is used to estimate the global atmospheric light and introduce a weighting function based
on the local pixel color difference in the boundary constraint. Third, an improved guided filtering
algorithm is proposed to optimize the transmission and to use the CLAHE algorithm to further
adjust the brightness of the image to enhance the local details of the image.

Vol. 13, No. 1, February 2021 6500211



IEEE Photonics Journal Specular Reflection Image Enhancement

The remainder of this paper is organized as follows: Section 2 presents a specular highlight
image enhancement algorithm using a dark channel prior. The experimental results are discussed
in Section 3. At last, the conclusion is drawn in Section 4.

2. Proposed Methods
In this section, we propose a specular highlight image enhancement algorithm based on the dark
channel prior. First, the algorithm is based on the dark channel prior algorithm, and we need to
identify the haziest pixel in the input image and filter each color channel by a moving window
minimum filter to estimate global atmospheric light A. Second, the weighted function based on the
local pixel color difference is introduced into the boundary constraint to solve the halo artifacts in
the image. Then, the improved guided filter algorithm is used to optimize the transmission. Finally,
in LAB space (CIELab color model), the L component of the image is processed by the CLAHE
algorithm, and the A, B components are adaptive. By adjusting the brightness and contrast of the
image, the local details of the image are enhanced.

2.1 Obtaining Dark Channel Prior

The model that is widely used in computer vision and computer graphics to describe the formation
of images is as follows [28]:

I(x ) = J(x )t (x ) + A(1 − t (x )) (1)

where I(x ) is the observed intensity, A is the global atmospheric light, t (x ) is scene transmission,
which is bounded in the interval 0 ≤ t (x ) ≤ 1 and is always correlated with scene depth, J(x ) is the
scene radiance, M ≤ J(x ) ≤ N, and M and N are two constant vectors related to a given image.

In the homogenous atmosphere, the transmission is expressed as:

t (x ) = e−μd (x ) (2)

where μ is the scattering coefficient of the atmosphere. This indicates that the scene radiance is
attenuated exponentially with the scene depth d (x ).

Equation (1) implies that in RGB color space, vectors I(x ), J(x) and A lie in the same plane, and
their endpoints are collinear. The transmission t(x) can also be represented as the ratio of two line
segments:

t (x ) =
∥∥A − I(x )

∥∥∥∥A − J(x )
∥∥ = Aτ − Iτ (x )

Aτ − Jτ (x )
(3)

where τ ∈ {r, g, b} is the color channel index.
The goal of the image formation model is to recover the scene radiance J(x ) from I(x) based on

(1). This requires us to estimate the transmission function t(x) and the global atmospheric light A.
Once t (x ) and A are estimated, the scenic radiance can be recovered by:

J(x ) = I(x ) − A
t (x )

+ A (4)

The dark channel prior theory was first introduced by He et al. [29] using statistical principles,
according to which there exist one or more color channels that have pixels whose intensity is very
low or even closer to 0 due to the presence of shadows in most of the image’s non-sky areas.

According to this theory, for any image J, its dark channel can be expressed as:

Jdark (x ) = min
y∈�(x )

(
min

τ∈{r,g,b}
Jτ (y )

)
, Jdark → 0 (5)

where Jdark is a single color channel of image J, τ is the color space composed of three RGB
channels, and � is a local area centered on (x, y). Divide both sides of formula (1) by Aτ , and take
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the minimum value of the pixel blocks at both ends to get:

min
y∈�(x )

(
min

τ

Iτ (x )
Aτ

)
= t̃ (x ) min

y∈�(x )

(
min

τ

Jτ (y )
Aτ

)
+ 1 − t̃ (x ) (6)

where Aτ is the image of the point with the strongest pixel intensity in the dark primary color image
prime value.In the �(x ) neighborhood, t (x ) is a constant, denoted as t̃ (x ). According to the dark
primary color prior, the dark primary color channel J of the image after processing should tend to
0, and A is always a positive number, so it can be expressed as:

min
y∈�(x )

(
min

τ

Jτ (y )
Aτ

)
= 0 (7)

Substituting (7) into (6), multiple parameters can be eliminated and the rough estimation expres-
sion of the radiation rate t (x ) is:

t̃ (x ) = 1 − α min
y∈�(x )

{
min

τ

[
Iτ (x )

Aτ

]}
(8)

where α ∈ (0, 1] is the image fidelity adjustment factor.
To get J(x ) it requires estimate of t (x ) and A [30]. Once we know both t (x ) and A then we can

easily recover J(x ) by:

J(x ) = I(x ) − A
max (t (x ).t0)

+ A (9)

where t0 is the lower limit of the transmittance set to avoid noise in the final processing results,
usually the value is 0.1.

2.2 Estimation of the Global Atmospheric Light

In the dark channel prior algorithm, the gray value with the highest brightness is usually selected
as the atmospheric light value. However, if there is a large area of high brightness area in the
image, such as processing the specular highlight image, it is easy to cause the wrong estimation
of atmospheric light A, resulting in color and distortion of the image; when the local area �(x) is in
the position where the depth of field changes violently, the dark channel value will also be wrong,
resulting in the halo effect of the processed image [30].

The global atmospheric light is used in the generation of transmission map and allow us to
identify the color of atmospheric light. It is the multiplication of atmospheric luminance and the
inverse of transmission map Therefore, we propose an improved method for estimating global
atmospheric light. Suppose that a part of the image contains pixels at infinity and treat the
image points corresponding to pixels at infinity as a collection of representative color vectors of
atmospheric brightness, and then apply an averaging operation to estimate the expected color
vector of atmospheric brightness. In the input image,we pick up the brightest pixel which is the top
0.1% pixels accoeding to the brightness of the image, and then a moving window minimum filter to
filter each color channel, the maximum value of the color channel is taken as the estimated value
of atmospheric light component A.

2.3 Weighted l1 Norm Based Contextual Regularization

According to the theory that the depth value is constant in all pixels in a local image, we can use
boundary constraints to deduce block-by-block transmission, but when the image depth changes
suddenly, the image will have halo artifacts [31], [32]. Therefore, we construct the weighting function
s(p, q) by calculating the color difference of local pixels on the boundary constraint, and the
expression is:

s(p, q) (t (p) − t (q)) ≈≈ 0 (10)
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where s(p, q) is the constraint between adjacent pixels p, q in the image.
If s (p, q) = 0, there is no constraint between adjacent pixels p, q, so it is particularly important

to determine the value of s(p, q) [32]. s(p, q) completely depends on the depth of the image. If the
depth of the image between p and qq is small, its value will be very large, so we can find t (x ); in
contrast, if the depth of the image between p and q is large, its value approaches 0. In this case,
due to the lack of depth map information, we cannot construct t (x ).

Generally, the depth of an image varies with the intensity value between p and q, and pixels
with the same intensity and color have similar depths [33]. Therefore, we construct the following
weighting function based on this feature:

s(p, q) = e
−‖I (p) − I (q)‖2/

2γ 2
(11)

where γ is the specified parameter.
Then, we introduce the weighted context constraint into the image and calculate the regulariza-

tion of t (x ) as follows: ∫
p∈�

∫
q∈�

s(p, q)
∣∣t (p) − t (q)

∣∣d pdq (12)

where � is the image domain. By discretizing the above equation, we can obtain the following
results: ∑

i∈I

∑
j∈si

si j
∣∣ti − t j

∣∣ (13)

By introducing a group of differential operators in (11), we can obtain:∑
j∈s

∣∣∣∣∣∣So
j (L j ⊗ t )

∣∣∣∣∣∣ (14)

where L j is a first-order differential operator and S j ( j ∈ s) is a weighted matrix.

2.4 Optimization of the Transmission

He et al. used a soft matting method to optimize the transmittance, but this method has high
time complexity and a large amount of calculation, resulting in low efficiency of the algorithm.
Therefore, this paper proposes an improved guided filtering algorithm to optimize the transmittance
and improve the calculation efficiency of the algorithm.

The key to the guided filter is the local linear model between the guidance image I and the filtered
image q. We assume that q is a linear transform of I in a window ωk centered at pixel k:

qi = ak Ii + bk ,∀i ∈ ωk (15)

where (ak , bk ) are some linear coefficients assumed to be constant and ωk is a square window with
a radius of r .

To minimize the difference between the input image p and the output image q, we define the cost
function in the window ωk as:

E (ak , bk ) = min
∑
i∈ωk

((ak Ii + bK − pi )
2 + ελa2

k ) (16)

where ε is an adjustment parameter to prevent the value of ak from being too large, and λ is the
average value of the local variance in all pixels introduced into the cost function in the base layer
to accurately maintain the edge of the image [34]. The expression is:

λ = 1
N

N∑
k=1

δ2
k (17)
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where δ2
k is the local variance in I in window ωk .

From the linear regression analysis, we can obtain the optimal values for (ak , bk ), as follows:

ak =
1

|ω|
∑

i∈ωk
Ii pi − μk pk

σ 2
k + ελ

(18)

bk = pk − akμk (19)

where δ2
k and μk are the variance and mean value in window ωk , |ω| is the number of pixels in

window ωk , and
pk = 1

|ω|
∑

i∈ωk
pi , is the mean value of p in the window.

Finally, the sliding window operation is adopted for the whole image, and the average value is
obtained:

qi = 1
|ω|

∑
k:i∈ωk

(ak Ii + bk ) = ai Ii + bi (20)

where ak = 1
|ω|

∑
k∈ωk

ak , bk = 1
|ω|

∑
k∈ωk

bk .

2.5 Brightness Enhancement

When the dark channel prior algorithm is used to process specular highlight images, there are large
areas of high brightness areas in the image, which makes the processed image exhibit uneven
brightness and low contrast. Therefore, we introduce the contrast limited adaptive histogram
equalization algorithm (CLAHE) to adjust the brightness of the image and enhance the mirror
by improving the local contrast of the image and the local details of the highlight image. First, the
processed image is transformed from RGB space to lab color space, and the luminance component
L of the image is extracted; then, the luminance component L is processed by the CLAHE algorithm,
and the A and B components are adapted; finally, we update the brightness component L of the
image and convert the processed image from lab space to RGB color space, which not only adjusts
the brightness and contrast of the image but also effectively enhances the image.

3. Experiment and Results
To verify the validity of the algorithm proposed in this paper, the experimental images are all
specular highlight images taken randomly in real-life scenes. This section evaluates the enhanced
specular highlight image and compare it with the methods proposed by Yang [19], Shen et al.
[22], Akashi et al. [26], Yamamoto et al. [20]. This section includes two parts: part A evaluates the
enhanced specular highlight image subjectively, and part B compares the processing results of
this paper and other algorithms objectively. To prove the effectiveness of the proposed method, all
compared approaches were implemented in MATLAB 2018a on a PC with an Intel Core i7-10510U
CPU @ 1.80 GB of memory running a Windows 10 operating system.

3.1 Subjective Evaluation

As shown in Figs. 2-6, the specular highlighted images after enhancement were evaluated
subjectively, and representative algorithms, Yang [18], Shen et al. [21], Akashi et al. [25], Yamamoto
et al. [19], were selected for comparison with the algorithms proposed in this study. By observing
the experimental image, it can be found that the presence of highlights in the original image makes
some areas of the image very bright, which not only obstructs the information of the partial areas
of the image but also changes the color of the image surface.

As shown in Fig. 2(b)–(e)–Fig. 6(b)–(e), the specular highlight image processed by references
[18], [21], [25] and [19] does not recover the information of the local area blocked by the highlight
in the image and loses the information of the non-highlight area of the image. The main reason
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Fig. 1. The images involved in the existing specular reflection removal algorithm.

Fig. 2. (a) Original image, (b) Yang [18], (c) Shen et al. [21], (d) Akashi et al. [25], (e) Yamamoto et al.
[20], (f) the proposed method.

Fig. 3. (a) Original image, (b) Yang [18], (c) Shen et al. [21], (d) Akashi et al. [25], (e) Yamamoto et al.
[20], (f) the proposed method.

Fig. 4. (a) Original image, (b) Yang [18], (c) Shen et al. [21], (d) Akashi et al. [25], (e) Yamamoto et al.
[20], (f) the proposed method.
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Fig. 5. (a) Original image, (b) Yang [18], (c) Shen et al. [21], (d) Akashi et al. [25], (e) Yamamoto et al.
[20], (f) the proposed method.

Fig. 6. (a) Original image, (b) Yang [18], (c) Shen et al. [21], (d) Akashi et al. [25], (e) Yamamoto et al.
[20], (f) the proposed method.

for the above problems is that the above algorithm has certain constraints when processing
specular highlight images and requires application in specific objects and scenes; in the process
of image processing, the highlight components are mainly separated by estimating non-highlight
components. The inaccuracy of the non-highlight component causes the problem of information
loss when the image separates the highlight component. Therefore, the above algorithm cannot
achieve satisfactory results when processing real specular highlight images. Compared with the
algorithms in [18], [21], [25] and [19], the method proposed in this paper can recover the information
of the highlight area in the image very well, as shown in the figure. As shown in Fig. 2(f)–Fig. 6(f), the
image processed by the algorithm proposed in this paper retains more detailed features than the
original image. The information of the highlighted area in the image is clearly visible and compared
with other algorithms, the processed image effect is more obvious.

3.2 Objective Evaluation of Results

It is a very difficult task to objectively evaluate the enhanced specular highlight image because
there are no real and reliable no-highlight images as a reference, so we use nonreference methods
to analyze the processed results. To test the effect of each algorithm more comprehensively, we
choose e , r , H , θ and CNIas evaluation indicators to compare the algorithms quantitatively, and we
performed a qualitative no- reference quality assessment with 200 specular reflection images

The e measure represents the rate of newly visible edges after processing the image:

e = exp

⎛
⎝ 1

ve

∑
pi∈ϑe

log ei

⎞
⎠ (21)

where e is the gradient ratio between the original image and the processed image, and ϑe consists
of the visible edges of the processed image [36].

Ratio of average gradient r represents the measure of enhancement contrast between the
background and target by applying the technique, H and θ are expressed as the information entropy
and edge intensity, respectively.
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TABLE I

Highlight Images of FIGS. 2-6 Enhancement Evaluation Based on the e Metric. A Larger Metric
is Better

TABLE II

Highlight Image of FIGS. 2-6 Enhancement Evaluation Based on the r Metric. A Larger Metric is Better

TABLE III

Highlight Image of FIGS. 2-6 Enhancement Evaluation Based on the H Metric. A Larger Metric
is Better

TABLE IV

Highlight Images of FIGS. 2-6 Enhancement Evaluation Based on the θ Metric. A Larger Metric
is Better

The percentage of pixels which becomes completely black or white in the enhanced image and
Colour Naturalness Index (CNI), higher value of CNI indicates the enhanced image is more natural
[37].

Tables I –VI summarize the results of random specular highlight image processing in different real
scenes by using Yang [18], Shen et al. [21], Akashi et al. [25], Yamamoto et al. [19] and the algorithm
proposed in this study. It can be seen from Table V that in the processing effect of a few pictures,
the value of our CNI is not as good as other algorithms, but the gap is not very large. Generally
speaking, compared with other algorithms, our algorithm has more advantages, indicating that
the image processed by this method is more natural.In Table VI, we select 200 specular highlight
images in different scenes and compare the results of the above algorithms. By analyzing the above
data, we find that using e, r , H , θ and CNI as the measurement method, the indexes of this algorithm
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TABLE V

Highlight Images of FIGS. 2-6 Enhancement Evaluation Based on the CNI Metric. A Larger Metric
is Better

TABLE VI

Comparison of Average Enhancement Acquired by e, r , H , θ and CNI for 200 Specular
Highlight Images

are mostly higher than other algorithms, which shows that the algorithm in this paper has better
performance than other algorithms in enhancing specular highlight images. The edge contrast,
clarity and detail features of the image processed by this algorithm are obviously enhanced, and
the local information of the specular highlight image is effectively restored. Therefore, through the
comprehensive comparison of the enhancement effect of specular highlight images in different
scenes, it can be concluded that the effectiveness of the proposed algorithm is better than that of
the other algorithms.

4. Conclusion
In this study, we focus on the images affected by highlights in real-life scenes. Our purpose is
to enhance the information in specular highlight images so that the images are clearer, easier to
identify and more valuable for practical application. Therefore, we propose a specular highlight
image enhancement algorithm based on the dark channel prior. First, the algorithm is based on
the dark channel prior and effectively estimates the global illumination component of the image by
a moving window filter. Then, the weighting function based on the local pixel chromatic aberration
is introduced in the boundary constraint to solve the existence of the image and the problem of
halo artifacts. Next, the improved guided filter algorithm is used to optimize the transmittance and
increase the calculation efficiency of the algorithm. Finally, in the LAB space, the CLAHE algorithm
is used to enhance the image’s brightness component L, A, B which is adaptive through adjusting
the contrast of the image and enhancing the local details of the image. Experimental results show
that the algorithm proposed in this study is significantly better than other algorithms based on both
subjective and objective evaluations. Further research is anticipated towards specular highlight
image enhancement of images from moving objects. A potential approach would be the use of
spiking neural networks and dynamic vision sensors [35].
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