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ABSTRACT

performance. Devices used for applications in next-generation mobile communications and

internet of things, such as high-power high-frequency power amplifiers, and propulsion of
electric vehicles and space missions, such as power switches, must handle high power dissipation
with a large degree of Joule self-heating. To enable further development in these fields, improved
thermal management is a necessity. Near channel, heterogeneously integrated heatsinks and
spreaders are one aspect of the technology required to meet this challenge. In this thesis, the
mechanical and thermal properties of the semiconductor-heatsink interface have been studied.
This interface is key for determining the reliability of devices and accessing the heatsink’s benefits.
Various methods of integrating AlGaN/GaN high electron mobility transistors with diamond have
been investigated. In addition, the thermal properties of Si-on-SiC have been studied, aiming to
understand the thermal benefit of this material over silicon-on-insulator.

An improved analysis method has been developed to investigate the mechanical stability
of heterogeneously integrated thin films on stiff substrates, demonstrated in GaN-on-diamond.
This method has increased reliability and accuracy compared to previous analyses. In addition
to mechanical investigations, the thermal properties of novel GaN-on-diamond materials have
been studied. The use of crystalline Aly 32Gag gsN and SiC interlayers have been demonstrated,
showing good promise for SiC layers with comparable effective thermal boundary resistance
(TBReg) to state-of-the-art GaN-on-diamond using SiNy (30+5 m? K GW-1). A multi-step diamond
growth procedure has also been investigated and found to give record low TBRes of < 5 m? K
GW-L.

Finally, thermal characterisation of the heterointerface was undertaken on direct-bonded
Si-on-SiC. The interface of this material exhibited excellent thermal properties with TBReg < 10
m? K GW-L. Simulations suggest this material could offer significant thermal improvements over
conventional silicon-on-insulator for power converters.

I mproved thermal management of power electronics is vital for improved device reliability and
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CHAPTER

INTRODUCTION

he advent of semiconductor field effect transistors (FETs) in the 1950s has revolutionised
humankind’s capacity for data processing and communication. The developments have
allowed for a step-change in the rate of progress of all areas of knowledge as well as
dramatic changes to everyday ways of life. These devices form one of the fundamental building
blocks of electronic applications; they allow for amplification and switching of an electronic signal.
Before the advent of solid-state transistors, this role was performed by thermionic valves which
formed the basis of computing through the first and second world wars. Such devices were bulky,
inefficient, expensive, and had a short lifetime. Replacing these with the more efficient, lighter,
inherently more portable and reliable semiconductor transistors has allowed for a transformation

in how we use electronic devices.

Whilst interest in semiconductors had been steadily building since Faraday first observed that
the electrical resistance of AgSo decreases with temperature in 1883, the field began to bloom
in the 1940s [1]. Shockley first suggested the concept of a semiconductor amplifier operating by
means of the field-effect principle in 1945 and the first transistor was fabricated at Bell Labs
by his colleagues Bardeen and Brattain also in 1945 [2, 3]. This point-contact transistor was
made of Ge and demonstrated a device which exhibited power gain although the mechanism
of operation was not yet well understood. Significant progress was made in the next ten years
and understanding and design of devices improved markedly. The limitations of Ge were soon
realised as its small bandgap (0.7 eV) resulted in a large degree of thermal excitation of carriers,
limiting device operation to low temperatures and resulting in high leakage currents. Silicon was
an ideal alternative given its similar chemistry and larger bandgap of 1.1 eV, helping to address
the issues outlined for Ge. The first commercially available Si device was manufactured in 1954

by Gordon Teal before Kahng and Atalla demonstrated the first metal oxide semiconductor field
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CHAPTER 1. INTRODUCTION

effect transistor (MOSFET) [2, 4]. This device allowed for the development of the complementary
metal-oxide-semiconductor FET which, in conjunction with the integrated circuit, is the basis on

which most modern computing still relies on.

Silicon has gone on to dominate both the memory and power market for electronics due to the
capacity to make incredibly pure material cheaply from melt. However, there has been interest in
heterogeneous integration of Si with other materials in order to improve device performance for
a number of years. For instance, silicon-on-insulator (SOI) is a technology which first gleaned
interest in the 1960s. This technique involves bonding a thin Si film to an insulating layer such as
Si09 or sapphire. Devices can be fabricated on the Si film with lower parasitic capacitance, lower
leakage, faster switching, and increased radiation hardness. These are the result of improved
isolation of the device from the substrate below coupled with reduced source-drain capacitance
[5]. These devices have become vital players for Si power devices and microelectromechanical

systems.

In addition to heterogeneous integration of Si, there is significant interest in alternative
semiconductors for specific applications. For instance, GaAs devices have been used for radio
frequency (RF) applications since the 1960s stemming from their much higher electron mobility
and higher cut off frequency of operation. Metal-oxide-semiconductor architecture was not
compatible with these devices due to the lack of native oxides. Instead, metal-semiconductor
FETs were developed utilising a Schottky gate contact. This was followed by the development of
the high-electron mobility transistor (HEMT) in 1980 by Mimura [6]. This utilised a GaAs/AlGaAs
heterojunction to form a two-dimensional electron gas (2DEG) with enhanced electron mobility

and switching speeds.

Recently, there has been increased interest in wide bandgap semiconductors (bandgap > 2 eV)
such as GalN and SiC as opposed to Si, Ge, and GaAs for RF and high power applications. These
materials have advantages when dealing with larger voltages; their high breakdown fields
(>2 MV cm™) allows them to sustain higher voltage drops with, theoretically, lower leakage
currents. Alternatively, they can sustain the same voltage drop with a narrower drift region
resulting in much lower on-resistances [7]. The higher thermal conductivity (up to 490 W m™!
K1 [8]) and more mature material production of SiC have led to commercialisation of SiC power
devices and modules whilst GaN (thermal conductivity of around 160 W m! K1[9]) power devices
lag behind. The true advantage of GaN is the ability to fabricate heterostructures which enables
the production of HEMTSs. These devices build on the potential of GaAs RF amplifiers, coupling
high electron mobility and carrier concentration with the high critical field and larger bandgap of
GaN to allow for increased output power density. In addition, operating at high voltage reduces

the need for voltage conversion and increases efficiency of these devices [10].

For all power and RF devices, thermal management is an important aspect of device design

for production of reliable devices. The mean time to failure (MTTF) of a device has an Arrhenius
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relationship with peak temperature in the device,

-E,
MTTF=A — 1.1
exp e (1.D

where A is the constant of proportionality, E, is the activation energy of the lowest energy
failure mechanism which can be thermally induced, kg is the Boltzmann constant, and T is
the peak channel temperature. This equation shows that even a small increase in peak channel
temperature will have a significant impact on the lifetime of a device and, with the drive for
further increased power densities, the issue of inadequate thermal management will only become
more prominent in the future. This is illustrated in Fig. 1.1 which demonstrates the estimated
MTTF for a GaN transistor as a function of the peak channel temperature. Whilst SiC devices
benefit from its high thermal conductivity, both GaN and Si devices suffer from relatively modest
thermal conductivity. It is for this reason that heterogeneous integration of these materials with
high thermal conductivity materials, such as SiC and diamond, is a flourishing area of research
[11-16].
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FIGURE 1.1. Estimated mean time to failure for a GaN high electron mobility transistor
as a function of peak channel (junction) temperature. Reproduced with permission
from Lambert et al. [17]

As well as developments in the use of SiC as a wide bandgap semiconductor in its own right, it
is also an attractive material for use in heatsinking and spreading. Recent advances in producing

high crystal quality, intrinsically semi-insulating material in boules of 150 mm diameter and
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CHAPTER 1. INTRODUCTION

on the order of 30-50 mm long has lowered the cost of SiC wafers and improved their thermal
properties [18]. Si-on-SiC is a material system being researched as an alternative to SOI, seeking
to take advantage of the high thermal conductivity of the SiC as well as the electrical isolation
offered by high-purity, semi-insulating SiC [11-13, 19-22]. The use of SOI devices for high-power
power and RF applications is frequently limited by poor thermal management arising from
the highly thermally resistive buried oxide, particularly in hostile environments such as space.
Replacing the Si substrate with semi-insulating SiC removes the necessity of the buried oxide as
well as integrating a heatsink near the channel of the device. The increased radiation hardness
of SiC, arising from its wide bandgap, is also useful for space applications. The typical process
involves direct bonding of a SiC wafer to either a conventional SOI wafer or a Si wafer. The
SOI/Si wafer is then polished and devices are fabricated on the Si, allowing for the use of existing
Si technology and fabrication strategies. The current body of work suggests that Si-on-SiC has

much improved thermal management compared to SOI, with not dissimilar electrical properties.

Another material which utilises SiC heatsinks is GaN. Hexagonal polytypes of SiC possess
a number of properties which make them ideal candidates for epitaxial growth of GaN/AlGaN
heterostructures, particularly their semi-insulating nature and their similar crystal structure and
lattice constant. In fact, SiC substrates are the most closely matched to GaN and AlGaN out of all
the commonly used growth substrates with the added advantage of its high thermal conductivity
giving much improved thermal management over sapphire (~ 30 W m™! K1 [23]), and Si (149 W
m! K1 [24]). However, SiC is much more expensive than either sapphire or Si so it is only used
when improved thermal management is a necessity. Power amplifiers fabricated on GaN-on-SiC
are now the devices of choice for high-power, high-frequency power amplifiers (required for 5G and
beyond), and have been demonstrated to operate at output power densities exceeding 40 W mm!
in the S-band (2-4 GHz) and 30 W mm™ in the X-band (8-12 GHz) [25]. However, these devices
are still limited by thermal management. For instance, the 40 W mm™ device was estimated to
have a peak channel temperature of 355°C. Such a device would be incapable of achieving the
lifetime and reliability required for defence or communication applications. The result is that
GaN-on-SiC devices are typically derated to output power densities of 5-6 W mm™!, the equivalent

of increasing device footprint and cost.

Diamond would be an ideal alternative to SiC given its very high thermal conductivity of
nearly 2000 W m™ K1 [26]. Replacing SiC in GaN-on-SiC devices could enable a step-change in
the performance of GaN power amplifiers with increased output power densities or increased
device lifetime for equivalent output power densities [27]. However, direct growth of GaN on
single crystal diamond, similar to growth on SiC, is not feasible owing to the high degree of lattice
mismatch and coefficient of thermal expansion mismatch. In the last twenty years, much effort has
been expended on attempting this with little success [28—32]. A more successful strategy has been
employed commercially by Akash systems and RFHIC. This uses existing GaN growth techniques
on Si substrates to produce high quality HEMT structures. The Si growth substrate is removed
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and polycrystalline diamond is grown on the backside [14]. Whilst the thermal conductivity
of polycrystalline diamond is lower than single crystal (~ 1500W m™! K1 [33]), with thickness
dependent variations as a result of the grain structure [34], devices fabricated on this material
have already shown promise for outperforming their GaN-on-SiC counterparts in terms of output
power density [27]. Alternative approaches include the growth of thin, topside heat spreaders
on top of GaN HEMTSs [35-37]. These aim to introduce near-junction thermal management to
the GaN transistor, increasing lateral heat flow away from the hot-spot within the channel.
These techniques show some promise although there are technological issues which arise from
fabrication of devices on this material. A final approach is similar to the backside growth, aiming
to replace the GaN growth substrate with diamond. However, this can be achieved by direct
wafer bonding of single or polycrystalline diamond onto the GaN HEMT. Such a process avoids
issues which occur when carrying out high temperature diamond growth (> 700°C) arising from
the thermal expansion mismatch and are an exciting alternative although less well developed
[38, 391.

In all these examples there are three main challenges for heterogeneous integration of
heatsinks. First, the bond between the device layer and the heatsink must be strong enough to
withstand any stresses which may occur as a result of coefficient of thermal expansion (CTE)
mismatch between the two materials due to elevated temperatures during fabrication or operation.
Second, the interfacial thermal conductivity must be high enough to ensure that the benefit of
the heatsink is seen. If there is a significant thermal resistance present at the interface it can act
as a thermal bottleneck, negating the benefit of the heatsink [40]. Third, both of these properties

must be optimised without degrading the electrical properties of the semiconducting device layer.

In the two cases outlined above (Si-on-SiC and GaN-on-diamond) there are still a number of
challenges which must be addressed to unlock their full potential. For instance, Si-on-SiC has
been frequently fabricated with the use of interfacial layers between the Si and SiC [12, 20, 21].
These layers, which aid the formation of a strong, stable bond, have been as thick as 800 nm and
made of relatively low thermal conductivity (< 40 W m™! K'! [41]) material such as polycrystalline
Si. However, direct thermal characterisation of the effect of these layers has been lacking. In
fact, rigorous thermal characterisation of this material has been missing in general, with the
thermal properties of the interface frequently being neglected [13]. Without knowledge of the
properties of the Si/SiC interface, it is impossible to accurately predict peak channel temperatures,
requirements for active cooling, and MTTF. Even for processes which do not directly employ an
interfacial layer (such as those demonstrated by Gammon et al. [11]) understanding how the

nature of the bonding processes affects its thermal properties is vital.

Whilst GaN-on-diamond has already been commercialised, there are still a number of issues
which need to be optimised to reach its theoretical limits and improve its reliability. To date, it
has been impossible to produce GaN-on-diamond without a third material at the interface, a

result of GaN’s instability in diamond growth reactors as well as its inability to bond strongly
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to diamond [42-44]. Without this layer, the GaN can decompose when growing diamond on it
or the diamond quickly delaminates due to a lack of strong covalent bonds. A carbide forming
interlayer is, therefore, a necessity and a typical layer is amorphous SiNy. This layer is deposited
on the GaN in thickness < 100 nm and bonds strongly to both it and the diamond. However, this
layer introduces a significant thermal resistance between the diamond and GaN, limiting the
efficacy of the diamond heat spreader/sink [40]. Reducing the thermal boundary resistance is a
key priority for GaN-on-diamond researchers. Coupled with this is the mechanical robustness of
the interface. Studies have shown that the use of SiNy interlayers produces a mechanically strong
interface, which is likely able to sustain the local stresses experienced during device operation
[45]. However, changing the properties of this interlayer, or utilising entirely novel bonding
procedures, could affect the stability of the interface. Hence, having an accurate methodology for
measuring the strength of the interface is a vital aspect of GaN-on-diamond research as well as

research of heterogeneous integration of thin films in general.

1.1 Thesis OQutline

The work contained in this thesis is concentrated on these two key themes: measuring and under-
standing factors which affect the interfacial strength of heterogeneously integrated materials
and investigating how different bonding and growth conditions can affect the thermal properties
of the interface. Research has been conducted in improving the methodology for investigating the
interfacial strength and understanding different factors which affect this. A significant portion
of the thesis is dedicated to the study of thermal properties of the interface between the semi-
conductor and heatsink or heatspreader. Study of this property was carried out using an optical
process called transient thermoreflectance (TTR) which utilises the thermo-optical coefficient
to monitor temperature changes in the material system when periodically heating it with a
pulsed laser. Simulations have also been used to give context to the measured thermal properties,
simulating the thermal performance of hypothetical devices as well as carrying out calculations to
investigate the theoretical thermal limits of different materials. This has been used to investigate
novel interlayers in GaN-on-diamond, investigate how different growth conditions can affect the
heat-spreading efficacy of diamond, and investigate how different bonding processes can affect
the thermal performance of Si-on-SiC.

Chapter 2 gives a theoretical background to the fundamental properties of crystals and
materials which determine how heat flows through them. Phonon theory is discussed which is
vital for understanding many properties of semiconductors. This is developed to understand
how heat flows through semiconductors, as well as in metals and amorphous materials. Two
models, the acoustic mismatch and diffuse mismatch model, are introduced to help understand
the origin and nature of thermal boundary resistances between two materials. Chapter 3 gives

details of the material properties and synthesis of GaN, as well as the operating principles of a
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1.1. THESIS OUTLINE

GaN HEMT. The discussion then moves on to diamond, again covering material properties and
different synthesis methods. This section is focused on the thermal properties of polycrystalline
diamond and how its microstructure affects its thermal conductivity and introduces anisotropy.
As a key topic of this thesis, a detailed review of the state-of-the-art of integrating diamond
with GaN is given, discussing GaN growth on diamond, diamond growth on GaN, and methods
of bonding, critically evaluating the merits and challenges of each method. The properties and
growth of SiC are then discussed, with a focus on its use for heatsinking and spreading rather
than electronic devices. Finally, a brief review of SOI materials is given, discussing fabrications
strategies, devices commonly used for high-power applications, and the limitations of these

resulting from the material system.

Chapter 4 details the experimental and theoretical methods used. This covers optical spec-
troscopic techniques (such as Raman spectroscopy and photoluminescence spectroscopy) and
includes a brief review of common TTR methods and details of the TTR equipment and analysis
used in this work. Background of nanoindentation as a technique for analyses of material proper-
ties is given as are details of how a nanoindenter accurately controls and monitors applied forces
and displacements. A brief description is given for different indenter geometries. Methods for
topographical mapping, required for evaluation of interfacial strength, are also given, detailing
the principles and operating conditions used for atomic force microscopy and optical profilometry
using white light interferometry. A suite of techniques for microstructuraland chemical analysis
of surfaces and interfaces is given including Scanning Electron Microscopy (SEM), Transmission
Electron Microscopy (TEM), focused ion beam milling, Electron Energy Loss Spectroscopy (EELS),
and Energy Dispersive X-ray Spectroscopy (EDS). All these techniques are used to understand
how the interface and surface structure and chemistry affect the mechanical and thermal proper-
ties of materials and interfaces. Finally, a description of Finite Element Analysis (FEA) is given

along with how it can be used for thermal analysis of electronic devices.

The next four chapters are results chapters. Chapter 5 details the development of improved
metrology for investigating the interfacial strength of thin, well bonded films on stiff substrates.
In this chapter, details are given on the background of nanoindentation induced blistering for
analysis of interfacial toughness and the variety of analytical models used for analysis are
discussed. Experiments are carried out on three commercial GaN-on-diamond samples, provided
by Element Six Ltd. A comparison is made between the new metrology and that previously
employed and is found to provide statistically significantly different results. In addition, the use
of white light interferometry for topological mapping is validated against atomic force microscopy.
Photoluminescence spectroscopy is used to investigate the stress within the GaN to understand
the origin in variations of interfacial toughness from sample to sample whilst SEM is used to
qualitatively investigate the nature of fracture at the interfaces after complete delamination of
the GaN film.

Chapter 6 gives details of an investigation into the use of alternative interlayers for integra-
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tion of diamond with GaN. A novel approach was carried out, using Alg 30Gag gsN interlayers
integrated with the GaN HEMT epitaxy near the channel. Diamond was grown on these using
two approaches: a wafer flipping approach with complete removal of the Si growth substrate and
a membrane approach with selective area removal of the Si substrate. The thermal properties
were investigated using TTR whilst the microstructure and chemistry of the interfaces were
examined using scanning TEM, EELS, and EDS. These analyses revealed excellent thermal
properties for the membrane sample but poor properties for the flipped sample. This is believed
to arise from the deposition of a thin (< 10 nm), crystalline, hexagonal SiC layer between the
diamond and Al 32Gag ggN for the membrane which was not present in the flipped sample. An
analytical model was used to investigate the theoretical contribution to the effective thermal
boundary resistance of AIN, SiC, and AlyGa(.x)N interlayers.

In chapter 7, the thermal properties of thin (< 2 um) polycrystalline diamond heat spreaders
overgrown on N-polar GaN HEMT structures were investigated using both TTR and FEA simula-
tions. Transient thermoreflectance was used to characterise the thermal conductivity of a range
of diamond thin films grown on GaN-on-sapphire and GaN-on-SiC transistor structures. A novel
multi-stage diamond growth process was used to shrink the thickness of the near-nucleation dia-
mond thickness and encourage more isotropic films. The thermal measurements were combined
with scanning TEM and EDS to understand how the interface structure and chemistry were
affected by the growth conditions and their relation to the thermal properties. In addition, Raman
spectroscopy was carried out to correlate diamond growth conditions with diamond crystal qual-
ity and residual strain and their relationship to diamond thermal conductivity. Finite element
simulations were used to evaluate the relative benefit of introducing the top side diamond heat
spreader for the different GaN HEMT epitaxies used as well as to explore the potential benefits
of increasing diamond thermal conductivity, reducing the effective thermal boundary resistance,
and reducing the anisotropy of the diamond film.

The final results chapter, chapter 8, gives details of a study of direct bonded Si-on-SiC.
Transient thermoreflectance was used to investigate the thermal properties of Si bonded to
semi-insulating 4H-SiC using hydrophobic or hydrophilic bonding processes. The results were
once again compared to TEM images of the interface to understand any variations between
the different samples. Finite element simulations were then used to investigate the thermal
benefit of Si-on-SiC over SOI for a high voltage, power switching device which may be deployed
for propulsion in deep space missions. The thermal properties measured experimentally for
the Si-on-SiC material were used in these simulations, comparing to an equivalent SOI device
with a 2 ym buried oxide. These simulations were also used to investigate the parameter space,
exploring how varying either the effective thermal boundary resistance between Si and SiC or

the SiC thermal conductivity impact the peak temperature rise of the device.



CHAPTER

HEAT AND PHONON THEORY

n order to understand how to optimise the thermal and mechanical properties of the
interface between heatsinks and electronic devices, it is necessary to understand how heat
flows between different materials as well as the fundamental properties of the materials
studied. This chapter discusses heat transport through semiconductors, metals, and amorphous

materials, providing an in-depth explanation of phonon theory.

Heat is, at the most basic level, a form of energy which can be transferred from one body to
another following the second law of thermodynamics. The nature in which the heat is transported
depends on the nature of the body. For instance, in the case of solids with free electrons, such
as metals, heat transfer is dominated by the movement of excited electrons from hot to cold. In
crystalline substances with tightly bound electrons this is not possible. Instead, heat is transferred
by concerted, elastic vibrations of atoms or ions. The fundamental quantum of this vibrational-
mechanical energy is called a phonon [46]. It is analogous to a photon for electromagnetic energy
and it can be treated in a similar manner as a quasiparticle. It is important to note that, the
thermal conductivity of a material depends not on how the heat is carried but on the ease
with which it is transferred. Fourier’s law defines the thermal conductivity of a material as the
constant of proportionality between the heat flux incident on a material and the temperature
gradient across it [46]. This depends on how far heat carriers (phonons or electrons) can travel
through the material unimpeded. The next section outlines the basics of phonon theory and the
scattering mechanisms which impinge on the thermal conductivity of a material. It starts with a
simple harmonic model of phonons before introducing higher order terms which are vital for a
physical understanding of heat flow in semiconductors as well as other fundamental properties of

crystals.



CHAPTER 2. HEAT AND PHONON THEORY

2.1 Phonon Theory

The vibrational, and hence thermal, properties of semiconductors can be understood by picturing
a simple one-dimensional (1-D) chain of N atoms, shown in Fig. 2.1(a) [46, 47]. These atoms
are treated as point masses and the chemical bonds between them as springs. In this model,
a number of simplifications will be made. First, only nearest neighbour interactions will be
considered. Second, it will be assumed that the elastic response of this simple crystal is a linear
function of forces, i.e. the elastic energy is a quadratic function of the relative displacement of the
atoms. Linear terms will disappear at equilibrium and cubic and higher terms are assumed to be

negligible for small deformations.

tUnes

EUn-1 E Vn E Un E Vn+1

FIGURE 2.1. (a) A 1-D chain of atoms of mass M, equilibrium separation a, and dis-
placement U, . (b) A 1-D chain of two types of atoms of mass M and m, equilibrium
separation b, and displacement U,, and V,,.

The restoring force acting on the n'* atom resulting from the displacement of its nearest
neighbours is proportional to the difference between their displacements. It can be calculated

using Hooke’s law (Eq. 2.1),
Fs :C(Un+1_Un)+C(Un—1_Un) (2.1)

where C is the spring constant of the chemical bond between the atoms and U, is the displacement
of the n*? atom from its equilibrium position. Using Newton’s second law of motion, the motion of
this atom is described by Eq. 2.2,

d%U,
dt?

M =CWUp+1+U,-1-2U,). (2.2)

This equation can be solved in the form of a special wave which is only defined for lattice sites.
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This has the travelling wave solution in the form
Un(t) — einkae—iwt, (23)

where a is the equilibrium separation of nearest neighbour atoms, k is the wavevector, w is the

angular frequency of the wave, and ¢ is time. This wave has a time dependence of e *“! meaning

d?U,/dt* = —-w?U, and, hence, Eq. 2.2 becomes
~Mo?U, =CUps1+U,_1—2Uy). (2.4)

By substituting Eq. 2.3 into Eq. 2.4 the following expressions are generated:

_MwZei(kan—wt) =-C(©2- e—ika _ eka)e—i(kan—wt), @5
. . D
—Mw?ei®an=ot — _90(1 - coska)e kan—wt)

Eq. 2.5 gives the dispersion relation, relating the angular frequency of the vibration with the

2C(1 —coska) C| . ka
w(k)—\/T—2\/M|sm7. (2.6)

The wavevector is given by k = 27” where A is the wavelength of the vibration. This relationship is

wavevector,

periodic and centred around k = 0, known as the I" point. The repeating unit of the dispersion
relation is called the first Brillouin zone as shown in Fig. 2.2. The boundary of the first Brillouin
zone in this simple model is at k = +7. In the long wavelength limit, when ka < 1, Eq. 2.6
simplifies to

C

w? = Mk%ﬂ, 2.7

and shows that for long wavelength phonons, the frequency is directly proportional to the
wavevector. This is the equivalent to the statement that the speed of sound is independent of
frequency. The model can be expanded to include a second type of atom in the primitive basis
set, Fig. 2.1(b), maintaining the simplifications of the one atom mode and adding that the force

constant between all atoms is the same, C. The two equations of motion for the two types of

atoms are:
d2U,
M——=C(V,,+ V1 -2U,) (2.8)
dt?
d?v,
m—g = CUp+Un-1-2Vy). 2.9

Again, solutions in the form of a travelling wave are used and substituted into Eqs. 2.8 and

2.9 to arrive at the dispersion relation:

wz(k)zC(%+%)iC\/(%%)2— 4 kb 2.10)

This relationship has two branches for the positive and negative square root in the solution,

shown in Fig. 2.2(b). The low frequency solution is the acoustic branch whilst the high frequency
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First Brillouin Zone b

OpticaI'BranCh

Accoustic Branch

w (Arb. Units)
w (Arb. Units)

-27la -m/a 0 mla 2wla -2x/b  -7w/b 0 nb  2n/b
k k

FIGURE 2.2. (a) The simple, harmonic dispersion relation of a 1D chain of atoms with
equilibrium separation a, considering only nearest neighbour interactions. (b) The
dispersion relation with the same approximations as in (a) except with a two atom
primitive basis set and equilibrium spacing of 5.

branch is the optical. These names originate from the nature of the vibrations within these
branches. The acoustic branch is so-called as these vibrations have a long wavelength, involving
the concerted movement of many atoms. Adjacent atoms vibrate in phase and this kind of
vibration gives rise to sound. Phonons in the optical branch involve high frequency vibrations
between near atoms, and adjacent atoms vibrate in antiphase. It is named the optical branch
because, if these vibrations result in a change in the dipole between the atoms, they are able to
interact with the electric field of light waves. Importantly, these phonons have non-zero energy
at the I point, a property arising from the fact they represent the symmetric oscillation of two
atoms about their lattice point; i.e. there is no long range translation.

The dispersion relation also illustrates some interesting properties of phonons. The trans-
mission velocity of a wave packet is termed its group velocity and is given by v, = fli—l“;, i.e. the
gradient of the dispersion relation. At the Brillouin zone boundaries, the gradient of both the
optical and acoustic branches is equal to zero. This means that at these points the phonons are
no longer travelling waves but standing waves and the wavepackets do not propagate through
the crystal. As explored in the subsequent section, phonons are thermal carriers in crystals. The
group velocity of a phonon branch is vital in determining its capacity to carry thermal energy
through the crystal. Typically, acoustic phonons have a much larger group velocity than optical
phonons, demonstrated in Fig. 2.2 by the much higher gradient of the acoustic phonon branch.
For this reason, acoustic phonons are much more important for thermal transport than optical.

This simple 1-D model can be extended into a more realistic 3-D crystal structure although

there is the added complication that atoms in a 3-D structure have more degrees of freedom.
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This means they are able to move in the plane of the atoms (as was shown for the 1-D chain)
but also in the other two planes which are present. Movement along the plane of the atoms
gives rise to longitudinal phonons whilst movement of atoms in orthogonal planes gives rise
to transverse phonons. If there are N primitive unit cells containing p atoms there are then
Np total atoms. Each atom has three degrees of freedom relating to the x, y, and z directions,
giving a total of 3pN degrees of freedom. There are N allowed k values for a single phonon
branch within the first Brillouin zone (equivalent to the number of lattice sites in the crystal unit
cell) meaning the longitudinal and transverse acoustic branches have a total of 3IN modes. The
longitudinal and transverse optical branches must make up the remaining degrees of freedom
resulting in a total of (3p —3)N modes. Whilst the dispersion relations derived in this section
are simplistic, the structures are consistent with more complicated crystals, having optical and
acoustic branches. For a more realistic crystal, there will be more solutions in each of these
branches whilst the dispersion relations often utilise letters other than I'. These letters denote

high symmetry reciprocal lattice directions.

2.1.1 Phonon Heat Capacity and the Debye Model

Throughout this section, when heat capacity is referenced it refers to the heat capacity at constant
volume, Cy = (0U/0T)y where U is the energy stored in the material and T is the temperature.
It can be broken down into its constituent elements such as the phonon or lattice heat capacity,
Cj4:- The total lattice energy of a crystal at temperature T is given by the sum of energies over

all phonon modes and polarisations, P, which, in the harmonic approximation, is
Ut =) Uxp=)_) (nkp)hokp (2.11)
k P k P

Importantly for calculating C;,;, phonons have zero spin meaning they obey Bose-Einstein

statistics. This means that the thermal equilibrium population, {n), of an energy level is given by

1
) = exp(hw/kgT)-1" (2.12)
Hence the energy of the phonons at thermal equilibrium is given by
U=, P . 2.13)
% 7 exp(hwxp/kpT)—1
It is convenient to replace the summation over wavevector with an integral,
Ulgr =Y f dwD () i (2.14)
iz exp(hw/kpT) -1
and, recalling that C;,; = 0U;,,/0T
Crat=kB ;fdwpp(w)%, (2.15)
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where x = hw/kgT. In Eq. 2.15 D ,(w) is the phonon density of states (DOS). This defines how
many modes of a given polarisation are present in the frequency range w to w + dw. It is possible
to experimentally measure the phonon DOS using inelastic neutron scattering experiments [48],
although it is common to approximate it with the Debye model. This model assumes that the
dispersion relation of acoustic branches can be approximated as a linear for all values of k and
that the velocity of sound is constant regardless of polarisation. Only the acoustic branches need
be considered as these are the dominant thermal carriers given their much larger group velocities

(Fig. 2.2). In this scenario, the phonon DOS is given by

Vw?

D(w) = 57298 (2.16)
where V is the volume of the specimen, and v is the constant velocity of sound. This is possible
as the dispersion relation when applying this simplification is given by w = vk. As outlined in
section 2.1, for N primitive cells, there will be N acoustic branches of a single polarisation in a
1-D crystal. A cut-off frequency,wp, and, a cut-off wavevector,kp, can be determined:

6n2v3N

w% = T (2.17)

(2.18)

wp 672N \1/3
.'.kD=T=( v ) .
It is important to note that this cut-off frequency is the cut-off frequency of the Debye model,
not the real phonon cut-off frequency. In the Debye model, no modes with wavevector > kp are
allowed as the number of degrees of freedom (V) are exhausted. As the speed of sound is assumed
to be independent of polarisation, it can be easily extended to 3-D meaning the phonon thermal

energy (Eq. 2.14) and heat capacity (Eq. 2.15) are given by

3Vh2n? v w3
U= 2 2.19
03 fo Y exp(halkgT) -1’ (2.19)
3V K2 @D w*exp(hiw/kpT)
Clop = —at 2.20
lat = 5 23k g T2 fo Y exp (halkgT) - 1)2 (2.20)

respectively. This result implies that the heat capacity of a material will increase with tempera-
ture, a consequence of increased occupancy of phonon modes. This will continue until all modes
are populated at which point the heat capacity will reach a limiting value, equal to the classical
value of 3N4kpT =24.9 J K1, where Ny4 is Avogadro’s number. This is known as the law of
Dulong-Petit. The temperature above which the heat capacity approaches this value in the Debye

model is known as the Debye temperature and is given by

(2.21)

Op = @(6E;N)1/3‘

kB
At low temperatures, only phonon modes which have energy significantly lower than kg7 will be
populated. The Debye model predicts the heat capacity to increase with 7' which is seen for real

crystals at very low temperatures, e.g. T = Op/50.
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In summary, the Debye model of phonon DOS and heat capacity agrees well with real crystals
considering its simplistic nature, particularly for low phonon frequencies (low temperature).
However, there is increased disagreement at higher frequencies arising from discontinuities
which occur due to phonon combination bands. This results in the Debye cut-off frequency being
slightly higher than the real crystal phonon cut-off frequency. It is a very useful model for
comparing and predicting qualitative thermal properties of semiconductors without necessarily
giving entirely accurate values.

The Einstein model is an alternative model for the temperature dependence of heat capacity
[46]. Like the Debye model, it assumes that atoms behave as harmonic quantum oscillators.
Unlike the Debye model, it assumes all oscillators oscillate with the same frequency, wg. This is
equivalent to assuming a single phonon mode in the dispersion relation. These oscillators are

assumed to follow Maxwell-Boltzmann statistics so the average energy is given by,

Ulop)= —“E_ hos (2.22)
hwg 2
exp (kBT) -1

In 3-D, each atom has three degrees of freedom. Hence, the total energy of a crystal made up of

N atoms is given by,

h h
Uy = 3N WE_ | DOE | (2.23)
hwg 1 2
exp(kBT)—

Recalling that C;,; is given by 0U;,;/0T, the heat capacity is now given by,

x%; exp(xg)

Ciyy =3Nkp———m—
fat B exp(xg) - 12

(2.24)
where xg = ZBL%. In a similar manner to the Debye model, the heat capacity approaches the
Dulong-Petit value for high temperatures. However, at very low temperatures, the heat capacity
decreases with an exponential relationship to temperature rather than the measured temperature
dependency of T3. This is due to the assumption of a single phonon frequency. However, the

Einstein model is useful for approximating the optical phonon part of the phonon spectrum.

2.2 Thermal Conductivity

The definition of thermal conductivity of a material is given by Fourier’s Law. Imagine heating
one end of a long rod: at this end, there will be a local heat flux, J, and across the rod there
will be a temperature gradient, VT'. The thermal conductivity of a material, «, is defined as the

negative constant of proportionality between J and VT, shown in Eq. 2.25.
J =—-«xVT. (2.25)

The negative sign is important; it defines that heat always flows from hot to cold. The fact that the

thermal conductivity depends on the temperature gradient gives insight into the nature of heat
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flow. If heat were to simply flow instantaneously from hot to cold then the thermal conductivity
would depend on the temperature difference from one end to the other, regardless of the distance.
However, as it depends on the thermal gradient, heat must diffuse down the rod in a random
nature. Breaking with the continuum approach of Fourier’s law, the thermal conductivity of a
solid can be determined by assuming there are quasiparticles which act as thermal carriers
within the rod. These thermal carriers are analogous to an ideal gas within the rod. In this model,

the thermal conductivity of the solid is given by
1
K= gCUZ (226)

where C is the heat capacity per unit volume, v is the average particle (or carrier) velocity,
and [ is the mean free path of a particle (or carrier), the mean distance travelled by a particle
between collisions. The nature of the thermal carriers, either phonons or electrons, depends on
fundamental material properties as well as material quality, covered in latter sections. If there is
little scattering of carriers then [ is large and « is also large, demonstrated in Fig. 2.3. Scattering
of carriers can occur via two mechanisms: collisions with other carriers, or collisions with lattice
imperfections such as point defects or crystal boundaries. The heat flow in semiconductors
(building on the exposition of phonon theory in section 2.1), metals, and amorphous materials
will now be explored in more depth. This will be followed by a description of how heat travels
across interfaces between dissimilar materials and the commonly used models for examining

interfacial thermal conductivity.
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FI1GURE 2.3. Schematic diagram of the importance of particle mean free path on the
thermal conductivity of an ideal gas of thermal carriers: (a) shows a system with a
small mean free path, (b) shows one with a large mean free path.
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2.2.1 Heat Flow in Semiconductors

In semiconductors, the dominant thermal carriers are phonons. Such materials have tightly
bound electrons which are highly localised and unable to carry heat through the crystal. The
thermal conductivity can be approximated using Eq. 2.26 and depends on the heat capacity of
the phonons, the phonon mean free path, and the average particle velocity. As phonons do not
have spin, they obey Bose-Einstein statistics as demonstrated in Eq. 2.12. This means that as
the temperature rises, the number of phonons available to carry energy increases, increasing the
phonon heat capacity. The Debye model predicts that the phonon heat capacity, and therefore
phonon thermal conductivity, will increase as T°. As the temperature approaches the Debye
temperature, the heat capacity plateaus and the mean free path of the phonons begins to limit
the phonon thermal conductivity. One process which can reduce the phonon mean free path is
phonon-phonon collisions. For this to occur, anharmonicity must be introduced into the Debye
model to allow for coupling between phonons. A simple three phonon process is outlined in Fig.
2.4(a) where two phonons collide to produce a third phonon. Due to the conservation of momentum

and energy, the wavevectors of the phonons have the relationship
kl +k2 =k3. (2.27)

This is a Normal process and results in no net change in the energy or momentum of the phonon
gas as a whole. These processes have no effect on the thermal conductivity of the material which
depends on the drift velocity of the gas. For phonon-phonon collisions to affect the thermal
conductivity of the material, they must change the net momentum of the gas.

Umklapp processes are alternative scattering events which do introduce thermal resistivity

to the material. A three phonon Umklapp process is described by
ki+ke=k3+G (2.28)

where G is a reciprocal lattice vector, shown graphically in Fig. 2.4(b). For these processes, it can
be seen that energy is conserved as is the total crystal momentum. However, the momentum of
the phonon gas has changed, resulting in a decreased drift velocity of the phonon gas. Umklapp
processes can be understood by considering the periodic symmetry of a crystal. As has been
seen in section 2.1, all relevant information is held within the first Brillouin zone. For collisions
between large k phonons, the third phonon created will have a k which goes beyond the first
Brillouin zone. This is equivalent to having a phonon created which has negative momentum
compared to the original two phonons, reducing the average momentum of the phonon gas.
Umklapp scattering only becomes prevalent when high k, and hence high energy, phonons are
excited as both ki and kg must be on the order of G/2. This provides insight into the temperature
dependence of the thermal conductivity of semiconductors. At low temperature, when only low k
phonons are excited, the thermal conductivity increases with temperature due to an increase in

the number of excited thermal carriers. However, as the temperature rises, the number of carriers
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(a) ky (b) Ky

FIGURE 2.4. (a) shows a three phonon collision undergoing Normal scattering whilst
(b) illustrates Umklapp scattering of a three-phonon collision. ky, indicates the
wavevector of the phonon n whilst G is the reciprocal lattice vector. The grey box
indicates the first Brillouin zone in reciprocal space.

with the necessary energy for Umklapp scattering increases. This leads to the temperature
dependence of the thermal conductivity having a peak, beyond which it begins to decrease as
a result of increased Umklapp scattering. A plateau is reached at high temperatures when
T > Op and all phonon modes are excited with a substantial number of Umklapp collisions. This
temperature dependence is demonstrated in Fig. 2.5.

The frequency of Umklapp scattering, 71, can be modelled using the Debye model as a

function of temperature using the equation
771 = Bw?Te®3T, (2.29)

The constant B is material dependent and determines the likelihood of Umklapp scattering
occurring in a particular material. It is approximated by,

B= M ppeemnr (2.30)

Mv%0p

where M is the average atomic mass, v, is the speed of sound in the crystal (determined by the
group velocity of the acoustic phonons), and y is the Griineisen parameter which describes how
the phonon properties vary with crystal volume [46, 49]. It can be seen that materials made up of
light atoms, with high acoustic phonon velocities, and high Debye temperatures are less likely to
undergo Umklapp scattering. This results in an increase in the phonon mean free path and the

thermal conductivity of the material.
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Whilst normal phonon-phonon scattering process will not affect the thermal conductivity,
normal collisions between phonons and crystal imperfections and boundaries are important.
These collisions will suppress the phonon mean free path with a net change in the phonon
gas’ momentum and energy, reducing the thermal conductivity. Size effects, the limiting of
phonon mean free path by scattering at crystal boundaries, become particularly important in
two circumstances: at low temperatures where [ is large and becomes comparable to the width
of the specimen, and for nano-structures where the specimen dimensions are comparable to .
The first instance can be understood by considering the fact that, at low temperatures, Umklapp
scattering is minimal. This results in an increase in / and the thermal conductivity of a crystal
becomes a function of its size as boundary scattering becomes the dominant mechanism for
limiting thermal conductivity. Below a certain temperature, the thermal conductivity of a sample
will undergo an abrupt decrease as the size effect becomes dominant. The second instance is,
in reality, an extension of this first instance where the crystal dimensions are so small this
transition occurs at higher temperatures. Crystal imperfections and chemical impurities can also
act as scattering centres limiting the mean free-path of phonons. Hence, poor quality crystals can
have significantly reduced thermal conductivity compared to purer counterparts. If impurities
and imperfections are limiting the thermal conductivity, the distinctive temperature dependence
(Fig. 2.5) is lost as Umklapp scattering and heat capacity stop being the limiting factors of the
thermal conductivity. This effect is also often significant in limiting the thermal conductivity of
thin films in which it is more difficult to produce high quality crystals. Both the size effect and
impurity scattering means it can be challenging to produce thin, semiconductor films with high

thermal conductivity.

2.2.2 Thermal Conductivity of Metals

Metals have much lower binding energies for electrons meaning they are free to carry heat in
the crystal. The thermal properties of metals can be understood by considering the free electron
model. In this model, the valence electrons of an atom become conduction electrons, moving freely
throughout the metal. The free electrons can be treated as analogous to an ideal gas, similar to
phonons, resulting in the free electron Fermi gas. The thermal conductivity of a metal is given by
the same equation as for semiconductors, Eq. 2.26. However, the thermal conductivity of metals
has a significantly different temperature dependence to semiconductors. This arises from the
fact that electrons, unlike phonons, have spin meaning they obey the Pauli exclusion principle.
Hence, electron occupation follows a Fermi distribution rather than Bose-Einstein statistics.
As the electron gas is heated from absolute zero, only a fraction of electrons can be thermally
excited, those which sit in orbitals within the energy range of ~ 2gT. For N total electrons at
temperature T this fraction is on the order T/Tr, where T is the Fermi energy (or temperature)
and corresponds to the temperature where thermal energy is equal to the Fermi level (¢r), the

lowest energy occupied state in a Fermi electron gas at zero temperature. This results in the
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F1GURE 2.5. The temperature dependence of phonon thermal conductivity of a SboTes
film using the Debye model. This shape is characteristic of the phonon thermal
conductivity using the Debye model. Reproduced with permission from Li et al.
[50].

electronic heat capacity being given by

27,2
o kTN

el =

2.31
Ser (2.31)

Using the classical relationship that ez = %mev% where m, is the mass of the electron and v is

the Fermi velocity, Eq. 2.26, and Eq2.31 the electronic thermal conductivity is

2nk2T n2nkTI
ten
Kel = ?%UFZ = ﬁ (232)
F

From this relationship, one would expect the thermal conductivity of metals to increase
with temperature as the velocity of electrons and the number of excited carriers increase. This
occurs as electron-electron scattering is minimal at all temperatures. However, this neglects
phonon-electron scattering. Similar to phonon-phonon scattering, x,; will only be affected by
Umklap scattering. This occurs at temperatures where phonons with large wavevectors are
excited meaning that as temperature rises, the mean-free path of electrons, and «,.;, will be
reduced, shown for Ag, Al, and Cu in Fig. 2.6. Whilst the thermal conductivity of metals is not
explicitly investigated in this thesis, understanding the differences in how heat is carried in
metals from semiconductors is important for understanding the challenges of heat transfer across
metal-semiconductor interfaces. The high thermal conductivity of metals is also important for

devices where metallisation on the surface can aid heat spreading.
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FIGURE 2.6. The temperature dependence of the thermal conductivity of bulk copper,
silver, and aluminium. Reproduced with permission from Abdel-Samad et al. [51]

2.2.3 Thermal Conductivity of Amorphous Materials

Understanding the thermal properties of amorphous materials was initially misguided. It was
assumed that the dominant heat carriers in these materials would be vibrations and that their
low temperature heat capacity would follow the Debye model with a temperature dependence of
T3. However, this assumption was rooted in a misconception. The phonon gas model described
in section 2.1, the basis of the Debye law, will not apply to amorphous materials as it requires
long range periodicity which is not present. The nature of vibrations in amorphous materials
can be placed into three categories: plane-wave like propagons, diffusons, and locons. Propagons
are similar to phonons in crystalline solids where the wavevector is a valid quantum number
and show some degree of periodicity. Whilst these are thermal carriers in amorphous materials,
they are not dominant for the same reason that phonon theory cannot be applied. Locons are
localised vibrational modes which do not move through the amorphous material and hence carry
no thermal energy. Instead, diffusons are the dominant thermal carriers. These are extended
vibrations, similar to propagons but without periodicity. Rather than propagating through the
material like a phonon, heat is carried by diffusion of these modes through the material. The
short-range periodicity present in amorphous materials results in very localised vibrational
modes and, hence, very low thermal conductivity. These different modes can explain the un-
usual temperature dependence of amorphous materials’ thermal conductivity. For instance, for
amorphous Si, at very low temperatures (< 10 K) the thermal conductivity is approximately a

quadratic function of temperature, at slightly higher temperatures (10 K < T' < 30 K) a plateau is
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reached, and at 7' > 30 K the thermal conductivity smoothly increases to a saturated value at
around 100 K, shown graphically in Fig. 2.7. In the low temperature regime, thermal conductiv-
ity is dominated by propagons. Like phonons as the temperature increases propagons become
increasingly scattered by non-elastic processes, which results in the plateau. Beyond this plateau,
the thermal conductivity increases as more diffusons become excited until the population is
saturated. Whilst the thermal properties of amorphous materials are not discussed in-depth in
this work, it is important to understand why they have such a low thermal conductivity as they

are frequently present at the interface between heterogeneously integrated materials [48, 52].
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FIGURE 2.7. The temperature dependence of the thermal conductivity of an amorphous
Si film. Diamond’s are data from ref. [53] and crosses are data from ref. [54]. The
solid line indicates the analytically modelled thermal conductivity whilst the dotted
and dashed lines indicate the theoretical contributions of propgaons and diffusons
respectively. Reproduced with permission from Feldman et al. [55]
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2.2.4 Interfacial Thermal Resistance

At the junction of two dissimilar materials, there is a fundamental thermal resistance which
results from their dissimilar thermal properties. For instance, at the interface between a metal
and a semiconductor, there is a coupling interaction between phonons and electrons which
impedes the thermalisation between the two materials. This effect is called the Kapitza thermal
resistance. At the interface between two semiconductors, phonons will not necessarily be able
to propagate from one material to another if there is not a phonon mode of equal energy and
momentum present in the second material for it to populate. Instead, it may be necessary for
a three or four phonon process to occur at the interface to create a phonon which can inhabit
an available state in the second material. The likelihood of such a phonon travelling across the
interface depends on the similarity of the phonon DOS between the two materials. If they are
similar materials, there will be a reduced impedance as it will be more likely for an incident
phonon to transmit into a state in the second material. In any case, a temperature discontinuity is
produced at the interface. The thermal boundary conductivity, G, is defined as the ratio between

the heat flow, @, per unit area, A, across the interface to the temperature discontinuity, AT,

Q
=—. 2.33
AAT ( )
The thermal boundary resistance (TBR) is defined as 1/G. There are two analytical models com-
monly used to estimate the thermal boundary resistance between solids: the acoustic mismatch

model (AMM) and diffuse mismatch model (DMM) which will be discussed in detail [56].

A phonon incident to an interface can either be transmitted across it or not. The probability
of transmission is defined as @ and will depend on the wavevector and polarisation of the phonon
as well as the temperature. For simplicity, only scenarios where both materials have isotropic
thermal properties and where the probability of transmission is temperature independent will
be considered. This allows the definition of @ as a function of phonon frequency, w; the angle
of incidence of the phonon to the interface, 8; and the phonon mode, j. Neglecting temperature
dependence is equivalent to neglecting the presence of other phonons meaning anharmonic

interactions are not considered.

In the AMM, continuum acoustics is assumed meaning phonons are treated as plane waves,
the material they propagate through is a continuum, and the interface is a plane. This assumption
has validity where the wavelength of the phonon is considerably larger than the interatomic
spacing. The result of this assumption is that there are very few possible outcomes when a phonon
is incident to the interface; it can specularly reflect, specularly reflect and mode convert, refract,
and refract and mode convert. The transmission probability is then defined as the proportion of
the total energy incident on the interface which transmits across it. The probabilities of reflection
or refraction are calculated by the acoustic analogue of Snell’s law. For a longitudinal phonon in

material one incident at the angle 6;, which transmits into material two the angle of transmission
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0:rqn can be calculated using the following:

M1

Sin0Oypan = ij sin®;, (2.34)

where c?’l " is the speed of the longitudinal phonon in material n. The same relationship holds for

transverse phonons replacing c¢; with c;. The transmitted angle cannot exceed 90° meaning for

M1/:M2 the probability of transmission is

incident angles where sinf;, is equal to the ratio of ¢
zero. This angle is the critical angle and the range of angles less than the largest critical angle
is the critical cone. It is important to note that if the speed of the phonon in material one is
higher than in material two there is no critical angle and phonons at any angle of incidence will
have some probability of transmitting. For a phonon which is transmitted from material one
to material two with the incident angle 0;, and transmission angle 6;,,, with probability «a, it
follows from the principle of detailed balance that a phonon in material two with incident angle
0:rqn and transmission angle 6;, will also have a transmission probability of a.

As a result of the assumption of continuum mechanics, transmission probabilities can be
calculated using analogues of the Fresnel equations. The boundary conditions applied to calculate
the transmission probability mean that the possibilities of inelastic or elastic scattering of
phonons at the interface are neglected. A simple picture derivable for the AMM is to ascribe
each material, n, an acoustic impedance, Z,, = p, ¢, (where p and ¢ are density and phonon
velocity respectively). The transmission probability from side n =1 to side n =2 can be treated as

analogous to a junction in a transmission line. For a phonon with normal incidence,

4797,

X1—2 =

Assuming the solids are isotropic Debye solids with different longitudinal and transverse

speeds then, for frequencies below the Debye cut-off frequency, w;)

1 vy dNypj,T)
TBR = E;cul‘l,jfo ha)d—wa (236)

where I'y ; = fé’ 12 a1—2(0,j)cosfsin0d0 is the averaged transmission coefficient, and N1 ; is the
density of phonons of mode j in material one at temperature T assuming the Debye approximation.
At low temperatures, the upper limit of the integral can be approximated as infinity and TBR can
be approximated as ( ‘—11C ca)~! where C is the Debye heat capacity, ¢ is the Debye phonon velocity,
and «a is the appropriately averaged transmission probability.

In this analysis, phonon dispersion and elastic anisotropy are ignored although it is possible
to expand the analysis to take into account phonon dispersion as well as using measured or
calculated phonon density of states and velocities. One major assumption in this model is that
no scattering occurs at the interface. However, for real solid-solid interfaces, it is known that

small features on the interface can scatter high frequency (short wavelength) phonons. These
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scattering events result in new paths for phonon transmission and can reduce the TBR. The
AMM tends to be more valid in the low temperature regime where only long wavelength phonons
are excited which do not scatter from small features on the interface.

The DMM is the alternative viewpoint to the AMM, where all phonons incident to the interface
are assumed to diffusely scatter. This gives an upper limit for the effect that diffuse scattering can
have on TBR. The diffuse scattering is assumed to destroy all acoustic correlations at the interface
so that only the overlap of phonon density of states and the principle of detailed balance effect
the transmission probability. When a phonon is incident to the interface there are two options:
scatter into material two or backscatter into material one. The probability of this occurring is
determined by the relative density of states into which the phonon can scatter into. For most
solids, the acoustic properties and the phonon density of states are similar so the AMM and DMM
predict similar TBRs. However, for materials with significantly different acoustic properties, such
as lead and diamond (lead is significantly more dense than diamond), the DMM reduces TBR
as the scattering opens up new routes for heat to propagate across the interface. However, for
materials which are acoustically similar, diffuse scattering will increase TBR.

Quantitatively, only the transmission probability need be altered for the DMM compared
to the AMM. The definition of diffuse scattering is, that after scattering, the wavevector and
mode are completely independent of starting wavevector and mode. For simplicity, it is assumed
that all scattering is elastic. Whilst these assumptions are quite limiting, the DMM is useful to
provide limits of TBR between two materials. As the transmission probability is independent of

the angle of incidence and using the principle of detailed balance, the solution of transmission

probability is
Y .cs_; iNs_; i(w,T)
ay(w) = =L 23T (2.37)
Zi,j Ci,jNi’j(w,T)
Using the Debye approximation this is simplified to give
5iei
i) = =4, (2.38)
i,jCi
For the DMM, the averaged transmission probability is given by
w2 Y ic32. . 1Yic32.
Ty :f T cosOsinddo = - (2.39)
0 Xijc;; 2 2ij¢;;

The TBR can then be calculated by substituting this value of I'; ; into Eq. 2.36.

Whilst these two models can be useful for making semi-quantitative comparisons, there
simplicity limits how accurate the calculated values can be. A significant body of work has
shown how the simple Debye approximation for the phonon density of states leads to inaccurate
calculations of the TBR when compared to experimental measurements [57-59]. The accuracy
can be improved by using the accurate phonon density of states although the experimentally

examined interfaces must be carefully prepared to be atomically sharp and free of defects. Studies
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of metal/Al2Og3 interfaces prepared in this way indicate that elastic phonon-phonon scattering
dominates thermal transport across the interface [57, 58]. Non-idealities at the interface can
increase or reduce TBR. For instance, intermixing at interfaces can produce localised vibrational
modes at the interface which can aid diffuse, elastic scattering of phonons across the interface
[59, 60], improving the thermal transport. However, such defects can also reduce the specular
transmission of phonons across the interface which can increase the thermal boundary resistance.
In a similar vein, interfacial materials can aid diffuse scattering of phonons. Crystalline materials
can provide additional pathways for elastic phonon-phonon scattering across the interface if its
phonon density of states bridges the gap between the two starting materials [59]. Amorphous
materials can also play a similar role, providing additional diffuse scattering pathways and, in

the case of metal-semiconductor interfaces, improved electron-phonon coupling [61].

26



CHAPTER

MATERIALS AND DEVICES

his chapter provides detailed background on the fundamental properties of the materials

and material systems investigated in this thesis. Background is provided on the material

properties and growth methods for GaN, diamond and SiC. For GaN, this is section is
focused on its application for radio-frequency and power devices and the growth strategies used
for the required structures. In the case of diamond and SiC, the discussion is centred on their
thermal properties and growth methods. The integration of diamond with GaN is the main focus
of this thesis with chapters 5, 6, and 7 all centred on this hybrid material. For this reason, an in
depth review is given of the state-of-the-art of different fabrication strategies for manufacture
of GaN-on-diamond. Finally, the fabrication and application of silicon-on-insulator material is
introduced, with a focus on high power applications. This is relevant to the work described
in chapter 8, a project centred on Si-on-SiC as an alternative material system for high power

silicon-on-insulator devices.

3.1 The Material and Device Properties of GaN

In this section, the basic properties of GaN and the operating principles of a GaN based high
electron mobility transistor (HEMT) are reviewed. Finally, the methods for growth and synthesis
of GaN as well as GaN/AlGaN transistors are discussed.

Gallium nitride is a wide bandgap, III-V compound semiconductor. It exists in two phases:
the thermodynamically stable wurtzite phase, also known as hexagonal GaN, and the meta-
stable zincblende or cubic GaN. Whilst interest has grown in the properties of cubic GaN, most
research, and the work contained here, has focused on the more stable hexagonal phase [62].

The unit cell of an ideal wurtzite crystal is shown in Fig. 3.1(a) whilst the unit cell of hexagonal
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GaN (and AIN or InN) is shown in Fig. 3.1(b). The unit cell of GaN is characterised by lattice
parameters of a = 3.2 A and ¢ = 5.2 A [63] and the Ga-N bonds are highly ionic, resulting from
the large electronegativity difference between the two atoms [64]. Notice the slight distortion of
the wurtzite crystal for III-nitrides in the c-direction. This distortion, combined with the ionic
nature of the III-N bond, results in a spontaneous dipole, po, along the c axis of the crystal which
would not be present in a perfect tetrahedron (Fig. 3.1(b)) [64]. As a result of the highly ionic
bonds, the spontaneous polarisation is large compared to other similar crystals, particularly for
AIN [65]. This results in an in-built electric field within the crystal, directed along the c-axis.
Additionally, the lack of centrosymmetry in the wurtzite structure results in III-N materials being
piezoelectric, a property which occurs in crystals when an applied stress changes the electric
polarisation [46]. For III-N materials, the piezoelectric constants are very high when compared to
other ITI-V wurtzite crystals, a result of the highly ionic bonds [65]. This means a small stress
generates a large change in electric polarisation, allowing for manipulation of the electric field

within crystals by strain engineering [66].

Table 3.1: Bulk properties of selected semiconductors used or proposed for use in power devices
at room temperature.

Saturation Break- Thermal Elastic
Band - 2 . down Conduc-
Mobility (cm Velocity . . . Modu-
GaP 11 7 Field tivity
V+sH) (x10 1 lus
(V) emsl MY Wm™  GPay
cm'l) K1)
Electrons Holes
Si 1.1 1350 450 1.0 0.3 149 160
4H-SiC 3.26 900 120 2.0 3.0 390/490* 410
GaAs 1.42 8500 400 1.0 0.4 55 86
InP 1.3 5400 200 0.68 0.5 68 61
1200/ 130-
GaN 3.4 2000+ 200 2.5 3.3 160+ 208
AIN 6.2 300 14 1.9 16.5 285 308
Single
Crystal 5.5 2200 1800 2.7 5.6 2000 1005
Diamond

FDirection averaged; *cross-plane/in-plane; TBulk/2DEG;
**Dependent on dislocation density. Values based on refs [8, 9, 24, 26, 67—69].

Interest in GaN for high-power electronics arises for a number of reasons. First, its wide
bandgap of 3.4 eV and high breakdown field (> 5 x10° V s'1) means it is intrinsically better
suited to handling large voltages and currents than narrower bandgap materials such as Si
and GaAs (see Table 3.1) [70]. Second, the capacity to alloy GaN with other ITI-N materials
such as AIN and InN allows for bandgap engineering from 0.7 eV (InN) [71] up to 6.2 eV (AIN)

[62]. Epitaxial growth of AlGaN on GaN allows for formation of a two-dimensional electron
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gas (2DEG) at the heterointerface, a result of the bandgap offset, the spontaneous polarisation
present within the crystals, as well as piezoelectric polarisation which arises from stresses
generated by lattice mismatch [7]. The 2DEG has very high electron mobility and saturation
velocity when compared to competing wide bandgap semiconductors such as SiC (see Table 3.1)
which lead to devices with lower on-resistances and higher switching speeds. Whilst materials
such as GaAs and InP may have larger electron mobility and electron saturation velocity, neither
can match the high breakdown field of GaN [7]. Hence, GaN HEMTs are the devices of choice
for high-power amplifiers in the X-band and above, enabling next generation communications.
Theoretically, single crystal diamond would be an ideal material for power and radio-frequency
devices. However, limitations in doping and large area growth prevent its use in commercial
settings [70].

(a)

. || @GalAlln

¢ —®en

FIGURE 3.1. (a) The unit cell of an ideal wurtzite crystal with the lattice parameters a
and ¢ marked; (b) the unit cell of III-nitride wurtzite crystals with the direction
of the dipole formed as a result of their spontaneous polarisation, pg, indicated.
Reproduced with permission from [64].

The electronic properties of GaN can be understood in more detail by examining the first
Brillouin zone and the calculated electronic band structure shown in Fig. 3.2. The band structure
illustrates the direct 3.4 eV bandgap. The bandgap is direct as the valence band maximum and
the conduction band minimum are both at the gamma point. This property has made GaN an
attractive material for light emitting diodes (LEDs) as phonon assistance is not required for
transitions between the valence and conduction bands, resulting in more efficient LEDs [72, 73].
Inferences can also be made about the mobility of carriers in GaN based on the curvature of the
band diagram. The effective mass of the holes and electrons depends on the second derivative of
the valence band and conduction band respectively. This indicates that electrons are significantly
more mobile than holes in bulk GaN and experimental evidence suggests a hole mobility of 170
ecm? V1 571 and an electron mobility of 1200 cm? V! s! [74]. Whilst these are not low values
when compared to to other wide bandgap semiconductors (see Table3.1), the true advantage of
GaN based devices results from the 2DEG which will be described later in this chapter.

The mechanical properties of GalN are very important when considering heterogeneous
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FIGURE 3.2. (a) the first Brillouin zone for wurtzite crystals and (b) the electronic band
structure of GaN calculated by the empirical pseudopotential method. Reproduced
with permission from [75].

integration. Offsets in the coefficient of thermal expansion (CTE) between the semiconductor and
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the heatsink could lead to significant stresses at the interface and fracture. Hence, considering
the CTE as well as the mechanical strength and stiffness of a material is of vital importance. The
thermal expansion of GaN is anisotropic, varying in the ¢ and a directions. In the a direction it is
4x107% K1 whilst in the ¢ direction it is 3.5x10~6 K at room temperature in bulk GaN [63]; the
temperature dependence is shown in Fig. 3.3. Its direction averaged Young’s modulus is 208 GPa,
less stiff than AIN but considerably more stiff than other compound semiconductors as shown in
Table 3.1 [76]. Integration of stiff materials can be challenging as they will be less able to deform

to match the second material resulting in increased strain and a higher likelihood of cracking.
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FIGURE 3.3. Coefficient of thermal expansion coefficients of GaN [63], diamond [77], Si
[78], and AIN [79].

The phonon dispersion of GaN is shown in Fig. 3.4 and shows that GaN has a 8 phonon modes
at the I point with a density of states at reasonably high frequencies although this is much lower
than diamond or SiC (see chapter 3.2 and 3.4). As discussed in chapter 2, the properties of the
phonon dispersion relation are important for determining the thermal conductivity whilst the
overlap of phonon-DOS between materials determines the thermal boundary resistance between
them. The thermal conductivity of GaN has been found to be hugely dependent on the material
quality. Theoretical calculations predict that a perfect GaN crystal at 300 K will have a maximum
thermal conductivity in the c-direction of around 180 W m™! K'! [80]. However, the thermal
conductivity of real GaN samples diverges significantly from this, consistently being measured
at <160 W m™ K'! at room temperature. This discrepancy is thought to arise from dislocation

defects and impurities in a real GaN crystal which act as phonon scattering centres, limiting the
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mean free path of the phonons. Zou et al. have shown that as the dislocation density exceeds
1019 ¢m2, the GaN thermal conductivity at room temperature begins to decrease, shown in Fig.
3.5 [9]. At dislocation densities as high as 1012, the GaN thermal conductivity can become as
low as 30 W m™! K. This dependency explains the divergence from experimental values and
calculated ones as real GaN is never dislocation free. Whilst these values are not low compared to
many semiconductors (see Table 3.1) it is considerably lower than SiC, a competing material for
high power applications. Thermal management is therefore a much more important consideration
for GaN than SiC [25].
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FIGURE 3.4. Phonon dispersion relation and phonon density of states of GaN calculated
using density functional theory. Reproduced with permission from Davydov et al.
[81].

3.1.1 Operating principles of a GaN HEMT

Gallium nitride HEMTSs exploit the possibility to grow abrupt interfaces between GaN and
AlGaN to produce a device with an electron mobility which is higher than could be achieved for
doped GaN. These devices exploit the formation of a 2DEG within the GaN at or just below the
heterojunction. The origin of the 2DEG is centred on the spontaneous dipoles in GaN and AlGaN
and the resulting electric fields within the crystals. These devices are typically grown with the
c-face as the growth face. This can either be Ga-polar (with a positive polarisation) or N-polar
(negative polarisation) depending on the growth conditions employed.

For more common Ga-polar devices, the spontaneous polarisation and electric fields point
towards the substrate (Fig. 3.2). In addition to the spontaneous polarisation, a piezoelectric
polarisation occurs when integrating GaN/AlGaN which arises from the strain induced by the

lattice mismatch. Typically AlGaN grown on GaN is held under biaxial tensile strain (a result
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FIGURE 3.5. Dependence of GaN room temperature thermal conductivity on dislocation
density using (a) two sets of material parameters and a fixed impurity profile
and (b) a fixed set of material parameters and two different impurity profiles.
Reproduced with permission from Zou et al. [9].

of AlGaN’s large lattice constant) which results in a piezoelectric polarisation reinforcing the
spontaneous polarisation [66]. The formation of the 2DEG can be understood in a simplistic
fashion by considering a semi-infinite GaN substrate with an undoped AlGaN barrier layer on top.
The barrier layer has donor surface states (states which are neutral when filled and positively
charged when ionised) which pin the AlGaN barrier Fermi level at their energy level. In this
scenario, the net polarisation, Pyg, of the AlIGaN/GaN layer is given by the equation,

APNE =Pgsp aican +Pprz,AiGaN —Psp,Gan, 3.1

where the subscripts indicate spontaneous (SP) or piezoelectric (PZ) polarisation and the mate-
rial they originate from.

The polarisation combined with the offset bandgap results in band bending across the inter-
face. For a 2DEG to form at the interface in the GaN, another region must become positively
charged by the same magnitude to preserve net neutrality. In this case, it is the AlGaN surface
states which become ionised and donate electrons into the 2DEG. However, this can only occur
when the AlGaN barrier reaches a certain critical thickness. If it is too thin, the Fermi level will
be above the donor states leaving them filled and neutral, as shown in Fig. 3.6(a) [82]. However,
as there is a constant electric field across the AlGaN as a result of the polarisation and bandgap
off-set, as the layer gets thicker, the Fermi level will drop. In addition, the thicker Al1GaN barrier
layer will result in increased piezoelectric polarisation. At a critical thickness, the Fermi level
reaches the donor energy level, resulting in ionisation and the formation of the 2DEG in the

potential well as the interface arising from the polarisations, shown in Fig. 3.6(b). Evidently,
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passivation of the AlGaN barrier is an important aspect of device design to prevent charge
injection into the surface states and changes in the band structure during device operation. This
is typically achieved with SiNy and GaN cap layers. The high electron mobility of GaN HEMT's
arise from the 2DEG where free-carriers are present in intrinsic material. The lack of dopants
reduces impurity scattering of electrons, resulting in unipolar devices with very high mobility.
This combination results in devices ideally suited to high-power, high-frequency operation such

as power amplifiers for mobile communications [83].
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FIGURE 3.6. Schematics of an idealised Ga-polar AlGaN/GaN heterostructure with
surface donors states on the AlGaN. (a) and (b) show a structure where the AlGaN
layer is thinner than the critical thickness for 2DEG formation and the associated
band diagram; (c) and (d) shows a structure where it exceeds the critical thickness
and demonstrates that the 2DEG forms by larger net polarisation resulting in
band-bending, raising of the Fermi-level and ionisation of the surface donor states.

Nitrogen polar GaN is a material of much interest. It is a more challenging orientation to
grow as initial experiments frequently resulted in very rough surfaces, made up of hexagonal
hillocks. However, recent advancements in growth technology, discussed in section 3.1.2, have
facilitated research into N-polar devices. These have shown that the change in orientation of
the spontaneous and piezoelectric polarisation results in a number of beneficial properties over
Ga-polar counterparts [84]. The benefits all stem from the 2DEG forming above the AlGaN
barrier as shown in Fig. 3.7. This results in improved confinement of the 2DEG compared to
Ga-polar devices as the wide-bandgap AlGaN prevents the electron wavefunction delocalising

away from the gate, improving off-state characteristics of the device and pinch-off. This enables
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FIGURE 3.7. The equilibrium band diagrams of generic Ga-polar (a) and N-polar (b)
AlGaN/GaN heterostructures. Reproduced with permission from Wong et al. [84].

increased efficiency in switching, allowing for higher switching frequencies than Ga-polar devices.
The changed structure facilitates the formation of low resistance Ohmic contacts when using
selective-area regrowth. This is a process when the barrier layer is selectively etched away
and heavily doped GaN is regrown in these regions. As the GaN has a lower bandgap than
the AlGaN, the N-polar configuration leads to a smaller barrier between the contacts and the
2DEG. In addition, N-polar devices exhibit lower gate capacitance due to the smaller distance
between the gate electrode and the 2DEG. All of these factors make N-polar GaN advantageous
for high-frequency applications.

Gallium nitride HEMTs suffer from severely localised Joule self-heating, the magnitude of
which is given by the scalar product of the electric field and current density within the device
channel. Electric field measurements have revealed an inhomogeneous electric field distribution
within the channel which peaks at the drain edge of the gate electrode [85]. This kind of electric
field distribution arises from the small gate widths used in GaN HEMTSs, required for high
switching frequencies. Typical MOSFETs have a more uniform electric field distribution as
the gate width is much larger in comparison to the channel width. The electric field in GaN
HEMTSs, combined with the relatively efficient heat extraction by the GaN, results in a peak
temperature which is much higher than the average channel temperature, shown in Fig. 3.9 [86].
Measurements of the temperature distribution by Raman thermography have shown that the
peak temperature rise during operation occurs at the drain edge of the gate and extends only a
few 100s nm laterally away from the gate shown in Fig. 3.9 [87]. Not only does temperature peak
here but the high electric field also introduces significant local strain due to the piezoelectric
nature of GaN. Both of these factors combine to make it a highly likely point for degradation to
begin in the device [25]. It is for this reason that near junction thermal management is a key

consideration for high-power GaN devices.
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FIGURE 3.8. Schematic diagram of standard epitaxy and 2DEG location for Ga-polar
GaN/AlGaN HEMTSs (a) and N-polar devices (b).

3.1.2 GaN Growth Strategies
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FIGURE 3.9. Simulation results of the lateral heating profile at the GaN/AlGaN inter-
face in a GaN-on-SiC HEMT. Red lines indicate the average temperature along a
radio-frequency (RF) load line at drain voltages of 30 V (bottom) and 100 V (top).
The blue lines indicate the temperature profile at a single point on this load line
(DC operation) with equivalent power dissipation to the average power dissipation
along the load line, a common method to carry out accelerated lifetime tests of RF
devices. Marked in grey are the position of the electrodes whilst the dotted lines
signify the position of features used to manage the electric field distribution within
the HEMT. Reproduced with permission from Pomeroy et al. [86].
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Gallium nitride growth strategies can be divided into two major categories: bulk (or substrate)
GaN growth and thin film growth. Thin film growth methods are typically employed for growth
of device structures and bulk growth is of interest in the production of substrates for this growth.
Homoepitaxy is, theoretically, a simpler route to producing high quality GaN films for electronic
devices, removing a number of issues which result from mismatches in material properties when
using non-native growth substrates [88]. One of the main concerns when producing GaN is
minimising the number of defects present in the structure, particularly dislocations. Dislocations
are defects which describe a line imperfection through the crystal [48]. These defects arise as
a result of ‘slip’, the plastic deformation of a crystal which results in a region sliding as a unit
across another region. Around dislocations the crystal is very strained, needing to accommodate
the imperfection in the crystal structure. The Burgers vector is used to describe the magnitude
and direction of the lattice distortion. When tracing a square around the centre of the dislocation,
the circuit does not return to its starting point by the magnitude and direction of the Burgers
vector. This is shown in Fig. 3.10 for an edge and screw dislocation. If two dislocations with
opposite Burger’s vectors meet they will annihilate. Threading dislocations, which are frequently
encountered in GaN, are dislocations which penetrate through multiple layers in strained,
multi-layer systems (such as GaN HEMTs). These dislocations can pose issues for the electrical
behaviour of GaN HEMTsS as they act as conductive leakage paths through nominally insulating
layers in the HEMT structure [85, 89, 90].

Whilst homoepitaxy theoretically offers the opportunity of producing GaN with low defect
densities it is limited by the lack of methods for producing large area bulk GaN substrates. Unlike
Si, it is not possible to produce GaN from cost effective melt growth. As a result of the high
covalency of GaN, at temperatures exceeding its melting point of (~ 2500°C) the decomposition
pressure is 4.5 GPa, meaning at pressures < 4.5 GPa GaN does not melt [92]. Instead gas or
solution phase growth is required which is technologically challenging and expensive [88, 92].
Solution based methods include high pressure nitrogen solution growth, the Na flux method, and
ammonothermal crystal growth. However, the most developed method is in the gas phase: halide

vapour phase epitaxy (HVPE).

This method combines high growth rates with good crystal quality [88, 93, 94]. Gaseous HC1
flows over metallic Ga at 850-1000°C where it reacts to form gaseous GaCl. This reacts with
ammonia to deposit GaN on a seed crystal. This could be a GaN seed but these are limited in
area and are expensive. Instead, non-native substrates such as sapphire (single crystal AloO3) or
GaAs, which are available in large areas and are relatively cheap, can be used. These substrates
are then removed to leave a free-standing GaN film using methods such as chemical etching or
laser lift-off. The use of a non-native substrate results in defective crystals with a high number
of threading dislocations arising from the mismatched lattice constants and CTE mismatch. To
reduce these, a variety of different techniques are used such as masking the substrate so GaN

growth only occurs in a small region of the substrate, a technique known as epitaxial lateral
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FIGURE 3.10. (a) shows the schematic of a screw dislocation with the Burgers vector
marked in yellow; (b) shows the schematic of an edge dislocation, reproduced with
permission from Taira et al. [91].

overgrowth. As growth progresses, the GaN grows laterally away from the slit causing bending of

the dislocations and elimination. A SmartCut™

process (see chapter 3.5) can then be used to
remove the top layer of material which has a low dislocation density. This involves using a proton
beam to create a layer of subsurface damage in the GaN. Annealing can then be used to crack
the GaN along this plane, releasing the top layer. This free-standing film can then be used as
a seed for further HVPE, reducing the density of dislocations. In this manner, it is possible to
produce bulk GaN crystals with a very low defect density. However, the thickness is limited as
crystals grown in this way are curved. If the radius of curvature is too high, it will not be possible
to use these crystals, or GaN thin films grown epitaxially on them, in conventional lithographic

processes for device fabrication [93, 95].

Bulk growth methods are an important aspect of GaN technologies. However, GaN devices
are typically fabricated on GaN and AlGaN thin films grown by molecular beam epitaxy (MBE) or
metal-organic chemical vapour deposition (MOCVD). As discussed earlier in this chapter, these
can be grown homoepitaxially on bulk GaN substrates, an area of research with much interest
for vertical power devices, but they can also be grown on non-native substrates such as sapphire,
Si, and SiC.

At a high level MOCVD involves gas phase metalorganic and nitrogen containing precursors
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being introduced to a heated substrate. Here, they decompose and react with one another to form
a crystal film. The nature of this film is determined by the precursors used as well as their flow
rate, concentration in the reactor and substrate temperature. Commonly used organometallic
precursors are liquids such as trimethylaluminium, trimethylgallium, and triethylgallium or
solids such as trimethylindium. These precursors are heated within temperature-controlled
bubblers and the vapour is picked up by a carrier gas, typically hydrogen, which carries it to the
reactor chamber in which a heated substrate sits. The vapours are diluted with either Hg or Ny
to prevent pyrolysis of the precursors before reaching the substrate. A nitrogen containing gas
is also introduced into the reactor, typically ammonia, which acts as the nitrogen source for the
ITI-N growth. The organometallic precursors reach the heated substrate where they decompose
into reactive species which, via a mixture of gas phase and surface reactions, form the ITI-N
film. By varying the ratio of the different precursors, it is possible to produced alloyed films
with carefully controlled atomic compositions. It is also possible to dope these films with Si (to
produce n-type GaN) by introducing silicon hydrides or with Mg (p-type) using the organometallic

precursor cyclopentadienylmagnesium.

To produce III-N films which are homogeneous, it is important to ensure an even distribution
of reactants across the whole of the substrate. This is achieved by optimisation of the reactor
chamber. Two commonly used reactors are shown in Fig. 3.11. In both of these, a rotating sample
platter is used to aid the homogeneous distribution of reactants. However for the first, the wafer
plate spins quickly (= 1500 RPM) with the gas inlet several centimetres from the wafer. This
spinning creates a vortex, keeping the reactants gases close to the wafer. In the second, the
wafer spins more slowly but the gas inlet is much closer and made up of multiple holes for gas
introduction, giving the reactor its name: a ‘shower head’ reactor. This, combined with the small
distance to the wafer (< 1 em) which prevents convention of the gases, leads to a homogeneous

distribution of reactants across the wafer.
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FIGURE 3.11. Schematics of metal-organic chemical vapour deposition reactors for
III-nitride growth. (a) shows a high-speed vertical rotating style reactor; (b) shows
a closed space rotating disc shower-head style reactor. Reproduced with permission
from [96].
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The nature of these processes results in the inevitable inclusion of impurities. For instance,
the metal-organic precursors all contain organic groups. For methyl containing compounds, the
organic radicals are particularly reactive and result on the unintentional doping of the III-nitride
with C. This is an acceptor in GaN and makes growth of intrinsic GaN a difficult task. For this
reason, device design must account for the fact that the GaN buffer (underneath the GaN channel
and AlGaN barrier) will be p-type. This buffer is typically referred to as unintentionally doped
(UID) GaN. Oxygen impurities are also generated from reaction of the precursors with the quartz
side walls of the reactor and the hydroxide radical which is present in the reactor as a result of
water [64].

Growth of GaN typically uses non-native substrates either sapphire, Si, or SiC [64, 73].
Growth of GaN heterostructures on sapphire is the most common method for production of
HEMTSs and LEDs. The main attraction of sapphire substrates is that they can be produced
with high purity at low cost from melt growth. However, sapphire’s material properties are
quite poorly suited to act as a substrate for GaN growth. It has very large lattice and CTE
mismatches with GaN, 13.9% and 25.3% respectively. Typical Ga-polar GaN grown directly on
the c-plane of sapphire has very poor crystal quality as a result. The difference in surface energy
encourages three-dimensional island growth of GaN rather than the desired two-dimensional
step-flow growth, required for high crystal quality. Device worthy GaN was only possible with
the development of nitridation of the sapphire substrate and the introduction AIN nucleation
layers. The chemistry of the sapphire substrate is changed by annealing in ammonia at over
800°C causing the formation of a thin AIN nucleation layer on the surface. This acts to reduce
the lattice mismatch with GaN as well as modifying the surface energy to encourage step-flow
growth of GaN. Following this, a quasi-amorphous buffer layer of either GaN or AIN is deposited
at 500-800°C before a high temperature anneal at =1000°C to encourage recrystallisation. The
exact growth conditions (e.g. precursor flow rate and substrate temperature) are important for
optimising these steps to produce GaN with the minimal number of defects and dislocations. The
GaN nuclei are initially formed with a high density and the growth conditions are selected to

encourage 2-D growth.

The polarity of the resulting GaN is dependent on the chemistry of the AIN nucleation layer
and GaN buffer layer. Song et al. have shown that the growth temperature of the AIN buffer layer
is major factor in controlling the polarity of the subsequent GaN films [97]. For buffer layers
grown at low temperatures ~500°C the GaN film was entirely Ga-polar whereas at > 850°C, the
GaN becomes entirely N-polar. In addition, a lower concentration of ammonia precursor was
required to produce N-polar films with a smooth surface morphology. Films grown without these
conditions give a very rough surface made up of hexagonal hillocks (Fig. 3.12(a-b)). Theoretical
studies have shown that the adsorption strength of Ga and N species on the N-polar surface
is much higher than on the Ga-polar surface, resulting in reduced surface mobility [98]. By

increasing the growth temperature and reducing the concentration of nitrogen precursor, the
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surface mobility can be increased, reducing island growth and encouraging step-flow growth [99].
However, this was not enough to completely remove the hillocks and miscut sapphire substrates
were required [99]. The top side of these substrates is not aligned to a particular crystallographic
orientation, resulting in step edges between planes of atoms. These step edges have increased
adsorption energies due to the increased number of interactions when compared to the planar
surface. They therefore preferentially act as nucleation centres for GaN over the formation
of hillocks on the terraces between the edges. If the density of the step edges is high enough
(determined by the degree of miscut), it can prevent the formation of the hillocks and results in

smooth, step flow growth, shown in Fig. 3.12(e-f).

2° toward A 2° toward M

FIGURE 3.12. Variation in surface morphology of N-polar GaN on sapphire as a function
of sapphire miscut in relation to the a and m planes. With a low degree of miscut, a
large density of hexagonal hillocks form on the GaN terraces. A high miscut angle
results in much smoother surfaces. Reproduced with permission from Keller et al.
[99].
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As mentioned above, sapphire has a number of unfavourable properties in terms of CTE
and lattice mismatch. It also has a very low thermal conductivity of ~30 W m™! K'! [23] which
is problematic for thermal management of devices. Silicon carbide is a much more attractive
substrate for GaN growth. Both 4H- and 6H- polytypes have the same wurtzite crystal structure
as GaN with more similar lattice coefficients compared to sapphire, -3.5% and -3.2% mismatch
respectively, whilst both materials have a high thermal conductivity on the order of 300 —
400 W m™! K'! [67]. However, SiC substrates cannot be produced from melt growth and are
instead grown by vapour phase methods (see chapter 3.4) making them more expensive than
sapphire. For this reason, SiC substrates are only used for devices where thermal management
is paramount, for instance high-power, high-frequency power amplifiers where devices are
frequently in their on-state with a large current flowing [25, 64]. Before MOCVD growth, it
is necessary to intensively prepare the SiC surfaces to remove polishing scratches as well as
surface steps. The surfaces must be treated with chemo-mechanical polishing as well as exposed
to hydrogen gas at temperatures of around 1400-1700°C to preferentially remove steps on the
SiC surface, giving an atomically smooth surface [64]. Growth of GaN directly on SiC is difficult
and frequently produces columnar-like grains. Typically, GaN is grown on thin intermediate
buffer layer of either AIN or AlGaN. AIN has a very low lattice mismatch with both 6H- and 4H-
SiC which makes it the ideal candidate for a buffer layer. Low temperature growth of the AIN
buffer (< 950°C) layer results in rough AIN and GaN layers whereas deposition at temperatures
in excess of 1100°C give GaN with smooth surfaces. However, dislocation densities increase at
higher temperatures so a compromise must be made between low surface roughness and low
dislocation densities. A thick GaN buffer layer is typically used to improve crystal quality before
growth of the device layers, increasing the chance for dislocations to annihilate. Typically, GaN
grown on SiC has low dislocation density compared to alternative substrates as shown in Table
3.2.

Table 3.2: Typical dislocation density of GaN grown on different substrates with varying degrees
of lattice mismatch

Substrate Dislocation Density (x108 cm™?) Percentage Lattice Mismatch

Sapphire 8.6 16
4H-SiC 3.96 -3.5
Si 8.2 17

Values based on refs [64, 67, 100, 101].

The polarity of the resulting GaN films grown on SiC depends significantly on the polarity of
the SiC face, the growth temperature, and precursor ratios. There is preferential nucleation of Ga-
polar on the Si face whilst N-polar GaN will nucleate on the C-face. Similar to growth on sapphire,
the N-polar face has increased roughness due to increased adsorption energy of adatoms. This
can be overcome using the same techniques as for sapphire: high growth temperatures (> 1100°C)

and the use of miscut SiC substrates to encourage step-flow growth over island nucleation [102].
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Finally, Si substrates are very attractive material for GaN growth owing to the possibility of
complementary integration of GaN with Si based electronics and the availability and low cost
of large area wafers of high purity Si. However, growth of GaN on Si is non-trivial resulting
from the significant mismatch in crystal structure; silicon has a cubic, diamond lattice structure
which instantly introduces issues in the epitaxial growth of hexagonal III-nitrides. The commonly
used Si (111) crystal face has a lattice mismatch of 17%. Additionally, Si readily reacts with the
hydrogen atmosphere often used for MOCVD growth of III-nitrides which can cause roughening
of the interface, making nucleation more difficult. Finally, the CTE mismatch between GaN and
Si is very high at around 54% at room temperature (see Fig. 3.3) [73]. Hence, direct growth of
GaN on Si typically leads to a high density of dislocations in the GaN as well as micro-cracks
throughout the whole layer to alleviate strain [103].

To overcome these issues, buffer layers are required to help bridge the gap between the GaN
and Si CTEs and lattice constants. One tactic is to use an AIN/AIGaN/GaN superlattice, growing
multiple layers of varying Al composition to engineer the strain arising from the lattice and
CTE mismatch. In this way, it is possible to produce a GaN layer with a desired strain whilst
producing a flat wafer without cracking [104]. From a thermal perspective, these layers are very
detrimental. Often they are thick, > 1 ym, whilst the alloy scattering and multiple interfaces
results in them having a very low cross-plane thermal conductivity (< 10 W m™* K1) [105]. This
results in a very large thermal resistance between the GaN hot spot and the heatsink. Whilst this
is problematic for RF power amplifiers, they have attracted significant interest in terms of power
devices [106]. Thermal management is less of an issue for power devices which mainly operate
in the off-state, where no current flows and hence no Joule heating occurs. On the other hand,
radio-frequency devices mainly operate in the on-state, resulting in significantly more Joule
self-heating. Additionally, the capacity to produce high quality GaN films on cheap substrates
makes GaN produced on Si an attractive starting material for wafer bonding and SmartCut™

processes [38, 107].

Molecular beam epitaxy is an ultra-high vacuum (UHV) process (< 1x10~7 Pa) and uses
molecular beams of thermal energy incident to a heated crystal substrate to produce crystalline
films. The UHV conditions are a necessity to prevent contaminants in the grown films. The
molecular beams are produced by evaporating or sublimating high purity materials in a crucible.
An aperture on these crucibles allows a beam of the evaporated material to hit a heated substrate.
The crystal structure is typically grown mono-layer by mono-layer by the incident molecular or
atomic species. By using multiple cells of different materials, it is possible to produce compound
semiconductors such as GaN. It is also possible to produce tertiary alloys, such as AlGaN, with
varying stoichiometries by altering the flux of molecules on the substrate surface. In this way, it
is possible to produce films with finely tuned atomic ratios, an important aspect of AlGaN/GaN
HEMT growth, with impurity levels as low as one impurity per million atoms, a result of the UHV

conditions. In a similar manner to MOCVD, growth on non-native substrates (such as sapphire
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and Si) is typically carried out using a multi-step process, initially depositing a thin AIN (or
GaN) nucleation layer to relieve strain originating from lattice mismatch. This can be followed by
the growth of thin layers of varying AlyGa(.x)N composition. These layers serve the purpose to
manage strain in the films originating from CTE mismatch upon cooling from substrate growth
temperatures of around 500°C. The GaN and AlGaN device layers are then grown. However,
MBE is not as well suited as MOCVD to mass-production owing to the UHV requirements. Hence,
the industry standard for production of III-nitrides in general is MOCVD [108, 109].

3.2 Diamond

Diamond is a remarkable material and has attracted research interests across the spectrum
of solid state physics and chemistry [110-113]. This section introduces diamond’s material
properties, the synthesis methods, and considerations for its use as a heatsink for electronics.
It is a carbon allotrope made up of sp 2 hybridised carbon atoms bonded in a tetrahedral array
[110]. It has the zincblende crystal structure and its unit cell is made up of two, interpenetrated
face centred cubic lattices meaning it has a two atom primitive unit cell shown in Fig. 3.13(a).
It has a lattice parameter reported between 3.5 and 4 A [114, 115]. The C-C o bonds are very
strong with a bond enthalpy of around 360 kJ mol™! [116]. This is around 50 kJ mol™! higher than
for Si which has similar chemical properties being only one place below C in group four in the
periodic table [117]. Its high bond strength and crystal structure are responsible for a number of
diamond’s remarkable properties including its high Young’s modulus (1220 GPa), high hardness,
and high thermal conductivity [110, 118].

(a) (b)

b, b,
2 <4\)§
primitive basis ”
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FIGURE 3.13. (a) Unit cell of cubic diamond with the lattice constant, a, and the two-
atom primitive basis cell marked; (b) associated first Brillouin zone for a face
centred cubic lattice with high symmetry directions marked. (b) reproduced with
permission from Setyawan et al. [119].

Diamond is a wide bandgap semiconductor with a bandgap of 5.5 eV and high electron
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(4500 cm? V! s1) and hole (3800 cm? V! s'1) mobilities [7]. This, combined with it high break-
down field of 10 MV e¢m™! has made diamond an attractive material for electronics [7]. However,
large scale growth of diamond is difficult and prohibitively expensive whilst electrical doping has
been challenging [7]. It is impossible to maintain the high carrier mobility with a high carrier
concentration. Dopants in diamond have high activation energies (0.37 eV for boron [120]) and a
high doping density is required to achieve necessary carrier concentration. This deleteriously
effects the mobility due to impurity scattering of the carriers by the dopants.

As a result of the two atom primitive cell, diamond has 3 optical and 3 acoustic phonon
branches (see chapter 2.1 for details of this relationship). Along certain high symmetry directions
in the first Brillouin zone (shown in Fig. 3.13(b)), the transverse phonon modes are doubly
degenerate and at the centre of the Brillouin zone, the optical phonons are triply degenerate at
1332 ecm™! as shown by the dispersion relation in Fig. 3.14. The high frequencies of the phonon
dispersion relation and high acoustic phonon group velocities are a result of its strong covalent
bonds. As shown in Eq. 2.26, the high phonon group velocity is part of the reason single crystal
diamond has a thermal conductivity in excess of 2000 W m™! K1 at room temperature [26]. In
addition, diamond has a long phonon mean free path, another key factor in determining thermal
conductivity (see Eq. 2.26). This is a result of a low probability of Umklapp scattering occurring,
resulting from its Debye temperature, the low atomic mass of C, and the high acoustic phonon

velocity (see Eq. 2.29).
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FIGURE 3.14. Calculated diamond phonon dispersion relation and phonon density of
states. Reproduced with permission from Mounet et al. [121].

At ambient temperature and pressure, diamond is only a metastable form of carbon with the
thermodynamically favourable allotrope being graphite as shown in the phase diagram in Fig.
3.15. Diamond is only thermodynamically stable at high temperatures and pressures, conditions
found about 140-200 km below the Earth’s crust [122]. Although it is only metastable, the
structural difference between diamond and graphite results in a very large energy barrier between
the two allotropes [123]. This high activation barrier prevents diamond from spontaneously

converting to graphite and means in practicality, it is stable at ambient conditions.
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1000
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F1GURE 3.15. Carbon phase diagram based on the work of Bundy and Steinbeck et al.
[124, 125].

3.2.1 Diamond Growth Strategies

The first successful synthesis of diamond aimed to recreate the conditions where diamond is the
stable form of carbon. This is the high-pressure, high-temperature (HPHT) method and involves
the dissolution of carbon (often graphite or diamond powder) in a molten transition metal catalyst
(particularly Fe, Co, or Ni). The carbon source is loaded into a growth capsule with the solid
metal catalyst and a diamond seed crystal. The cell is heated to between 1300-1500°C by passing
a current through the capsule whilst pressure is applied using a hydraulic press to bring the
pressure to between 5-6 GPa [110]. This brings the conditions into the diamond and graphite
metastable region of the carbon phase diagram, shown as the yellow and black hatched area
of Fig. 3.15 above the black line. A temperature gradient is established within the cell with a
lower temperature near the diamond seed. This results in supersaturation of the metal solvent
with C near the seed and recrystallisation of C on the diamond seed. The metal solvent also acts
as a catalyst to encourage diamond growth and not graphite. The diamond crystals grown by
HPHT tend to be relatively small, on the order of a few hundred microns across (although larger
crystals can be grown by careful control of the growth conditions into the regions of millimetres)
and typically have a high concentration of nitrogen impurities. These result in the diamonds
having a yellow colour and are difficult to avoid as the process is carried out in air. The main use
of the diamond grits produced are for polishing and grinding although they can also be used for
seed crystals for alternative diamond growth methods [110].

Chemical vapour deposition (CVD) of diamond is an alternate route to synthesis. Rather than
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FIGURE 3.16. The Bachmann triangle diagram demonstrating reaction composition
required for diamond growth by chemical vapour deposition. Reproduced with
permission from May [126].

growing diamond in its thermodyanmically stable conditions, diamond is grown at low pressure
and uses hydrogen to preferentially grow diamond over the more stable graphite. The two main
methods for diamond CVD are hot filament (HFCVD) and microwave plasma assisted CVD
(MPCVD). At their core, these two techniques have a lot in common. A gaseous carbon precursor
(typically methane) is activated, thermally in the case of HFCVD and by the microwave plasma
in the case of MPCVD, to produce reactive, carbonaceous radicals in a low pressure environment
(~ 1-33 kPa) [126]. These react with a heated growth substrate (600-1000°C) forming and adding
to the diamond lattice. Growth on a single crystal diamond substrate results in homoepitaxy
although, more commonly, growth is carried out on a non-native substrate (particularly Si) using
nano or micro diamond seed crystals. This results in the growth of polycrystalline diamond films
[126]. In these conditions diamond is not the thermodynamically stable form of carbon and, in
the method described above graphitic (sp?) carbon would form. In order for diamond to form,
hydrogen must be present and typical reaction mixtures are more than 95% hydrogen. The exact
ratio of gases used must be closely controlled as shown by the simplified Bachman diagram in Fig.
3.16. Hydrogen radicals play two very important roles in diamond CVD. First, they preferentially
react with sp? carbon atoms on the diamond surface. This kinetic process prevents graphite
forming, leaving sp® diamond on the surface. Second, the hydrogen radicals abstract surface

hydrogen atoms from the growing diamond lattice, creating dangling bonds on the surface which
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readily react with methyl radicals. A schematic of this process is shown in Fig. 3.17. A heated

substrate is important in this process as it allows adsorbed species to migrate to reaction sites.

* CH, H

CHj CH; H
/ . 7 N
c—C C—C =«—— C—C CommaG
AN / AN /
c—cC c—c

CH; CHj CH; °CH,

/ AN / N
c—C C—C —» Cc—C c—C
AN / AN /
c—cC c—CcC

H H
H_
\C_C/

/ AN
cC—C C==ne
N /
€=

FIGURE 3.17. The key reactions required for diamond growth by chemical vapour
deposition. First, at surface hydrogen atoms are abstracted by hydrogen radicals,
leaving a dangling bond on the diamond surface. A methyl reacts with this, adding
a carbon atom to the diamond lattice. This process is repeated to leave two methyl
groups adjacent on the diamond surface. A hydrogen radical then abstracts one
of the hydrogen atoms from one of the methyl groups which then reacts with
the adjacent methyl group to cross-link the carbon atoms, enlarging the diamond
lattice. Reproduced with permission from May [126].

The first method for CVD growth was HFCVD. These reactors use filaments of transition
metals which are electrically heated to around 2400°C and positioned around 3-10 mm above the
substrate as shown in Fig. 3.18(a). Gases flow over these filaments where they are cracked into
reactive species. These reactors are cheap and relatively simple to build and have the potential

for large area deposition i.e. 12 inches. However, they are limited; growth rate is only around 1
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pm per hour, it is impossible to introduce oxygen into the reactor as the filaments will quickly
burn out, and there is the possibility of contamination of the diamond film by the filament metal
[126].
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FIGURE 3.18. Schematics of a (a) hot filament chemical vapour deposition reactor for
diamond growth and (b) a microwave plasma assisted reactor. Growth substrates
are typically electrically grounded although it is possible to apply a bias to these to
allow for bias-enhanced nucleation. Reproduced with permission from May [126].

The most commonly used method for diamond CVD is MPCVD as a result of the high growth
rates achievable with very high microwave plasma power densities [126]. These high power
densities produce a significant number of radical species, increasing the rate of reaction, leading
to growth rates up to 150 pm per hour. Such high growth rates are infeasible for HFCVD as they
are limited by the temperature of the filaments used. The diamond films grown by MPCVD have
very few contaminants although, with the industry standard reactors, large area diamond growth

is not feasible. These reactors are much more expensive than the hot filament reactors.

As mentioned briefly above, CVD is commonly used for polycrystalline diamond growth.
Single crystal diamond can be grown on diamond seeds and there has been recent advances in
the heteroepitaxy of single crystal diamond [127]. However, single crystal diamond seeds are
expensive and not available in large areas whilst large area growth, with reasonable growth
rates, is still in development. Heteroepitaxy of single crystal diamond is an interesting route for
growth of large area diamond substrates as the starting wafer can be made arbitrarily large. The
limiting factor with this technique is that the materials required are prohibitively expensive
(e.g. iridium). Large area growth of single crystal diamond by CVD is rapidly developing area
of research although it is always likely to be expensive. Polycrystalline diamond can be easily
grown on a range of non-native substrates making it a much more cost effective material [126].
Substrates typically need to be able to form a carbide to allow for strong bonding between the

diamond film and substrate, preventing delamination of the diamond film. Additionally, they
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need to be resilient to the hydrogen atmosphere used during diamond growth as well as the
high temperatures. The CTE cannot be too dissimilar from diamond otherwise cracking and
delamination of the diamond film will occur on cooling [126]. Typical substrates are: Si, arising
from its low cost, and its ready formation of SiC; metals such as Ti, Mo,W; and non-metals such

as amorphous SiOg, quartz, and SigNy.

Growth of diamond directly on non-native substrates is impractical by these methods as nucle-
ation directly from the gas phase is very slow [126]. The growth rates are significantly enhanced if
the substrate is first seeded with a large number of diamond particulates, typically nanodiamonds
produced by a detonation reaction process. The microstructure of the near-nucleation diamond
can be greatly affected by the method of seeding. The simplest method of seeds is to manually
abrade the substrate surface with diamond grit, embedding diamond seeds into the surface and
creating scratches which can also act as nucleation centres. This gives a high nucleation density
but it is not very homogeneous and can also introduce damage in the substrate. Better processes
include: polymer assisted seeding where the substrate is dipped in a charged polymer which
electrostatically attracts the diamond seeds, causing self-assembly on the substrate surface;
electrospray seeding where a seed solution is held at a high potential bias relative to the sub-
strate causing the solution to spray towards the substrate and implant into the surface; and
zeta potential methods which act in a similar manner to the polymer assisted process except
the surface charge of the diamond seeds and the substrate are altered by changing their surface
chemistry, allowing for tuning of the seeding density [126, 128]. Bias-enhanced nucleation can
also be used to increase nucleation rates of diamond on the surface as well as increase the lattice
matching between the diamond film and the substrate. Generally, the substrate is grounded in a
CVD reactor. However, if a negative bias is applied, C ions are accelerated towards the substrate
where they implant. This creates a layer with a high concentration of C, increasing the rate of

nucleation and increasing preference for a specific crystallite orientation during growth [126].

Polycrystalline diamond has a characteristic columnar growth structure where the near-
nucleation regions are made up of a large number of small crystallites, a result of the diamond
seeds. These diamond seeds are typically randomly oriented with respect to one another and
the substrate. Different crystal faces of diamond grow at different rates resulting in crystallites
with the fastest growing face presented upwards out-competing their neighbours. As the film
grows, the number of crystallites, or grains, reduces whilst their size and <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>