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Abstract
This research draws upon the increasing usage of AI in service. It aims at understanding the extent to which AI systems have
multiple intelligence types like humans and if these types arouse different emotions in consumers. To this end, the research uses a
two-study approach: Study 1 builds and evaluates a scale for measuring different AI intelligence types. Study 2 evaluates consumers’
emotional responses to the different AI intelligences. The findings provide a measurement scale for evaluating different types of
artificial intelligence against human ones, thus showing that artificial intelligences are configurable, describable, and measurable
(Study 1), and influence positive and negative consumers’ emotions (Study 2). The findings also demonstrate that consumers display
different emotions, in terms of happiness, excitement, enthusiasm, pride, inspiration, sadness, fear, anger, shame, and anxiety, and
also emotional attachment, satisfaction, and usage intention when interacting with the different types of AI intelligences. Our scale
builds upon human intelligence against AI intelligence characteristics while providing a guidance for future development of AI-based
systems more similar to human intelligences.
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Introduction

Artificial intelligence (AI) draws upon the idea that machines
(computers) should mimic the human brain’s cognitive pro-
cesses and act accordingly by using specific software and al-
gorithms. Specifically, they would reproduce human attributes
such as learning, speech, and problem-solving (Saridis and
Valavanis 1988). In other words, AI is often developed to
capture and simulate human cognitive abilities as a “hybrid-
human machine apparatus” (Muhlhoff 2020). Although robots
are not yet as diffused as Asimov imagined in 1950 (Asimov
1950), AI is increasingly used in new product development,
creative design, and manufacturing to mimic or even replace
human creativity (Demarco et al. 2020). The diffusion of AI has
attracted increasing interest from marketing scholars and
practitioners, particularly as a promising tool for improving
service (Davenport et al. 2020; Huang and Rust 2021a, b;
Shankar et al. 2021). Indeed, AI can: (i) be a robotic companion
that supports the shopping experience (Bertacchini, Bilotta, and
Pantano 2017; Huang and Rust 2021a; Xiao and Kumar 2021);
(ii) improve recommendations (e.g., for clothing, through
digital stylists) (Silva and Bonetti 2021); (iii) provide automatic
customer assistance through a chatbot (Pizzi, Scarpi, and
Pantano 2021); (iv) deliver personalized offers to consumers
(Kumar et al. 2019); (v) understand and predict consumer
behavior (Huang and Rust 2021b), etc.(1)

Recent studies have advanced that AI can be designed to
have multiple intelligences (Huang and Rust 2018). However, if
AI mimics Human Intelligence (HI), a measurement scale for AI
should be developed starting from the notions about HI. Yet, the
development of tools for measuring or evaluating these different
intelligences is still in its infancy. Likewise, research has yet to
determine how people emotionally react when interacting with
different AI intelligences (Huang and Rust 2021a). Thus, the
more common human-robot interactions become, the more need
there is to understand (i) what humans perceive about artificial
intelligences and (ii) what emotional response such intelligence
evokes. Accordingly, there is a need to investigate the extent to
which people evaluate the technology (including AI systems)
and how they reply (Shin 2021), with emphasis on the diverse
possible emotional response (Huang and Rust 2021b).

Human and artificial intelligence have been mostly inves-
tigated independently. However, past authors stated that AI aims
at reproducing human attributes to simulate human cognitive
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abilities (Saridis and Valavanis 1988; Muhlhoff 2020). Thus, we
provide a combined and more comprehensive overview of the
possible new AI types emerging from the contrast with the
human one. Based on that, we propose five types of AI. Then,
we develop a scale for measuring AI intelligence, emphasizing
the similarities and differences with HI (Study 1). Finally, we
show what emotions humans experience interacting with dif-
ferent AIs (Study 2). This scale has the advantage of showing
the extent to which AI is diverse, measurable, quantifiable, and
classifiable against HI, which was not considered in previous AI
scales. In doing so, this research provides a measure of AI
intelligences as perceived by the consumers interacting with
them. It shows that different AI intelligences solicit different
positive and negative emotions in consumers in retail service
settings, such as happiness, excitement, enthusiasm, pride,
inspiration, sadness, fear, anger, shame, and anxiety.

This research draws upon several theories of HI (Gardner
1983; Cichocki and Kuleshov 2021; Mayer et al. 1999;
Schneider and McGrew 2012; Kan et al. 2011; Keith and
Reynolds 2010; Rosenberg et al. 2015) and the Theory of
Emotions (Bagozzi, Gopinath, and Nyer 1999; Izard 1977) and
uses retail service as the research context. It extends past studies
on AI and emotions (Huang and Rust 2018 2021a 2021b) by (i)
developing a scale to evaluate the dominant intelligences in AI
systems, (ii) providing empirical evidence that intelligences for
AI can be as diverse as they are for humans, (iii) showing that
some AI can display multiple dominant intelligences simulta-
neously, contrary to humans; and (iv) demonstrating the extent
to which consumers show different reactions to different AI
intelligences, in terms of positive-negative emotions, emotional
attachment, satisfaction, and technology continuation intention.

Theoretical Background and Hypotheses

From Human to AI Intelligences

Intelligence studies have initially focused on the ability to think
abstractly and adapt to the environment (Detterman and
Sternberg 1986; Wechsler 2011). Despite the debate on the
precise definition of intelligence, its conceptualization has gone
from the idea of a single and stable intelligence (Carroll 1993;
Detterman and Sternberg 1986) to a set of multiple abilities that
can develop with age (time) and experience (Mayer, Caruso, and
Salovey 1999). This approach recognizes the various facets that
contribute to the overall concept of intelligence. Examples are
verbal comprehension and perceptual reasoning (e.g., Wechsler
Abbreviated Scale of Intelligence, WASI-II; Wechsler 2011).

However, theories on Human Intelligence (HI) are highly
heterogeneous and disagree on the specific types of intelligence
defining human cognitive abilities and their relationship. For
instance, Gardner’s (1983) mathematical intelligence is not
considered a type of intelligence by Eysenck (1998). Similarly,
the different types of intelligence are treated in isolation by
Gardner (1983) but considered interrelated through the human
brain’s cognitive and neural mechanisms by Geake (2008). In
this vein, the Cattel-Horn-Carroll model (CHC) of human

cognitive abilities also includes memory and Processing-Speed
(Schneider and McGrew 2012). Table 1 summarizes the main
HI types discussed in the literature.

Despite their differences, what several theories on HI argue is
that (i) HI is multifaceted, (ii) all humans can display multiple
types of intelligence, and (iii) usually one intelligence type is
dominant for each individual (Shearer 2020; Cichocki and
Kuleshov 2021). However, to date, there are still few studies
in marketing on how HI could apply to AI (Cichocki and
Kuleshov 2021), with even less focusing on particular AI as
in service (Huang and Rust 2018, 2021a).

Moreover, past authors stated that AI aims at reproducing
human attributes to simulate human cognitive abilities (Saridis
and Valavanis 1988; Muhlhoff 2020). However, the debate is
complicated by the fact that several authors use different terms
to address similar AI types. To provide some synthesis and
clarity, Table 2 summarizes the main AI types discussed in the
literature.

A huge deal of research in cognitive psychology and evo-
lutionary robotics aims at reaching the complexity of the human
brain and developing neural mechanisms of comparable com-
plexity (Montes and Goertzel 2019) to reproduce the full range
and Gestalt of human cognitive abilities rather than only a
subset (Montes and Goertzel 2019). Indeed, there is a need to
provide new tools and instruments to replicate the human
brain’s physiological structure and its processing of information
to develop more effective AI (Hernández-Orallo 2017; Li et al.
2018; Montes and Goertzel 2019). Consequently, we expect that
AIs show multiple intelligences as humans do:

H1: Similar to human intelligence, AI systems have multi-
dimensional intelligence.

Five AI Intelligence Types

Drawing upon the past studies onHI and AI types (Tables 1 and 2,
respectively), our research develops a combined and more
comprehensive overview of possible AI types as they emerge
from comparing human intelligence types from previous studies
in psychology and evolutionary robotics (Figure 1). Specifically,
we identify five main types of AI that show a correspondence
between the human intelligences emerging from past studies on
psychology and AI developed from past studies in AI, empha-
sizing the application of AI in marketing and service contexts.

(1) Logic-Mathematical intelligence: This was the first in-
telligence integrated into AI to create value for users (McCarthy
1988). It is mainly based on machines’ ability to solve complex
analytical problems that require logical thinking (Huang and
Rust 2018). This intelligence allows machines to make au-
tonomous decisions based on the data they collect and adapt
their behavior accordingly (Wirtz et al. 2018). Thus, similar to
humans, it includes the ability to analyze problems and situa-
tions logically, finding solutions accordingly.

(2) Social intelligence: Scholars highlighted how AI can
have social, empathetic intelligence that spans several contexts,
including service (Huang and Rust 2018), domestic, hospitality,
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entertainment, and even healthcare (see Caic, Mahr, and
Odekerken-Schröder 2019 for a review). This intelligence is
related to machines’ ability to understand human emotions,
respond to social cues, and interact with humans. The inter-
personal dimension of this intelligence is the common thread
that connects these studies.

(3) Visual-Spatial intelligence: This intelligence pertains to
space perception or spatial awareness and can include the sub-
sequent ability to manipulate objects in the space. It is not related
to the possession of psychomotor abilities (i.e., moving thanks to
legs, wheels, and other physical devices; Caic, Odekerken-
Schröder, and Mahr 2018; Schneider and McGrew 2012).

Rather, this intelligence is about AI’s ability to “understand”
space. Thus, it includes pattern identification, space rendition,
and planning out routes. Typical applications span from Play
Station’s kinetic set to AI’s advising drivers and runners.

(4) Verbal-Linguistic intelligence: this intelligence pertains
to understanding and effectively simulating human language
(natural language processing). This intelligence, typical of
humans’ CHC, is novel in classifying AI intelligences. It ex-
plicitly involves the machine’s ability to communicate with
humans (in written or oral form), simulating human natural
language processing. This intelligence is largely embedded in
chatbots, or AI voice assistants like Amazon Echo, Alexa, Siri,

Table 1. The Main Human Intelligence Types.

Human Intelligences Brief description Authors Proposed scale for AI

Physical or bodily-kinesthetic The ability to physically handle objects
skillfully and to train appropriate
bodily responses

Gardner (1983); Cichocki and Kuleshov (2021) Included in visual-
spatial intelligence

Interpersonal or social The ability to understand others’ moods
and emotions and to work effectively
with others

Gardner (1983); Cichocki and Kuleshov (2021);
Mayer et al. (1999)

Included

Verbal-linguistic (or
comprehension-
knowledge in CHC theory)

The ability to effectively write, read and
tell stories

Gardner (1983); Schneider and McGrew
(2012); Kan et al. (2011); Keith and Reynolds
(2010); Cichocki and Kuleshov 2021; Mayer
et al. (1999)

Included

Musical-rhythmic (or
auditory processing in
CHC theory)

The ability to compose music and show
sensitivity to rhythm, pitch, and
melody

Gardner (1983); Schneider and McGrew
(2012); Kan et al. (2011); Keith and Reynolds
(2010)

N/A

Logic-Mathematical (or
analytical)

The ability to understand logic, causal
systems, abstractions

Gardner (1983); Cichocki and Kuleshov (2021) 2;
Schneider and McGrew (2012); Kan et al.
(2011); Keith and Reynolds (2010); Detterman
and Sternberg (1986)

Included

Visual-spatial (or visual
processing in CHC theory)

The ability to visualize and spatially
manipulate objects within one’s mind

Gardner (1983); Cichocki and Kuleshov (2021) 2;
Schneider and McGrew (2012); Kan et al.
(2011); Keith and Reynolds (2010)

Included

Intrapersonal The ability to understand the self, and
one’s weaknesses and strengths

Garner (1983) N/A

Emotional Ability to perceive, assess, generate,
understand and control emotions

Cichocki and Kuleshov (2021); Mayer et al.
(1999)

N/A3

Creative Ability to create or to act of conceiving
something original

Cichocki and Kuleshov (2021); N/A

Moral and ethical Ability to determine human principles’
application to personal values, actions,
and goals

Cichocki and Kuleshov (2021) N/A

Fluid reasoning4 Control of attention to solve novel
problems not solvable relying only on
previously learning schemas, and
scripts

Gardner (1983); Schneider and McGrew
(2012); Kan et al. (2011); Keith and Reynolds
(2010)

Included (as part of
Logic-
Mathematical)

Short-term memory The ability to encode, maintain, and
manipulate information in one’s
immediate awareness

Schneider and McGrew (2012); Kan et al.
(2011); Keith and Reynolds (2010)

Included5

Long-term storage and
retrieval

The ability to store, consolidate, and
retrieve information over time
periods

Schneider and McGrew (2012); Kan et al.
(2011); Keith and Reynolds (2010)

Included5

Processing-Speed The speed of performing simple
repetitive, and simple tasks fluently

Schneider and McGrew (2012); Kan et al.
(2011); Keith and Reynolds (2010);
Rosenberg et al. (2015)

Included
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and so on, which are growing in popularity amongst consumers
due to the utilitarian benefits emerging from consumers’ in-
teraction with this AI (McLean, Osei-Frimpong, and Barhorst
2021). Indeed, these systems are characterized by an increase in
accuracy, semantic understanding ability, and wake-up ability,
which can be developed to offer a rich human-computer in-
teraction experience.

(5) Processing-Speed intelligence: This intelligence com-
bines the CHC model of HI and the ability to perform repetitive
tasks quickly and fluently (Schneider and McGrew 2012), with
mechanical intelligence as the ability to perform basic and
repetitive tasks (Grewal et al. 2020; Huang and Rust 2018,
2021b; Dong et al. 2020). Thus, it involves the speed of per-
forming simple and repetitive tasks fluently and quickly.

Accordingly, it does not involve understanding mathematical
problems and quantitative reasoning (thus no overlaps with
instance processing as part of Logic-Mathematical intelligence)
or visual-spatial comparisons (so as not to overlap with Visual-
Spatial intelligence), or speaking fluency (thus no overlaps with
Verbal-Linguistic).

Emotions Toward the AI Types

Bagozzi, Gopinath, and Nyer (1999, p.184) defined emotions as
“a mental state of readiness that arises from cognitive appraisals
of events or thoughts […] and may result in specific actions”.
Similarly, Isaac and Budryte-Ausiejiene (2015, 403) defined
emotions as “affective states characterized by occurrences or

Table 2. The Main Artificial Intelligences Typologies.

AI Intelligences Description Authors Proposed scale

Mechanical or
operational

The ability to learn and perform basic and repetitive
tasks

Grewal et al. (2020); Huang and Rust
(2018 2021b); Dong et al. (2020)

Included (part of
Processing-Speed
intelligence)

Thinking The ability to perform analytical and intuitive tasks (it is
reasoning-based)

Grewal et al. (2020); Huang and Rust
(2018 2021b)

Included (part of Logic-
Mathematical
intelligence)

Emotional or
feeling or
affective

The ability to recognize human emotions and adapt the
behavior accordingly

Grewal et al. (2020); Huang and Rust
(2018 2021b); Montes and
Goertzel (2019)

Included (part of Social
intelligence)

Self-organizing
cooperation

The ability to coordinate with other AI to create a self-
managed, autonomous, collaborative network
(distributed intelligence)

Montes and Goertzel (2019) Not included

Social cognition The ability to process, store and apply information
about others and behave accordingly

Van Doorn et al. (2017); Caic et al.
(2019); Martinez-Miranda and
Aldea (2005)

Included (part of social
intelligence)

Instance processing Ability to select, classify and shorten large-scale
instances (risks, images, any other entity)

Cheng, Chu, and Zhang (2021);
Muhlhoff 2020

Included (part of Logic-
Mathematical)

Figure 1. The combination of the two sets of intelligence in the new AI types.
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events of intense feelings associated with specific evoked re-
sponse behaviors”. In short, emotions represent a mental state
and can affect subsequent actions (Bagozzi, Gopinath, and Nyer
1999). Furthermore, while initial studies used many items for
measuring emotions, later research has shown these can be
summarized in a much smaller number of dimensions (see
Huang 2001 for a review). Ultimately, two factors are usually
employed: positive and negative emotions. In this vein, Huang
(2001) proposed that viewing positive and negative emotions as
two separated dimensions is the most appropriate approach.

In the context of service research, positive and negative
emotions arise from people’s interaction with other people
(Walsh et al. 2011), which has important consequences for
service (Babin et al. 2013). For instance, sales personnel can
communicate in ways that influence consumers’ emotions (e.g.,
Dallimore, Sparks, and Butcher 2007). Similarly, social abilities
attributed to employees create a positive consumer service
experience, which in turn results in high satisfaction and in-
tention to continue interacting (Prentice, Lopes, and Wang
2020; Balarkishnan and Dwivedi 2021).

These considerations converge into social perception theory:
when people interact, each actor anticipates the other’s intel-
ligence and emotions and develops their emotional reaction
accordingly (Cuddy, Fiske, and Glick 2008). For instance, in
retail service, consumers’ emotions are solicited by interaction
with other consumers, employees, and the store atmosphere
(including music, scent, and lights) (Pantano, Dennis, and
Alamanos 2021). Moreover, contact-intensive new technol-
ogy might influence consumers’ emotions (Bagozzi et al. 1999;
Bougie, Pieters, and Zeelenberg 2003; Cachero-Martı́nez and
Vázquez-Casielles 2021; Hennig-Thurau et al. 2006). Thus, we
advance that the positive relationship between (human) intel-
ligence assessment and emotional reaction will also hold when
the intelligence is artificial:

H2: High levels of AI intelligence(s) will lead to positive
emotions.

Furthermore, the intensity of the solicited emotions can vary
based on the AI type (Martinez-Miranda andAldea 2005). In this
vein, studies in psychology conducted with adult human samples
(Walker et al. 2022) demonstrated that social intelligence is
associated with low levels of negative emotions such as anxiety
and fear. Similarly, psychology scholars found that social in-
telligence reduced, or even shielded against, negative emotions,
increasing individuals’ capacity to cope with and repair negative
emotions (for a review, see Lam and Kirby 2002).

In this vein, Social Intelligence training was found to help
people remain calm in situations that evoke negative emotions
such as tension, hostility, depression, and anger (Miyamgam-
bala 2015). Other studies found that it might reduce negative
emotions like anger, dissatisfaction, and frustration (Ahn, Sung,
and Drumwright 2016). Similarly, Social Intelligence can be
applied to interactive systems design to support consumers’
interaction with the technology (Green and de Ruyter 2010).

We advance a similar relationship between social intelli-
gence and negative emotions will also hold for AI. Thus,

H3: AI social intelligence reduces negative emotions.
Furthermore, technology is taking on more and more roles in

service, and scholars are witnessing advancements in the use of
and expectations for technology in service environments
(Premer 2021). Accordingly, we advance that consumers expect
an AI to perform routine tasks quickly and, in general, possess
high Processing-Speed intelligence levels. Thus, at least for
some consumers, Processing-Speed intelligence might be per-
ceived as akin to a hygiene factor (Premer 2021). Hygiene
factors are considered necessary pre-conditions and work
asymmetrically: they do not increase positive reactions but
decrease negative reactions. Thus, we advance that Processing-
Speed will be negatively related to negative emotions rather
than positively related to positive emotions.

From a different perspective, literature in psychology has
related Processing-Speed with the intensity of emotional per-
ception (Rosenberg et al. 2015). It supports our hypothesis
suggesting that Processing-Speed is related more strongly to the
perception of negative than positive emotions. For instance,
when Processing-Speed is compromised in humans, the per-
ception of negative emotions is affected more than positive ones
(e.g., Dimoska et al. 2010; Spikman et al. 2012). Thus,

H4: High levels of Processing-Speed intelligence diminish
negative emotions.

Finally, individuals can develop positive and negative
emotions for inanimate objects, such as stores (Badrinarayanan
and Becerra 2019), brands (Park et al. 2010), and places
(Raggiotto and Scarpi 2021), even in computer-mediated en-
vironments (Dwivedi et al. 2019). Such a bond is usually re-
ferred to as emotional attachment and stems from the emotions
perceived during an experience, for instance, while shopping
(Dunn and Hoegg 2014; Badrinarayanan and Becerra 2019).
Accordingly, there could be hypothesized that individuals could
develop emotional bonds toward a certain AI if it evokes an
emotional response in the consumers.

Overall, organizations that provide positive emotions to
customers are more successful in selling goods, developing
satisfactory experiences (Mende, Bolton, and Bitner 2013;
Pantano, Dennis, and Alamanos 2021), and creating an emo-
tional bonding with service providers (Badrinarayanan and
Becerra 2019). Consistently, marketing scholars have found
that positive emotions lead to positive outcomes, such as
loyalty, satisfaction, and usage continuation (e.g., Cachero-
Martı́nez and Vázquez-Casielles 2021; Dubé and Menon
2000).

H5: AI types-induced positive emotions positively mediate
the relationship between AI intelligences and consumers’ at-
tachment to the service provider (H5a), satisfaction (H5b), and
technology continuation intention (H5c).

Instead, negative emotions lead to dissatisfaction and lower
intention to keep using the brand or service provider (e.g.,
Bougie, Pieters, and Zeelenberg 2003; Hennig-Thurau et al.
2006). For instance, a service failure leads to consumer anger
and sadness, while the interaction with an employee or another
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customer might elicit shame (Laros and Steenkamp 2005).
Accordingly, we hypothesize that:

H6: AI types-induced negative emotions negatively mediate
the relationship between AI intelligences and consumers’ at-
tachment to the service provider (H6a), satisfaction (H6b), and
technology continuation intention (H6c).

Research Design

The research is organized into two studies: Study 1 develops a
scale for measuring five AI intelligences (Logic-Mathematical;
Social; Visual-Spatial; Verbal-Linguistic; Processing-Speed).
Then, Study 2 (field) investigates what emotions people develop
as a function of the AI type they interact with and how they
affect emotional attachment, satisfaction, and continuance
intention.

Study 1: Scale Development for AI in Service

Development of the Items. Study 1 intends to develop a useful
and practical scale that is parsimonious and applied easily.
Following well-assessed procedures for scale development
(Clark and Watson 2016; Netemeyer et al. 2004), preliminary
scale items were identified through reviewing a large base of
relevant literature (see, e.g., Table 1 and Table 2). A focus
group interview was then conducted (Netemeyer et al. 2004) to
specify AI’s content area. Focus group members consisted of a
convenience sample of eight academics and practitioners
based on easy accessibility, geographical proximity, avail-
ability, expertise in AI, and education (Master’s Degree or
higher). There were two academics in digital marketing, two in
psychology, two in computer science, and two in service.

They read the descriptions of AIs and HIs. Moderators
probed respondents concerning how they would evaluate AI.
The discussion soon centered on AI intelligences. After some
discussion, a further distinction was made between AI’s
mathematical and non-mathematical abilities. Awide range of
responses was gathered throughout the discussion. Responses
ranged from expressions of social intelligence (e.g., “Some
AIs can interact with humans and seem to understand how they
feel”) to mathematical intelligence (e.g., “Some AIs are good
at games that require logical thinking”). Linguistic intelligence
also emerged (e.g., “Some AIs express themselves with clarity
and precision”) as well as consideration on the quick per-
formance of simple repetitive tasks (e.g., “Some AIs do not
really think or create anything, but are fast at doing simple
things”).

Four experts (two practitioners and two researchers) first
evaluated the initial set of items for face or content validity.
Then, four different researchers further assessed the potential
items. This two-stage procedure resulted in the refinement of the
items’ wording. In all, 50 scale items were generated and kept
(Table 3).

Scale Development and Test

Initial quantitative analyses were conducted to purify the
measures and provide an initial examination of the scale’s
psychometric properties, following Clark and Watson (1995)
and Netemeyer et al. (2004). To ensure that raters knowwhat the
object is that they are evaluating (Rossiter 2003), respondents
were 200 IT professionals, computer scientists, experts in
marketing and psychology (mean age = 32; 43% females)
provided by a market research company (Prolific.co) recruited
in September 2021.

A range of “representative constituents” of the constructs to
be measured provides a safer generalization of the results
(Rossiter 2003, 312). Accordingly, 6 AIs were considered:
Knorr meal planner; Olay advisor; Pepper robot; Stitchfix
personalized stylist; UnderArmour connected fitness; Victoria
Beckham Messenger. They were all available at the time of
data collection, covered different types of service (clothing,
cosmetics, sports, food, etc.), and were identified with the help
of a convenience sample of six experts (two retailers, two
psychologists, and two computer scientists). All these AIs
were free to use and could be used online, except one (Pepper
Robot), which required an offline interaction. Thus, Pepper
was evaluated only by respondents who declared they had
recently interacted with it and passed a test to ascertain they
actually had. To avoid fatigue, each respondent was assigned
to two AIs, balanced so that each AI was evaluated by 50
respondents.

Respondents had to use an AI by clicking the link to the
website hosting it and interacting with the AI. Then, they were
administered the 50 items on seven-point Likert scales. After
that, they used and rated the second AI. The appearance order of
the AIs and the intelligence scales was randomized, as was the
appearance order of the single items within each scale
(Netemeyer et al. 2004). The ratings obtained for the 44 items
were subjected to a series of iterative analyses consistent with
Churchill’s (1979) paradigm for developing scales, as detailed
in the following.

Dimensionality and Item purification: A factor analysis re-
vealed the presence of 5 dimensions with Eigenvalues above 1,
accounting for about 70% of the total variance, while no ad-
ditional factor accounted for more than 3%. Thus, the scree-plot
exhibited an elbow in the quantity of variance explained by
these five factors. The initial principal components solution was
rotated using Oblimin to examine the factor structure more
closely.

Table 3 presents the factor loadings from this analysis.
Sixteen items failed to load highly on the five factors or loaded
relatively high on more than one factor. Thus, they were
eliminated (Netemeyer et al. 2004). Furthermore, to have scales
of the same length for each intelligence and concise enough for
easier implementation, we retained the five items that performed
better for each scale. Thus, 25 items comprising the first five
factors were retained.
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Confirmatory factor analysis: A confirmatory factor analysis
was run to examine the scale’s psychometric properties, using
the 25 items described above. It produced a χ2/df = 2.04 (p <
0.001), a goodness-of-fit statistic (GFI) of 0.95, and a root-
mean-squared residual (RMSR) of.06, and a one-factor solution

represents a significant worsening in fit compared to a five-
factor solution (Chi-square diff = 3286; p < 0.001). Discrimi-
nant validity is also evident, as the smallest Average Variance
Extracted (AVE = 0.55) greatly exceeds the square of the
correlation between any two factors (0.19) (Fornell and Larcker

Table 3. Initial Scale Development Results (Exploratory Factor Analysis; Oblimin Rotation).

Items and Loadingsa (Retained items are in italics) F1 F2 F3 F4 F5

Logic-
Mathematical

Can perform well analytical tasks 0.72
Is good at mathematics 0.92
Can work with and solve complex logical problems 0.81
Can easily undertake arithmetic and calculations 0.87
Is good at games/problem solving, which require logical thinking 0.73 �0.42
Follows a rigorous mathematical logic 0.83
Can solve mathematical operations easily 0.90
Is smart with math 0.90
Con process data to find optimal solutions 0.57
Follows a rigorous and purely logical thinking 0.68

Visual-Spatial Can understand space, depth, and perspective 0.77
Has a good space awareness 0.86
Can identify patterns 0.86
Can plan routes 0.77
Can understand movement (of objects or of itself) 0.83 �0.41
Can easily complete tasks involving spatial a/o visual perception 0.90
Can easily conceptualize complex/multidimensional patterns 0.79 �0.41
Can correctly visualize/move objects in space 0.79 �0.52
Can interpret pictures, graphs, and charts well 0.87
Can understand and recognize shapes 0.79 �0.42

Social Can easily relate with different people 0.73
Is empathic 0.83
Can respond to social cues 0.67
Can interact with humans understanding how they feel. 0.79
Can recognize human emotions 0.79
Can adapt its behavior according to the emotions of those interacting with it
Uses the right tone of conversation 0.75
Is a good listener 0.75
Can form relationships with empathy and assertiveness 0.76
Can learn from the communication with others 0.68

Verbal-linguistic Can understand human language (written or spoken) 0.81
Can simulate human language (written or spoken). 0.83
Can easily communicate information through written text 0.73
Can easily understand at least one language 0.79
Can produce written text that receives recognition 0.80
Can understand, learn from and use vivid verbal expressions �0.52 0.70
Can express itself with clarity and precision 0.77
Can use language, written and/or verbal, to achieve goals 0.77
Can debate or give persuasive speeches �0.50 �0.62 0.54
Can understand and reason using concepts framed in words �0.51 �0.44 0.68

Speed-Processing Can perform simple/repetitive tasks quickly 0.77
Can perform simple/repetitive tasks fluently 0.60
Does not “reason” but can execute fast 0.35 0.66
Can automatically perform routine tasks
Does not creatively think. 0.59
Systematically adapts to a minimal level of input 0.71
Maximizes efficiency of information processing with limited variability of the input and outputs 0.70
Its inputs and outputs are highly standardized 0.72
Quickly reacts to the information it receives 0.76
Get things done fast 0.51 0.36

aNote: For easier visualization, only loadings > 0.35 are shown.
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1981). Finally, each factor displays acceptable reliability levels,
with Cronbach’s alphas ranging between 0.80 and 0.95. Details
are in Table 4 and Table 5.

Discussion: These results supported the scale’s psychometric
properties and factorial structure. The five factors consisted of

items representing Logic-Mathematical (factor 1), Social (factor 2),
Visual-Spatial (factor 3), Verbal-Linguistic (factor 4), and
Processing-Speed (factor 5) intelligence. This evidence supports
Hypothesis 1: similar to human intelligence, also AI systems have
multidimensional intelligence.

Table 4. AI Intelligence Types Confirmatory Factor Analysis Results.

Items

Loadings

F1 F2 F3 F4 F5

Logic-Mathematical
AVE = 0.80; CR = 0.95; α = 0.95
Is good at mathematics 0.949
Can easily undertake arithmetic and calculations 0.861
Follows a rigorous mathematical logic 0.800
Can solve mathematical operations easily 0.939
Is smart with math 0.908

Visual-Spatial
AVE = 0.74; CR = 0.93; α = 0.94
Has a good space awareness

0.853
Can identify patterns

0.833
Can understand movement (of objects or of itself)

0.815
Can easily complete tasks involving spatial and/or visual perception

0.907
Cain interpret pictures, graphs, and charts well

0.894
Social
AVE = 0.66; CR = 0.91; α = 0.91
Is empathic

0.810
Can interact with humans understanding how they feel.

0.829
Can recognize human emotions

0.858
Can adapt its behavior according to the emotions of those interacting with it

0.815
Can form relationships with empathy and assertiveness

0.746
Verbal-Linguistic
AVE = 0.56; CR = 0.86; α = 0.88
Can understand human language (written or spoken)

0.766
Can simulate human language (written or spoken).

0.823
Can produce written text that receives recognition

0.766
Can express itself with clarity and precision

0.709
Can use language, written and/or verbal, to achieve goals

0.678
Processing
AVE = 0.55; CR = 0.86; α = 0.80
Can perform simple/repetitive tasks quickly 0.741
Systematically adapts to a minimal level of input 0.734
Maximizes efficiency of information processing with limited

variability of the input and outputs
0.674

Its inputs and outputs are highly standardized 0.739
Quickly reacts to the information it receives 0.816

CFA Study 1: χ2/df = 2.04; CFI = 0.92, RMSEA = 0.06, SRMR = 0.04.
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The scale displays good psychometric properties. Although
these results provide evidence of construct validity, Study 2
further validates and extends them, relating them to consumers’
emotions, satisfaction, and usage continuation intention.

Study 2: Consumers0 Emotional Response to AI

Sample and Procedure

Following Rossiter (2003) about raters’ type and adequacy, in
Study 2 we validated the Scale from Study 1 on 300 adult
customers (mean age = 28; 43% females). Potential respon-
dents representative of the clientele demographic profile were
contacted, asking them to participate in a study about AI. Over
the next 9 weeks (October and November 2021), the inter-
viewers accompanied the respondents on a shopping trip.
Respondents interacted with the AI while shopping, then filled
out a survey to measure the AI intelligences (as developed in
Study 1), their emotions from interacting with the AI (Mul-
tidimensional Emotion Questionnaire: MEQ; Klonsky et al.
2019), satisfaction (Lim et al. 2019), technology continuation
intention (Balakrishnan and Dwivedi 2021), and emotional
attachment to the service provider as a consequence of using
that AI (adapted from Sánchez-Fernández and Jiménez-
Castillo 2021).

MEQ is based on five positive (happy, excited, enthusiastic,
proud, and inspired) and five negative emotions (sad, afraid,
angry, ashamed, and anxious). It aligns with PANAS (Watson,
Clark, and Tellegen 1988), was employed in several studies on
human emotions (e.g., Izard 2007; Panksepp 2007), and was
even deemed to be the “most appropriate for marketing” (Huang
2001, 245). Although anxiety is not included in PANAS, it is
reflected in the PANAS Fear scale that correlates highly with
anxiety (Watson and Clark 1994).

Scales’ Reliability. The confirmatory factor analysis (Oblimin
rotation) exhibited a satisfactory fit (χ2/df = 1.73;

CFI = 0.92, RMSEA = 0.06, SRMR = 0.04). The five in-
telligence types, positive and negative emotions, satisfaction,
technology continuation intention, and emotional attachment,

emerged as different factors. The composite reliability (CR) and
the average variance extracted (AVE) exceeded the recom-
mended thresholds, their minimum being 0.88 and 0.60, re-
spectively. Cronbach’s alphas ranged between 0.83 and 0.95
(Table 6). Finally, the results passed Fornell and Larcker’s
(1981) test of discriminant validity: The minimum AVE
(0.60) exceeded the highest squared correlation between any
two factors. Therefore, the measurement model met all relevant
psychometric properties.

Because the dependent and independent variables were
measured through responses from the same respondents, we
ensured against potential common method bias using the
Harman one-factor test, following the approach of previous
service researchers (e.g., Chen, Tsou, and Huang 2009). Ac-
cording to this technique, common method variance is present if
a single factor emerges or one “general” factor accounts for
more than 50% of the variables’ covariation. A single factor did
not emerge, and imposing a one-factor solution significantly
worsens the fit (χ2/df = 7.16; p < 0.001) and accounts for
significantly less than 50% of the covariation. Furthermore,
testing common method bias also with the method by Bagozzi,
Yi, and Phillips (1991) provides converging evidence that
common method bias is unlikely to be a concern in the data: the
correlation among principal constructs is no higher than 0.48
(see Table 5), thus well below the 0.9 threshold (Bagozzi et al.
1991).

This initial evidence from Study 2 further supports Hy-
pothesis 1, providing external validity on a sample of non-
experts: multiple AI intelligences emerge in Study 2 as they did
in Study 1.

Results

A MANOVA shows that the considered AIs scored differently
on the five intelligences (Wilks λ = 0.707, F(25, 1075) = 4.216,
p < 0.001, η2 = 0.067). All AIs were perceived possessing at
least a bit of each intelligence and displayed high levels on
multiple intelligences (see Table 7). However, social intelli-
gence emerged as weaker in all AI considered. Even those AI
that scored highest in their ability to express themselves

Table 5. Correlations (Above the Diagonal) and Squared Correlations (Below the Diagonal) Among Factors.

Logic-Mathematical Visual-Spatial Social Verbal-Linguistic Processing

Logic-Mathematical S1 1 0.239 0.300 0.284 0.256
S2 0.440 0.256 0.340 0.480

Visual-Spatial S1 0.057 1 0.054 0.436 0.074
S2 0.194 0.363 0.364 0.479

Social S1 0.090 0.003 1 0.277 0.062
S2 0.066 0.132 0.457 0.192

Verbal-Linguistic S1 0.081 0.190 0.077 1 0.224
S2 0.116 0.132 0.209 0.399

Processing S1 0.065 0.005 0.004 0.050 1
S2 0.230 0.229 0.037 0.159
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linguistically (Pepper: 5.533) were evaluated as significantly
less able to understand human emotions and respond to
social cues (i.e., Social intelligence) (Pepper: 5.533 vs 3.457;
F(1, 100) = 65.251; p < 0.001; η2 = 0.395).

Then, a structural equation model was run in SPSS-AMOS,
as presented in Figure 2, to compare the impact of the five
intelligences on positive and negative emotions. The model also
assesses the role of emotions as mediators of the relationship

Table 6. Study 2: Scale Items and Properties.

Scale
Factor
loadings Scale

Factor
loadings

Social Intel. (α = 0.93; AVE = 0.79; CR = 0.95) Verbal-linguistic Intel. (α = 0.89; AVE = 0.70; CR = 0.92)
Is empathic 0.871 Can express itself with clarity and

precision
0.831

Can interact with humans
understanding how they feel.

0.899 Can use language, written and/or
verbal, to achieve goals

0.883

Can recognize human emotions 0.888 Can simulate human language
(written or spoken)

0.833

Can form relationships with
empathy and assertiveness

0.906 Can understand human language
(written or spoken)

0.804

Can adapt its behavior according
to the emotions of those
interacting with it

0.880 Can produce written text that
receives recognition

0.821

Processing Intel. (α = 0.85; AVE = 0.63; CR = 0.89) Visual-Spatial intel. (α = 0.83; AVE = 0.60; CR = 0.88)
Can perform simple/repetitive

tasks quickly
0.850 Has a good space awareness 0.845

Systematically adapts to a minimal
level of input

0.742 Can identify patterns 0.711

Maximizes efficiency of
information processing with
limited variability of the input
and outputs

0.789 Can easily complete tasks
involving spatial and/or visual
perception.

0.835

Its inputs and outputs are highly
standardized

0.729 Can understand movement
(of objects or of itself)

0.759

Quickly reacts to the information
it receives

0.851 Can interpret pictures, graphs,
and charts well

0.726

Logic-Mathematical Intel. (α =0.95; AVE =0.83; CR=0.96) Emotions – positive (α = 0.90; AVE = 0.71; CR = 0.92)
Is good at mathematics 0.938 Happy 0.881
Can easily undertake arithmetic

and calculations
0.907 Excited 0.792

Follows a rigorous mathematical
logic

0.870 Enthusiastic 0.855

Can solve mathematical
operations easily

0.918 Proud 0.810

Is smart with math 0.917 Inspired 0.871
Emotions – negative (α = 0.87; AVE = 0.65; CR = 0.95) Satisfaction (α = 0.91; AVE = 0.85; CR = 0.95)
Sad
Afraid

0.821
0.863

Overall, I am satisfied with this AI
service.

0.909

Angry
Ashamed

0.726
0.785

Using this AI service gives me
satisfaction.

0.938

Anxious 0.841 Using this AI service makes things
better.

0.921

Continuation Intention (α = 0.92; AVE = 0.86; CR = 0.95) Emotional attach. (α = 0.91; AVE = 0.80; CR = 0.94)
I want to continue using this AI for

service queries
0.941 I feel emotionally connected to

this retailer due to the use of
the AI

0.893

I intend to continue using this AI
for service queries rather than
any alternative means.

0.928 I’m very attached to this retailer
due to the use of the AI

0.931

I intend to continue using AIs for
processing more queries in
future

0.905 I would miss this retailer when it’s
not there or I cannot access it

0.855

This retailer is special for me due
to the use of the AI

0.888

CFA Study 2: χ2/df = 1.73; CFI = 0.92, RMSEA = 0.06, SRMR = 0.04.
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Table 7. Study 2: AIs’ Dimensions Mean Scores by Factor.

AI Verbal-Linguistic Processing Social Visual-Spatial Logic-Mathematical

Victoria_B Messenger 5.104 (1.56) 5.056 (1.07) 3.084 (1.56) 4.912 (1.23) 4.392 (1.75)
Pepper 5.533 (0.99) 5.317 (0.94) 3.475 (1.53) 4.737 (1.19) 5.145 (1.48)
Olay advisor 4.525 (1.90) 5.471 (1.05) 3.292 (1.81) 5.225 (1.13) 4.721 (1.85)
Underarmour 4.415 (1.57) 5.719 (0.93) 2.748 (1.64) 5.567 (1.01) 5.389 (1.42)
Knorr planner 5.422 (1.37) 5.522 (1.30) 3.296 (1.78) 4.683 (1.57) 5.265 (1.52)
Personal stylist 4.696 (1.37) 5.088 (1.18) 3.252 (1.62) 4.832 (1.34) 4.620 (1.77)

Figure 2. The mediation model.

Table 8. Study 2: Path Estimates.

Direct effects Indirect effects

On Estimate (SE) p-value On Via
Estimate
(SE) p-value

Logic-Mathematical intelligence
Positive Emotions 0.219 (0.066) 0.001 Attachment Positive emotions 0.116

(0.001)
0.002

Negative Emotions �0.023 (0.070) 0.714 Negative emotions 0.001
(0.000)

0.755

Attachment �0.069 (0.060) 0.250 Continuance Positive emotions 0.112
(0.001)

0.002

Continuance 0.005 (0.072) 0.935 Negative emotions 0.002
(0.000)

0.745

Satisfaction 0.017 (0.054) 0.743 Satisfaction Positive emotions 0.127
(0.002)

0.001

Negative emotions 0.003
(0.000)

0.743

Visual-Spatial intelligence
Positive Emotions 0.233 (0.066) <0.001 Attachment Positive emotions 0.123

(0.001)
0.001

Negative Emotions 0.075 (0.065) 0.248 Negative emotions 0.004
(0.000)

0.450

Attachment 0.016 (0.055) 0.805 Continuance Positive emotions 0.119
(0.001)

0.001

Continuance 0.059 (0.063) 0.366 Negative emotions 0.007
(0.000)

0.308

Satisfaction 0.062 (0.056) 0.287 Satisfaction Positive emotions 0.136
(0.002)

0.001

Negative emotions 0.010
(0.000)

0.279

Social Intelligence
Positive Emotions 0.196 (0.056) <0.001 Attachment Positive emotions 0.103

(0.001)
0.001

Negative Emotions �0.141 (0.071) 0.046 Negative emotions 0.007
(0.000)

0.372

(continued)
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between intelligence types and consumers’ responses (satis-
faction, continuance intention, and emotional attachment to the
service provider).

The goodness-of-fit statistics indicate an acceptable fit (χ2/
df = 2.46; RMSEA = 0.07; (RMSEA < 0.05); p < 0.001; CFI =
0.91), and the path estimates show that different intelligent types
have a different impact on emotions (Table 8). Specifically,
positive emotions were significantly impacted by Logic-
Mathematical (0.219, p = 0.001), Visual-Spatial (0.233, p <
0.001), Social (0.196, p < 0.001), and, marginally, Verbal-
Linguistic (0.110, p = 0.072). Instead, negative emotions are
significantly impacted by Social (�0.141, p = 0.046) and, even

more, Processing (�0.223, p < 0.001) intelligence. This evi-
dence supports H2, H3, and H4: AI intelligences increase
positive emotions (H2a) except Processing-Speed intelligence
that, instead, decreases negative emotions (H4), as Social in-
telligence (H3) does. Overall, these results highlight that AI
does not impact positive and negative emotions symmetrically.

In turn, positive emotions equally impacted satisfaction
(0.582, p < 0.001), continuance intention (0.511, < 0.001), and
emotional attachment (0.528, p < 0.001), while negative
emotions decreased satisfaction (�0.129, p < 0.001) and
continuance intention (�0.096, p = 0.050) (no effect emerged
on emotional attachment: �0.47, p = 0.342).

Table 8. (continued)

Direct effects Indirect effects

On Estimate (SE) p-value On Via
Estimate
(SE) p-value

Attachment 0.263 (0.051) <0.001 Continuance Positive emotions 0.100
(0.001)

0.001

Continuance 0.080 (0.053) 0.131 Negative emotions 0.014
(0.000)

0.142

Satisfaction 0.016 (0.047) 0.724 Satisfaction Positive emotions 0.114
(0.001)

0.001

Negative emotions 0.018
(0.000)

0.093

Verbal-Linguistic intelligence
Positive Emotions 0.110 (0.060) 0.072 Attachment Positive emotions 0.058

(0.001)
0.071

Negative Emotions �0.075 (0.065) 0.270 Negative emotions 0.004
(0.000)

0.450

Attachment 0.060 (0.059) 0.304 Continuance Positive emotions 0.056
(0.001)

0.073

Continuance �0.006 (0.058) 0.900 Negative emotions 0.007
(0.000)

0.308

Satisfaction 0.027 (0.045) 0.552 Satisfaction Positive emotions 0.064
(0.001)

0.070

Negative emotions 0.010
(0.000)

0.279

Processing-Speed intelligence
Positive Emotions 0.019 (0.071) 0.822 Attachment Positive emotions 0.010

(0.001)
0.788

Negative Emotions �0.223 (0.062) <0.001 Negative emotions 0.010
(0.000)

0.336

Attachment �0.066 (0.059) 0.246 Continuance Positive emotions 0.010
(0.001)

0.789

Continuance 0.105 (0.069) 0.133 Negative emotions 0.021
(0.000)

0.062

Satisfaction 0.183 (0.053) 0.001 Satisfaction Positive emotions 0.011
(0.002)

0.789

Negative emotions 0.029
(0.000)

0.018

Effects of Positive Emotions Effects of Negative Emotions
on Estimate (SE) p-value Om Estimate

(SE)
p-value

Attachment 0.528 (0.054) <0.001 Attachment �0.047
(0.047)

0.342

Continuance 0.511 (0.062) <0.001 Continuance �0.096
(0.044)

0.050

Satisfaction 0.582 (0.050) <0.001 Satisfaction �0.129
(0.041)

0.002

Note: χ2/df = 2.46; RMSEA = 0.07; (RMSEA < 0.05); p < 0.001; CFI = 0.91.
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To test for mediation (H5 and H6), we used Preacher and
Hayes’s (2004) approach with the Sobel test. Regarding the
mediation by the positive emotions, the results showed a sig-
nificant indirect effect of all intelligences on attachment, con-
tinuance, and satisfaction (though marginally for verbal-
linguistic intelligence), except for processing-speed intelli-
gence, whose indirect effect was not significant (see Table 8).
Regarding the mediation by the negative emotions, the indirect
effects were significant only for processing-speed on satisfac-
tion and, marginally, on continuance (see Table 8). Overall, the
combined direct and indirect paths evidence supports H5 and
only partially supports H6. Positive and (in part) negative
emotions mediate the relationship between intelligence type and
consumers’ response.

Finally, we examined whether the emotional reaction to
intelligence types differed due to some characteristics of the
consumers. However, neither age, gender, education, or mood
significantly affected the emotion-intelligence relationships.

Discussion and Conclusion

This research aimed to understand the extent to which AI
systems can have multiple intelligences and whether different
intelligences arouse different emotional responses in con-
sumers. To this end, we conducted two studies based on UK
respondents: Study 1 developed a measurement scale for
evaluating the artificial intelligence types based on experts.
Study 2 further validated the scale and assessed consumers’
emotions when interacting with AI-based service. It showed that
the different AI intelligence types have different effects on
consumers’ responses. Further, it revealed positive and negative
emotions mediate the relationship between AI intelligences and
consumers’ satisfaction, continuance intention, and emotional
attachment to the service provider.

This research answers recent calls to develop ways to
evaluate AI systems’ intelligence (Hernández-Orallo 2017; Li
et al. 2018) and address consumers’ emotions when interacting
with AI (Huang and Rust 2021a). There are numerous con-
tributions from this study. First, we identify AI types starting
from definitions and studies of HI (Table 1). Compared to other
measurements (Grewal et al. 2020; Huang and Rust 2018,
2021b; Montes and Goertzel 2019; Van Doorn et al. 2017), our
approach evaluates AI intelligences (Table 2) against human
intelligences (Table 1; Figure 1).

Consequently, our approach expands Huang and Rust’s
(2018, 2021b) framework on artificial intelligence as a result
of the comparison/contrast with human intelligence (Table 1). In
this way, we provide a new guideline to develop AIs able to
mimic human abilities better. Yet, our approach might be more
comprehensive based on how the artificial intelligence needs to
mimic the human one and solicit certain emotions in consumers
when interacting with those systems. For instance, verbal-
linguistic intelligence is not the ability to feel empathy or
have intuitions; rather, it adds the ability to express them ef-
ficiently. Thus, it complements Huang et al.’s classification,
separating the ability to feel (Social intelligence), to understand

(Logic-Mathematical intelligence), and to express those feel-
ings and intuition verbally (Verbal-Linguistic intelligence).

Similarly, we add Visual-Spatial intelligence. This intelli-
gence type complements Huang and Rust (2018, 2021b), adding
a specific ability to understand images and spaces. The visual-
spatial dimension can be comprised in Huang’s mechanical
intelligence in less evolved AI, where visual or space-related
tasks are routine (e.g., identifying a bar code, seeing a human
figure). However, as AI evolves, the ability to understand space
leaves the domain of a repeated/routine task. It comes closer to
humans’ ability to generate and transform well-structured visual
images, visualize shapes in the “mind’s eye”, and identify
movement patterns of objects, which is a different intelligence
from mechanical.

Second, previous studies usually assessed AI intelligences
based on experts’ qualitative opinions (e.g., Huang and Rust
2018). Instead, we developed a multidimensional measurement
scale for AI, similarly to the scales of HI (Table 2), validating it
on a panel of experts (Study 1). Then, we considered social
interaction theory (Cuddy, Fiske, and Glick 2008) to advance
that also general customers could form an idea of an AI’s in-
telligence when interacting with it, just as they do when in-
teracting with other humans. Thus, we tested the scale also on
general service customers (Study 2). We believe this is a sig-
nificant step toward developing ways to evaluate AI systems’
intelligences (Hernández-Orallo 2017; Li et al. 2018). Our
results show the extent to which artificial intelligences are
configurable, describable, and measurable, much as is done for
human intelligences (Yavich and Rotnitsky 2020).

Third, Study 2 adds that recent AI-based service can already
generate and communicate emotions, and different types of AI
lead consumers to different emotions. This evidence sheds light
on the emotion transfer occurring during consumer-AI inter-
actions in service, not fully covered by past studies (Huang and
Rust 2021a).

Fourth, Study 2 also highlights that the intelligence types do
not symmetrically affect positive and negative emotions: in-
telligences inducing the former do not necessarily prevent the
latter, and vice-versa. Specifically, Logic-Mathematical and
Visual-Spatial increase positive emotions but do not decrease
negative emotions. Instead, Processing-Speed decreases posi-
tive emotions but does not increase positive emotions. Only
Social intelligence affects both positive and negative emotions.

Moreover, the mediation analysis provided in Study 2
highlights that positive (negative) emotions positively (nega-
tively) mediate the relationship between AI intelligences and
consumers’ attachment to the service provider, satisfaction, and
technology continuation intention. This evidence extends recent
literature on the multiple benefits of AI (Huang and Rust 2018,
2021b; Kumar et al. 2019) and past studies on humans’ de-
velopment of emotions toward inanimate objects
(Badrinarayanan and Becerra 2019; Dwivedi et al. 2019; Park
et al. 2010; Raggiotto and Scarpi 2021) with new evidence
about the human emotional response to AI-based service.

Overall, Study 2 provides evidence that the different AI
intelligences differ significantly regarding which emotions they
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affect and how strongly. This finding answers recent calls to
determine how people react (Shin 2021) and what they feel
(Huang and Rest 2021a) when interacting with different AI
intelligences. In addition, this study extends previous research
on how people are willing to extend real-life psychological
dynamics towards artificial entities (Russo, Durandoni, and
Guazzini 2021) with evidence from the service context.

Summarizing, the results demonstrate that (i) intelligence
classifications used for HI can be used as a theoretical base to
understand AI, (ii) intelligences for AI can be diverse just as
human intelligences are, and (iii) some AI display multiple
dominant intelligences simultaneously. Finally, consumers react
differently to AI intelligences by showing different emotions
(positive: happiness, excitement, enthusiasm, pride, and in-
spiration; negative: sadness, fear, anger, shame, and anxiety)
with different intensities, and different levels of emotional at-
tachment, satisfaction, and technology continuation intention.
Thus, our scale might be considered a starting point for future
research in AI, leading to specific, measurable intelligence
analyses.

Managerial Implications

Introducing AI in service may help managers improve and
complement their traditional sales personnel service. First,
managers should be aware that different types of AI intelli-
gences exist, and different AI types solicit different reactions in
consumers. Indeed, consumers form a different opinion about
the type and amount of intelligence of the AIs they interact with.
What is more, the interaction with an AI generates emotions in
customers, just as it happens when they interact with human
personnel. Accordingly, we recommend that practitioners care
about customer-AI interactions no differently than they care for
customer-human personnel interactions. Thus, practitioners
should consider introducing specific AI types based on con-
sumers’ emotions they want to generate or avoid specific
emotional responses. For instance, the findings show that Social
intelligence generates emotional attachment to the service
provider and does so more than Verbal-Linguistic intelligence.
In contrast, Processing-Speed intelligence does not do it at all.

However, it helps reduce the negative emotions and directly
and positively affects satisfaction, while Logic-Mathematical,
Visual-Spatial, and Verbal-Linguistic intelligence do not. Since
this AI type was still relatively weak (even in those AI that
scored highest in their ability to express themselves), we rec-
ommend efforts, especially in research and development, to
increase machines’ ability to understand human emotions and
respond to social cues accordingly.

Thus, new AIs might be developed to support the service
traditionally offered by in-store sales personnel. Similarly,
online, where interactions with human personnel are more
limited, AI needs to develop Social Intelligence to create an
emotional attachment to the service provider. Differently, AI
with higher Processing-Speed intelligence would increase
satisfaction while reducing negative emotions. Thus, it can be

especially supportive for new payment systems or product
searching in-store and online.

Practitioners might use these results as guidance when de-
veloping an AI-based service. Our results also suggest that there
is no need to provide all five intelligence types in one single AI,
as -for instance, Logic-Mathematical and Visual-Spatial intel-
ligence are equally capable of inducing positive emotions.
Similarly, Social and Processing-Speed intelligence are both
capable of reducing negative emotions. As our results show, the
emotions generated by the interaction with an AI system me-
diates key outcomes such as customers’ satisfaction and usage
continuance.

Finally, introducing specific AI would help managers
complement traditional service and reduce the human-to-human
interaction, which might be valuable under health and safety
risks like during pandemics or while interacting with vulnerable
consumers (i.e., consumers with severe health conditions).

Limitations and Future Research

Despite its contributions, this research has some limits. First,
this study only addressed the intensity of consumers’ emotions
when faced with different AI intelligences. Thus, future studies
could use a longitudinal approach to investigate the effects of AI
intelligence on emotional frequency and persistence, thereby
accounting for all components of emotional chronometry.

Second, future studies might investigate additional emo-
tional responses (e.g., pleasure and reactance) and include
specific negative emotions (e.g., disappointment, madness,
cognates of disgust, guilt, envy, and chagrin), broadening the
spectrum of emotions that AI could arouse.

Furthermore, we did not address the possible ethical issues.
Consumers could not always prefer an AI-based service (Pitardi
et al. 2022). For instance, they could not want an AI to be “too
much” intelligent in embarrassing service encounters (Lobschat
et al. 2021). This consideration leads to more questions on
balancing the offer of AI-service and human-service to avoid
unexpected outcomes.

Finally, what impedes AI from violating ethics, including
consumers’ privacy, if artificial intelligence’s ethical and moral
intelligence is still underdeveloped compared with humans? We
encourage future works to adopt an ethical perspective to define
the boundaries of AI applications. Thus, such efforts may lead to
more realistic and effective “laws of robotics” than those
proposed by Asimov in the science-fiction novel “I Robot” in
1950. We encourage future works to adopt an ethical per-
spective to define the boundaries of AI applications. Thus, such
efforts may lead to more realistic and effective “laws of ro-
botics” than those proposed by Asimov in the science-fiction
novel “I Robot” in 1950.
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Notes

1. From “I Robot” by Isaac Asimov’s (1950) science-fiction novel.
2. For Cichocki and Kuleshov (2021) Verbal-Linguistic, Logic-

Mathematical, and Visual-Spatial intelligences are part of a
broader “quantitative intelligence”.

3. Machines are not (yet) able to feel emotions like humans. However,
this human-specific intelligence might transform into machines’
ability to perceive, assess, generate, and understand others’ emotions.

4. For Gardner (1983), fluid reasoning is part of the Logic-
Mathematical intelligence.

5. AI prerequisite, comprised in the RAM (Random-access memory)
and HDD (Hard Drive Disk).
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