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Markers of cognitive quality in student contributions
to online course discussion forums
Elaine Farrow1, Johanna D. Moore2, Dragan Gašević3

Abstract
Through participation in asynchronous course discussion forums, students can work together to refine their ideas
and construct knowledge collaboratively. Typically, some messages simply repeat or paraphrase course content,
while others bring in new material, demonstrate reasoning, integrate concepts, and develop solutions. Through the
messages they send, students thus display different levels of intellectual engagement with the topic and the course.
We refer to this as cognitive quality. The work presented here used two widely-studied frameworks for assessing
critical discourse and cognitive engagement: the ICAP and Community of Inquiry frameworks. The constructs
of the frameworks were used as proxy measures for cognitive quality. Predictive classifiers were trained for both
frameworks on the same data, in order to discover which attributes of the dialogue were most informative and how
those attributes were correlated with framework constructs. We found that longer and more complex messages
were associated with indicators of greater quality in both frameworks, and that the threaded reply structure mattered
more than chronological order. By including the framework labels as additional model features, the links between
frameworks were also assessed. The empirical results provide evidence that the two frameworks measure different
aspects of student behaviour relating to cognitive quality.

Notes for Practice

• The Community of Inquiry and ICAP frameworks have been widely used to design and analyse student
learning experiences and to understand the benefits of participation in online discussions. In previous work,
the framework constructs were shown to be correlated with learning gains. We used them as independent
proxy measures for the cognitive quality of student participation.

• This study looked at how various attributes of online discussions – such as text complexity and the threaded
dialogue structure – were aligned with the framework constructs. We found that messages that were
more deeply nested in discussion threads tended to be associated with greater quality in both frameworks.
Messages that were posted later in time showed no such association. This result suggests that students
should be rewarded for extending existing message threads, rather than for asking additional novel, but
unrelated, questions.

• We also found that the frameworks were not closely aligned with each other, suggesting that they measure
different aspects of student experience in online discussions. Thus, using their constructs in combination in
future studies would be expected to provide richer insights, compared to using either one alone.
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1. Introduction
Discussion forums are widely used across all types of learning environments, from traditional face-to-face classroom settings
to distance learning and MOOCs (Garrison, 2011, 2016; Wise et al., 2016). The messages exchanged in discussion forums
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constitute a particularly valuable source of information about student learning. Forums allow students to engage socially as
well as intellectually, and provide scope for problem solving and discussion (Garrison et al., 2000). Students can engage with
one another and with instructors. They can also write simply to clarify their own thoughts. Earlier work showed that learning
can take place through the process of articulating knowledge and engaging in reasoning (Ferguson et al., 2013), including
self-explanation (Chi et al., 1989). In the practical inquiry model (Garrison et al., 2001), both the ‘private world’ of reflection
and the ‘shared world’ of discussion play a vital role in learning. Work on MOOCs (Wang et al., 2015, 2016; Wise & Cui,
2018) showed that participation in the optional discussion forums was positively correlated with learning gains, even though
messages often received only a nominal reply.

It is increasingly common that the number of messages generated in a discussion forum is too large for instructors to
monitor effectively. Many studies have used content analysis, both manual and automatic, to label discussion forum messages
according to multi-level theoretical frameworks for measuring critical thinking and cognitive engagement (McKlin, 2004;
Corich et al., 2006; Waters et al., 2015; Kovanović et al., 2014; Gašević et al., 2015; Wang et al., 2015, 2016; Kovanović et
al., 2016; R. Ferreira et al., 2018; Neto et al., 2018; Farrow et al., 2019; Yogev et al., 2018; Taskin et al., 2019; M. Ferreira et
al., 2020; Hu et al., 2020). If student contributions to the discussion can be assessed automatically while the course is still
in progress, this could allow instructors to identify students who are bored, frustrated, or struggling, or lessons which cause
confusion, while there is still time to intervene. For example, discussion forum transcripts could be colour-coded to indicate
how the conversation was progressing, enabling instructors to see at a glance where to direct their attention (Yogev et al., 2018).

Our aim in this study was to identify attributes of the dialogue that could be used in an automated system to discriminate
between contributions of varying quality, as measured by both the phase of cognitive presence, defined in the Community of
Inquiry framework (Garrison et al., 2000), and the mode of cognitive engagement, defined by the ICAP framework (Chi &
Wylie, 2014). The use cases targeted by this work are primarily practical in outlook. Rather than aiming to construct and test a
novel process model of discourse, we instead chose to use two well-established, validated, frameworks to provide independent
proxy measures of the quality of student participation in the discussion activity. By discovering empirically which attributes of
the dialogue are linked to higher quality contributions in these two frameworks, we can offer guidance on how to design better
discussion forums. This is important because some of the measures captured by dialogue attributes are commonly specified in
the protocols for discussion forum participation, such as the number of questions to be asked and answered, and the frequency
of posting (Gilbert, 2002). It is instructive to see how those measures are correlated with the framework constructs – and thus,
by implication, with message quality – in practice. Our findings could guide educators to develop participation requirements
that are better aligned with the desired learning outcomes, by fostering deeper engagement with the intellectual content of
the discussion. The dialogue attributes that are identified as being most indicative of quality might also inform the hints and
suggestions in future automated feedback systems, where full content analysis is impractical.

This study builds on earlier work that successfully automated the labelling process for the constructs of the Community of
Inquiry framework and identified classification features that were most relevant for distinguishing between them (Kovanović et
al., 2016; Neto et al., 2018; M. Ferreira et al., 2020). Our choice of a second framework to use in the present study was guided
by several considerations. Most importantly, we wanted to maintain the focus on the students’ cognitive engagement with the
content of the course. Other recent studies have looked at automatic labelling of help-seeking behaviour in forums (Cross et
al., 2017) and taxonomies of questions asked by students (Harrak et al., 2018), but these were too different from our primary
focus. Studies identifying content-related posts and threads (Cui & Wise, 2015; Wise et al., 2016) were also relevant, but we
were looking for more than a binary flag. None of these alternative frameworks accounted for the central role played by the
interactions between the students in a discussion forum that allow them to construct knowledge collaboratively. The ICAP
framework met all our requirements. Its main focus is cognitive, it has been widely used in other educational settings, and
previous studies have shown that automated labelling can be applied successfully.

We first treated each of the frameworks separately, then went on to consider whether the gold-standard labels from one
framework might be useful as features in a predictive model trained to assign labels from the other framework – thereby
revealing overlaps and contrasts between the framework constructs. This work is an extension of a previous study looking
at the link between dialogue attributes and measures of participation (Farrow et al., 2020). In that earlier work we looked at
each of the frameworks independently. In this paper, we also considered how constructs from one framework might inform the
assignment of labels from the other framework. We looked at the importance of those constructs relative to the other dialogue
attributes in the model. This approach allowed us to observe similarities and differences between the frameworks and to identify
potential alignments between individual CoI phases of cognitive presence and ICAP modes of cognitive engagement. Knowing
whether, and how, the frameworks align could allow researchers to reinterpret the results of previous studies using the combined
theoretical insights from the two frameworks; and could improve the development of future automated classifiers by expanding
and refining the set of indicators for any aligned constructs.

We contribute to the existing body of literature on assessing student participation in online discussions in two ways: 1)
We identify dialogue attributes that inform the cognitive quality of student contributions, according to the constructs of two
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widely-used theoretical frameworks. 2) We provide empirical evidence that these two frameworks measure different aspects of
participation, and thus, that educators and researchers would gain a richer understanding of student behaviour by combining
insights from both of them. This is the first work we know of that has used both of these popular theoretical frameworks
together.

2. Literature Review
In this section, we introduce the two frameworks used in this study (Sections 2.1 and 2.2) and review a selection of relevant
previous studies where automated methods were used to label the framework constructs based on attributes of the dialogue. We
consider similarities and differences between the frameworks (Section 2.3) in terms of the conceptual approach, granularity,
and purpose of each of them. We conclude the section by presenting and motivating our two research questions (Section 2.4).

As we set out in Section 1, our intention in this work was to use the two frameworks as independent quality measures.
We acknowledge that the frameworks were developed to address different learning situations, and that discussion forums
themselves can be used for different purposes within a course, including reflection, debate, and problem-solving. Our particular
interest is the type of setting where a discussion forum allows students to exercise critical thinking and build knowledge
collaboratively (Garrison et al., 2001; Corich et al., 2007). In such a setting, it is desirable that students should engage deeply
with the intellectual content of the subject matter, integrate content from other sources, and share their thoughts and discoveries
with their peers. However, it is not straightforward to quantify the extent to which students are achieving this aim. We posit that
the constructs of the two frameworks we have chosen, described in detail below, can provide useful proxy measures for the
cognitive quality (or simply quality) of student contributions.

2.1 The Community of Inquiry framework
The Community of Inquiry (CoI) framework for online education is a powerful tool for analysing and developing effective
learning experiences (Garrison et al., 2000; Garrison, 2016). The framework identifies three main elements (‘presences’)
that are important for a successful educational experience: a social environment conducive to learning (social presence), a
well-designed course with ongoing facilitation (teaching presence), and the student’s own cognitive engagement with the
subject matter (cognitive presence).

In this work, we focus specifically on cognitive presence as a measure of the quality of student participation. Of the three
presences, cognitive presence is considered to be the most fundamental to learning. It has four phases:

• Triggering Event: the initial question that sparks a discussion.

• Exploration: the phase of the discussion when many new ideas are being considered.

• Integration: the phase where ideas begin to coalesce into a more coherent form as connections are identified.

• Resolution: the final phase, where a conclusion has been reached, perhaps in the form of a hypothesis that can be tested.

It is desirable for a discussion to progress through all four phases of cognitive presence (Figure 1), although not every
discussion will do so. There is an expectation that progression through the phases will be somewhat ordered in time, because
the phases build on one another. The initial Triggering Event sets the context, and messages in the Exploration phase will tend
to address it directly. The Integration phase might bring together several points from the Exploration phase. If the Resolution
phase is reached, relevant messages may refer back to Exploration messages and even to the Triggering Event. Additional
Triggering Event messages, perhaps in the form of clarification questions, can form part of a message thread and can open up
new lines of relevant discussion. A single long message might also contain content belonging to several phases, demonstrating
one student’s own progression of ideas. The coding scheme indicates that these should be coded with the highest phase
(Garrison et al., 2001). This is referred to as coding up. Messages with no sign of cognitive presence are coded as Other.

The CoI framework was designed as a “practical approach to judging the nature and quality of critical discourse in a
computer conference” (Garrison et al., 2001, p. 7). It is a general purpose framework, applicable to multiple domains. Although
CoI was originally developed with traditional credit-bearing courses in mind, a revised rubric for manual labelling of messages
with the CoI phases of cognitive presence was recently applied to messages from a MOOC discussion forum (Hu et al., 2020).
Agreement between the two annotators was high (Cohen’s κ = 0.93). In the updated scheme, a message that paraphrased
information previously given was labelled as a Triggering Event, as were messages that affirmed or disagreed with a previous
point but without giving any reasons. Agreements and disagreements that were underpinned by reasoning were labelled as
Integration.

CoI has been widely used to analyse student learning in online courses, and predictive models have been developed
for identifying its elements automatically using the text of discussion forum messages (McKlin, 2004; Corich et al., 2006;
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Figure 1. An idealised example of how a discussion might progress through the CoI phases of cognitive presence.

Kovanović et al., 2014; Waters et al., 2015; Kovanović et al., 2016; Neto et al., 2018; Farrow et al., 2019; Hu et al., 2020;
Barbosa et al., 2020). Gašević et al. (2015) investigated the effect of varying the scaffolding provided to different cohorts of
students, an aspect of teaching presence. Recent work by M. Ferreira et al. (2020) developed models for labelling the indicators
of social presence automatically. However, the bulk of prior work in this area has focused specifically on cognitive presence.

Early work (McKlin, 2004) used neural networks to detect the phases of cognitive presence automatically through content
analysis (Cohen’s κ = 0.70). Inputs were mainly dictionary-based features, along with features describing the position of the
message in the threaded discussion. Corich et al. (2006) labelled the sentences within messages, rather than whole messages,
using an automated content analysis tool. Kovanović et al. (2014) used support vector machines to label messages with CoI
phases of cognitive presence. They used standard bag-of-words text features without adding any features to account for context.
Waters et al. (2015) incorporated context by using conditional random fields to generate a sequence of labels for each message
thread, rather than considering messages in isolation. Messages with multiple replies were thus analysed repeatedly as part of
several sequences, and labelled using majority vote.

More recently, several groups of researchers used random forests (Breiman, 2001) to model the distribution of discussion
forum messages in a corpus (Kovanović et al., 2016; Neto et al., 2018; Yogev et al., 2018; Farrow et al., 2019; Barbosa et al.,
2020; M. Ferreira et al., 2020). Yogev et al. (2018) found random forests to be superior to other methods including logistic
regression and support vector machines. The random forest approach has the benefit of being a ‘white-box’ method that allows
inspection of its workings. Analysis of the most predictive model features can provide further insight into factors affecting
cognitive presence. A study by Kovanović et al. (2016) used a random forest together with both structural and high-level
linguistic features. It claimed high accuracy (Cohen’s κ = 0.63), but a later replication study (Farrow et al., 2019) indicated
that the model’s predictive power was likely to have been over-estimated (Cohen’s κ = 0.38). As a consequence, it may have
seen some features as more predictive than was really the case, while disregarding others that actually have more discriminative
power. A similar approach was applied to discussion forum messages written in Portuguese (Neto et al., 2018), achieving
Cohen’s κ = 0.72. Recent work (Barbosa et al., 2020) trained a random forest using English language data and used it to label
data in Portuguese, based on dialogue attributes that were available for both languages, and reporting Cohen’s κ = 0.53.

2.2 The ICAP framework
The ICAP framework (Chi & Wylie, 2014) takes a different approach from CoI, defining cognitive engagement based on
overt, observable, behaviours. The framework looks at how learning activities relate to students’ cognitive engagement with
the learning materials. It can be applied to in-person activities as well as to those conducted online. Like CoI, it is not
domain-specific. Four modes of engagement are identified, and the framework predicts that higher modes will be correlated with
greater learning gains. The four modes, in descending order, are Interactive, Constructive, Active, and Passive. Each of these
modes represents a qualitatively different kind of growth in knowledge, not simply a bigger or smaller change. Nevertheless,
each mode subsumes the modes below it (Figure 2). Off-task behaviours do not constitute any sort of cognitive engagement.

Unlike the CoI phases of cognitive presence, there is no expectation of a temporal progression through the ICAP modes of
cognitive engagement during a discussion or other learning activity. In fact, the modes are most commonly seen as relating to
the learning activity as a whole, rather than to individual student actions. In some cases, participants in the same activity might
demonstrate different modes of cognitive engagement. For example, in a large group discussion, those who speak and build on
each other’s contributions are using the Interactive mode, while others who make summary notes may be using the Constructive
mode, or perhaps the Active mode if their notes are verbatim, and those who only listen demonstrate Passive engagement.
As with the coding up approach described in Section 2.1, the assigned label relates to the highest mode of engagement that
is observed. An important point to note is that an activity is only considered to be Interactive if the student in question is
responding directly to another student’s contribution. If the student is responding to another source, such as a textbook or a
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• Interactive: extending or challenging the Constructive
ideas of a partner.

• Constructive: generating novel output that relates to
course content, beyond what was given.

• Active: engaging in some activity that is related to the
course and requires focused attention.

• Passive: reading or watching course materials without
actively doing anything else.

Figure 2. The hierarchical modes of cognitive engagement in the ICAP framework.

pre-recorded video, then the activity will be labelled as Constructive.
Despite the original focus on a learning activity taken as a whole, prior work has demonstrated the feasibility of applying

a modified version of the ICAP schema to label the individual messages from MOOC discussion forums (Wang et al., 2015,
2016) and to student comments on an annotated electronic course text (Yogev et al., 2018) and on MOOC videos (Taskin et al.,
2019). Atapattu et al. (2019) completely automated the initial labelling process for student contributions in a MOOC.

In the first study using the ICAP framework to identify higher-order thinking behaviours in MOOC discussion forum data
(Wang et al., 2015), messages were labelled using categories corresponding to the Active, Constructive, and Interactive modes.
Linear regression was used to identify significant correlations between students’ post-test results and flags indicating whether
any of the messages posted by a particular student were labelled as Active, Constructive, or Interactive. Results showed that
learning gains were significantly greater for students who posted Active and Constructive messages. Posting an Interactive
message was only significant in cases where the student had posted fewer than 3 messages (the median) in total. The results
thus did not support the original ICAP hypothesis but instead found that Active behaviours were the strongest predictors of
learning gains and Interactive messages the weakest. However, any combination of flags could be present for each student – no
attempt was made to code up.

The coding scheme was revised in later work (Wang et al., 2016) and the updated coding manual was offered as a research
output. The label definitions were revised with reference to the original ICAP framework and adapted for MOOC forum data.
An extended label set was introduced that allows for finer-grained distinctions between messages within two of the modes:
Constructive mode was divided into Constructive Reasoning and Constructive Extending, while Active mode was divided into
Active Targeted and Active General.

• Constructive Reasoning: elaborating on a point or displaying reasoning about course content.

• Constructive Extending: proposing ideas, sharing resources, or asking questions going beyond course materials.

• Active Targeted: referring explicitly to course content by paraphrasing or asking clarification questions.

• Active General: showing other signs of being actively engaged with the course.

The finer-grained modes were not used directly for analysis but instead recombined into Constructive and Active, respec-
tively. Genuinely Interactive messages were very rare. Most messages were self-contained and did not evoke contentful
responses from others. In order to investigate the relationship between the framework constructs and learning outcomes,
students who posted Interactive and/or Constructive messages were grouped together and contrasted with those who only posted
Active messages and with those whose messages were all Off-task. Being in the Off-task group was significantly associated
with lower post-test results. Membership of the group with Interactive and/ or Constructive messages had a larger effect size
than membership of the Active group.

The ICAP framework has also been used to analyse student comments added to an annotated electronic course textbook
(Yogev et al., 2018) – a setting quite different from a typical discussion forum, because the content under discussion can be
highlighted and annotated directly. The interface allowed students from courses in physics and biology to add their comments
and questions directly alongside the source material. These annotations were labelled using an adapted version of the coding
manual that was developed in Wang et al. (2016), using the message as the unit of analysis. The label definitions were updated
to take into account the context provided by the highlighted section of the course text as well as the other students’ annotations.
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Treatment of messages of affirmation (that is, agreement or thanks) varied depending on their context. In many cases, an
affirmation message inherited the label from the message to which it was responding. During the analysis, the labels were
assigned numeric values and average values computed. This contrasts with the coding up approach discussed earlier. Students
who wrote more annotations than others mainly generated questions and thus ended up with a lower average score.

Manual labelling of discussion forum posts with framework constructs can be laborious and time consuming. One approach
to automating the labelling used word embeddings (Le & Mikolov, 2014) to measure semantic similarity in order to distinguish
between Constructive and Active contributions in the context of a community-centric MOOC for teachers’ professional
development (Atapattu et al., 2019). In that study, the unit of analysis was the student rather than the message. Participants
whose contributions were highly similar to the course materials were labelled as Active, while those that had little overlap with
the course materials were labelled Constructive, on the assumption that they were generating new knowledge. Manual content
analysis was used to validate a selection of the contributions that had been automatically tagged as Constructive, with similarity
scores in the lowest quartile. Of the 67 examples considered, only one lacked any Constructive contributions. No attempt was
made to investigate whether other Constructive contributions were missed in those contributions labelled Active.

Video-based content plays an important role in many online learning environments. One video-based learning platform was
enhanced with ‘nudges’ to prompt students to engage more by writing comments attached to specific portions of the video
(Taskin et al., 2019). This was the first study to apply the ICAP framework to interactions with video material. Although more
comments were written in the ‘nudge’ condition, these were typically shallow and simple (Active mode) and did not improve
learning gains. There was no correlation between the quantity of Constructive comments and higher learning gains, but students
who wrote at least one Constructive comment had a higher gain than those who did not write any. The number of Constructive
comments written was negatively correlated with students’ extrinsic motivation scores, indicating that students with high
extrinsic motivation would tend to respond to the nudges by writing simpler Active comments. Messages of affirmation were
assigned to the Active category. There was no scope for interaction in this video-based activity.

The distribution of ICAP modes of cognitive engagement varied between the learning activities reviewed in this section
based on the task characteristics. For example, in the studies using MOOC discussion forums (Wang et al., 2015, 2016), very
few posts were labelled as Interactive; while in the video annotation study (Taskin et al., 2019) they were entirely absent. This
variation is both expected and welcome, since it reinforces previous findings (Chi & Wylie, 2014) that the ICAP framework is
applicable to a broad range of learning situations.

2.3 Similarities and differences between the frameworks
The two frameworks used in this study have several obvious similarities. Both consider the cognitive aspects of student
behaviour to be the most important for learning. Both emphasise the value of building on the contributions of other participants
in the discussion, through integration of ideas. In practical terms, automated approaches that assign framework labels to new
data have been developed for both frameworks and are generally applied at the granularity level of individual messages.

However, while both frameworks address student learning, they do so from different perspectives. They were developed
independently from each other and with different goals in mind. CoI was developed specifically in order to understand the
benefit of computer-mediated education and to explain how students develop their ideas through discussion leading to social
knowledge construction (Garrison et al., 2000; Garrison, 2011). ICAP has a broader scope and has been demonstrated to be
effective in predicting the educational value of several different interventions, in a classroom setting as well as online (Chi
& Wylie, 2014). There are other obvious differences. The ICAP framework was originally used to predict the educational
effectiveness of a particular type of learning activity (Chi & Wylie, 2014), while the CoI framework describes the contributions
of students during different phases of a computer-mediated discussion (Garrison et al., 2001). In terms of framework structure,
ICAP has a single set of modes, while CoI includes two additional presences, social and teaching, that support the development
of cognitive presence. Another notable difference is that the CoI phases of cognitive presence are expected to develop in order
as the discussion progresses, with each phase building on the content of previous phases, from Triggering Event to Resolution;
whereas the ICAP modes of cognitive engagement do not have any in-built ordering. That is, regardless of what has gone
before, a student may legitimately respond with a message that is labelled Active, Constructive, or Interactive at any time.

Previous work comparing CoI with Bloom’s Taxonomy (Bloom et al., 1956) and the SOLO taxonomy (Biggs & Collis,
1982) found that the higher-level labels were often correlated across all three frameworks, while the lower-level labels tended
to be more diverse (Schrire, 2006). A study looking at doctoral-level classes in educational leadership (Meyer, 2004) used
CoI and Bloom’s Taxonomy and found a similar proportion of messages at the highest levels in both frameworks. Finding the
commonalities and differences in how the CoI and ICAP frameworks apply to one specific data set offers a useful contribution
to the theoretical understanding of online learning and learning through discussion. If the two frameworks are found to measure
broadly the same things, then results derived using each of them in previous studies could also be expected to be applicable to
work using the other. For example, learning interventions that encouraged discussion participants to progress to the higher
phases of cognitive presence (Integration and Resolution) would be expected to demonstrate greater learning gains in the same
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way as interventions that targeted the higher ICAP modes of cognitive engagement. In our recent work (Farrow et al., 2021),
we used a network analytic approach to quantify the associations between the CoI and ICAP frameworks and measure the
moderation effects of two instructional interventions on those associations.

It might be helpful to consider what an optimally structured discussion thread would look like in each of the frameworks.
In terms of the CoI phases of cognitive presence, the messages nearer the top level of the idealised thread would explore the
topic widely (Exploration). The mid-level messages would bring together different ideas and give reasons for selecting some
and rejecting others (Integration). Messages describing potential conclusions or solutions (Resolution) would be nested most
deeply. In the best case, an individual student would contribute at all of the levels, not just championing their own ideas but
also showing how they relate to others. In terms of the ICAP modes of cognitive engagement, the idealised thread would
feature interactions between multiple students (not just a back-and-forth); each message would address specific points from
previous contributors, mainly using reasoning to support or contradict them, and sometimes combining points from more than
one source; and many of the messages would incorporate supporting facts from outside sources. In the best case, most of an
individual student’s contributions would be Interactive, with few Constructive messages that ignore the contributions from
others and very few Active messages that add information without giving reasons for its relevance.

Taking both frameworks together, in the optimal case we would expect to see sub-threads started by multiple students,
proposing different ways to address the topic (Exploration + Constructive). Follow-on messages in each sub-thread would
support or contradict those proposals using reasoning and evidence (Exploration + Interactive). Some would bring together
ideas from multiple sub-threads (Integration + Interactive). Ideally, this would eventually lead to a developing consensus
around one or more possible solutions (Resolution + Interactive). There might be some brief social messages interspersed
along the way, providing encouragement and appreciation (Other + Affirmation).

2.4 Research questions
We addressed two research questions in this study. First, we considered each framework on its own and investigated the
relationship between dialogue attributes and framework labels. It is reasonable to suppose that some attributes of a dialogue
might vary systematically between messages with different framework labels. Investigating these relationships would give
insight into factors that relate to the quality of participation. Our first research question was therefore,

• RQ1: What is the relationship between the dialogue attributes and the framework labels for the CoI phases of cognitive
presence and the ICAP modes of cognitive engagement?

Our second research question looked at the potential explanatory power of labels from one framework in relation to the
other, as a means of investigating potential links between the frameworks. If a label from one framework was in fact a close
analogue of a label in the other, we would expect to find that each one was highly predictive of the other. If instead the concept
represented by a single label from one framework corresponded to multiple labels in the other framework, we would expect to
see improvements in the performance of a predictive model that assigns framework labels to new data when the constructs from
the second framework were added as model features. For example, if the behaviour captured by the Interactive mode of ICAP
were distributed across the Exploration, Integration, and Resolution phases of cognitive presence, we would expect to see that
those phases were highly predictive features in a model predicting the ICAP modes of cognitive engagement. Conversely,
if adding those features did not lead to an improvement in model performance, that would indicate that the frameworks are
measuring different aspects of the learning experience. In that case, labelling data with both sets of labels in future studies
would give a richer picture of student participation. In practical terms, such an approach is increasingly feasible as automated
methods of labelling are developed.

Our expectation was that, while there would be some similarities, overall the frameworks would provide complementary
views on the learning experience. Specifically, we expected to find that the higher-level labels were more closely aligned than the
lower ones, as in prior work that compared frameworks that can be used for assessment of quality in online discussions (Schrire,
2006). Building constructively on the contributions of others is the defining feature of Interactive mode, and some messages in
both the Integration and Resolution phases could be expected to meet that criterion. The definition of the Exploration phase,
with its focus on bringing in new ideas, seems conceptually most closely related to the novelty expected in Constructive mode.
Some messages in the Integration phase may also be expected to fit here. Messages in Active mode refer to existing content
without adding anything substantially new; these would perhaps relate most strongly to the Triggering Event phase, where
previous statements are questioned or paraphrased (Hu et al., 2020).

Comparing the explanatory power of framework constructs alongside the dialogue attributes indicates not only the
relationships between constructs, but also their relative strength and importance. Thus, our second research question asked,

• RQ2: What is the explanatory value of the labels from one framework when modelling the other, in the context of the
dialogue attributes examined in RQ1?
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3. Methodology
In order to address both of our research questions, we used a data set of course discussion forum messages that was annotated
with labels relating to the constructs from the two frameworks we are examining. We describe the data set in Section 3.1, the
framework labels in Section 3.2, and the dialogue attributes in Section 3.3. In common with previous work, the unit of analysis
was the message.

Previous work (Kovanović et al., 2016; Neto et al., 2018; Barbosa et al., 2020) showed how random forest models can be
used to compare dialogue attributes by examining their predictive value when they are used as model features. The relative
importance of different classification features can be discovered by inspecting the Mean Decrease Gini (MDG) for each feature
(Breiman, 2001). MDG is calculated as the mean of the decrease in the Gini impurity measure across all decision tree nodes
where the feature is used. The MDG score is designed to estimate the importance of each feature independently. If two features
are closely correlated, their scores would be expected to be similar. When a random forest is constructed, only a subset of the
available features is used for each of the trees in the forest. Therefore, there will be some trees where the most highly predictive
features are not used, and this allows us to observe the behaviour of the other features in their absence. In this way, random
forests overcome one of the main shortcomings of decision trees: in the presence of highly correlated features, a single decision
tree will make an arbitrary choice about which to use. In contrast, if two features in a random forest model are highly correlated
with one another, both will be included in the model and will receive similar MDG scores.

Our first experiment (Section 3.4) addressed RQ1 by training several multi-class random forest models using cross-validation
and using the best of these models to assign labels to the messages in a held-out test set. Having determined that the predictive
performance of the models was sufficiently good, we examined which of the dialogue attributes that were used as model
features could best discriminate between messages in terms of the five labels from the CoI framework (four phases of cognitive
presence plus Other) and the four modes of engagement in the ICAP framework.

In order to answer RQ2, our second experiment (Section 3.5) looked at whether using the gold-standard labels from one
framework as additional model features improved the ability of a model to correctly assign the labels from the other framework.
We ranked the relative importance of the features in order to determine how the framework constructs compared with the
dialogue features used in Experiment 1.

3.1 Description of the data
This work makes use of a data set that has previously been used in several studies of cognitive presence (Kovanović et al., 2014;
Gašević et al., 2015; Waters et al., 2015; Kovanović et al., 2016; Farrow et al., 2019). It was collected from a fully online
distance-learning course at a Canadian university that formed part of a Masters degree in software engineering. We use data
from six course offerings, which took place between 2008 and 2011. The messages were exchanged during the first of four
graded assignments, described below. The distribution of participants and messages across the sessions is shown in Table 1.

Table 1. Statistics for the 6 course offerings used in this work.
Session Participants Messages

Winter 2008 16 212
Fall 2008 24 633
Spring 2009 12 243
Fall 2009 9 63
Winter 2010 15 359
Winter 2011 13 237

Average (SD) 14.8 (5.1) 291.2 (192.4)
Median (Q1–Q3) 14.0 (12.3–15.8) 240.0 (218.3–330.0)
Total 89 1747

Each student created and shared a video presentation based on a research paper relevant to the course, then started a
new thread in the discussion forum to host a conversation around their presentation. Every student was expected to lead one
discussion thread and contribute to at least three others. We do not have access to the presentations themselves, only to the
text-based discussion that followed. Students were in general highly motivated, since the first assignment accounted for 10% of
the final course mark. In contrast to the MOOC data used in Wang et al. (2016) and Taskin et al. (2019), genuine interaction
between students was commonplace in this course.

3.2 Labels assigned by the frameworks
The messages in our data set had previously been annotated with their phase of cognitive presence by two expert coders (98.1%
agreement, Cohen’s κ = 0.974). Table 2 shows the distribution of the CoI phases of cognitive presence across the data.
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Table 2. Breakdown of messages by CoI phases of cognitive presence. The Other class was used for messages that displayed
no sign of cognitive presence.

Cognitive presence phase Label Example behaviour Count Percentage

Triggering Event triggering Recognising an issue or asking a question that sparks discussion 308 17.63%
Exploration exploration Exploring and exchanging information, considering new ideas 684 39.15%
Integration integration Identifying connections between ideas and constructing meaning 508 29.08%
Resolution resolution Testing a hypothesis or reaching a consensus 107 6.12%
Other other Commenting without any signs of cognitive presence 140 8.01%

All 1747 100.00%

For this study, we additionally annotated each message with a label indicating the relevant mode of cognitive engagement
from the ICAP framework. In the labelling task itself, we built on earlier work (Wang et al., 2015, 2016; Yogev et al., 2018)
that developed guidelines for labelling ICAP constructs in data from MOOC discussions and annotated course texts using an
extended label set. Like Yogev et al. (2018), we adapted the label definitions to take account of context beyond the student
messages themselves. For them it was the textbook material and in our case it was the video presentations. Messages that
referenced content from the presentation were treated differently from those that referenced an earlier message: only those in
the second case could be labelled Interactive.

The original ICAP hypothesis predicts that learning experiences employing the higher modes will lead to deeper understand-
ing (Chi & Wylie, 2014). The work that introduced the extended label set (Wang et al., 2016) did not present any theoretical
claims or predictions about the new finer-grained labels. The order of precedence in the annotation guidelines implies that
Constructive Reasoning is considered to be higher than Constructive Extending, and similarly that Active Targeted is higher
than Active General. This ordering was later explicitly stated by Yogev et al. (2018). Neither study used the finer-grained
modes directly for analysis, but instead recombined them into Constructive and Active.

Messages of affirmation, consisting primarily of agreement or thanks expressed in response to an earlier message, have
been treated in a variety of ways in earlier studies. Taskin et al. (2019) considered them to indicate ‘shallow’ engagement. Hu et
al. (2020) distinguished between agreements which were justified with reasoning, and those which stood alone; the former were
considered to demonstrate deeper cognitive presence than the latter. Yogev et al. (2018) treated simple messages of affirmation
– without any explanation or reasoning – as a special case: the label assigned to them depended on the label of the earlier
message to which they were responding. If the earlier message was labelled as Interactive or Constructive Reasoning, then the
affirmation message was labelled as Constructive Extending; in all other cases, the affirmation message simply inherited the
earlier label. However, for the purpose of developing an automated classifier that can label future data reliably, it is preferable
to assign each label based only on attributes of the current message. Otherwise, two affirmation messages with identical content
(e.g., “Thanks for your reply”) and appearing in the same position within a thread could receive different labels depending on
the labels of the earlier messages. Therefore, in the current work, we did not assign the derived label to affirmation messages
directly. Instead, we gave them the Affirmation label as a placeholder. Once all the messages in the data set have had labels
assigned (by manual coding or using an automated classifier), a simple rule-based transformation can be applied to relabel all
Affirmation messages, based on the labels that were assigned to the messages they are affirming.

Each message in our data set was assigned a single label, corresponding to the highest mode of cognitive engagement
that was identified in the message, similar to the coding up process that was used for the CoI labels. For this purpose, the
Affirmation label was considered to sit between Constructive Extending and Active Targeted (Yogev et al., 2018). The full
extended ICAP label set used for annotation, along with the distribution of the labels across the data set, is presented in Table 3.
We had no access to data indicating when a student read a message without responding, so the Passive label was not used.

Two postgraduate students worked independently as annotators to label the data for this study. One was closely involved in
the research and labelled the full data set while revising and refining the annotation guidelines to address specific features of this
data set. The second annotator was provided with the annotation guidelines and received initial training. Both annotators then
iteratively labelled the messages from 5 discussion threads and resolved disagreements through discussion, following which the
annotation guidelines were clarified further.1 A further 12 discussion threads (202 messages) were labelled independently and
the labels from these were used to assess inter-annotator agreement as Cohen’s κ = 0.623, indicating ‘substantial’ agreement
(Landis & Koch, 1977). Overall, 20.1% of the discussion threads and 17.1% of the messages in the corpus were labelled
independently by two people. Messages were always considered for labelling one thread at a time, to allow annotators to
distinguish between novel contributions and paraphrases of earlier messages (Ferguson et al., 2013).

The two sets of framework constructs are shown together in Figure 3. In subsequent Figures, they are shown with quality

1The revised annotation guidelines are available from https://homepages.inf.ed.ac.uk/efarrow/#Resources.
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Table 3. Breakdown of messages across modes in the extended cognitive engagement taxonomy, adapted from Yogev et al.
(2018) and based on the ICAP framework. The Affirmation class is not part of the framework and was added by the authors of
the current paper, as described in the text. The Off-task class contains messages displaying no cognitive engagement.

Cognitive engagement mode Label Example behaviour Count Percentage

Interactive I Displaying explanation or reasoning about the current topic in response
to an earlier message

579 33.14%

Constructive Reasoning C1 Displaying explanation or reasoning about the current topic 313 17.92%
Constructive Extending C2 Introducing new content to the discussion 409 23.41%
Affirmation F Affirming what was said in an earlier message 73 4.18%
Active Targeted A1 Referencing specific previous content 75 4.29%
Active General A2 Showing other signs of being engaged with course content 287 16.43%
Passive P Reading messages without responding 0 0.00%
Off-task O Commenting without any relation to the current topic or the course 11 0.63%

All 1747 100.00%

increasing in the same direction, for ease of comparison. Figure 4 shows a heat map indicating the distribution of labels across
the two frameworks. Redacted examples of messages with each framework label are included in Table 20 in the Appendix.

(a) The CoI phases of cognitive presence (b) The extended ICAP modes of cognitive engagement

Figure 3. The framework constructs used to label the data, with an indicator showing the direction corresponding to greater
cognitive quality. Note that the fine-grained subcategories of the Constructive and Active modes were not addressed by the
original ICAP hypothesis; their relative positions within the hierarchy are therefore tentative, as is that of the Affirmation label.

3.3 Dialogue attributes used as model features
Each message was automatically annotated with 206 classification features. A total of 91 word counts were derived using
the LIWC software package (Tausczik & Pennebaker, 2010), along with 106 metrics related to text coherence, complexity,
readability, and lexical category use from Coh-Metrix (McNamara et al., 2014). These 197 lexical features are the same as
those used in earlier work using this data (Kovanović et al., 2016; Farrow et al., 2019). In addition, we defined 9 structural
features capturing aspects of the discussion structure, described next and shown in Table 4.

The threaded nature of the forum means that every message can receive multiple replies, and replies can themselves receive
replies. A new reply can be added at any level in the chain at any time. Without knowing which messages a student has actually
read, we need to make some assumptions. A message posted as a reply to another message can be expected to relate to that
message in a meaningful way. Similarly, the impact of a message on the discussion can be measured not only by the number of
replies it gets, but perhaps also by the total count of replies-to-replies: that is, counting all the descendant messages. We thus
defined three features related to the position of the message in the thread (depth in thread, first message, and last message) and
two features for replies (number of direct replies and total number of replies).

We expected that the chronological order of messages would also be relevant, so we ordered the messages within each thread
using time-stamp order and then derived features using that ordering (position from start, position from end, and fractional
position). A final feature (discussion size) captures the total number of messages in the thread, allowing the classifier to
distinguish between longer and shorter discussions. While the value of this feature would be the same for all messages that

10



Figure 4. Cross-tabulation of labels across the two frameworks. The numbers in each cell indicate the raw number of messages
having that combination of framework labels and the colour density indicates the distribution of labels within the data set.

Table 4. Structural attributes derived from the data and used as model features.

Structural attribute Feature Description and Rationale

Depth in thread message.depth The depth of the message within the threaded view of the discussion. A
deeper message is more likely to be an example of Interactive mode.

First/ last message message.is.first,
message.is.last

Binary indicators for the first and last message in a discussion thread, defined
chronologically. By definition, the first message in a thread cannot be
Interactive.

Number of direct
replies

message.replies.direct The number of direct replies to the message. Messages relating to Triggering
Events and Exploration are expected to generate more replies than those in
deeper phases (Waters et al., 2015).

Total number of
replies

message.replies.all The cumulative number of direct and indirect replies (replies to replies).
Exchanges with a partner are a key feature of the Interactive mode. This
feature may also capture the role of Triggering Events and Exploration better
than direct replies alone (McKlin, 2004).

Position from start message.pos.start The index of the message in chronological order from the beginning of the
discussion. Early messages may be more likely to introduce new material.

Position from end message.pos.end The index of the message in chronological order from the end of the
discussion. Later messages may build on what has gone before to achieve
greater quality.

Fractional position message.pos.frac The position of the message chronologically within the discussion, as a
fraction of the total discussion size. This feature seeks to allow for natural
variations in discussion length.

Discussion size message.thread.size The total number of messages in the current discussion. We hypothesise that
a short discussion is less likely to progress to deeper phases of cognitive
presence than a longer one.
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were part of the same thread, it could prove informative at a later point in the decision tree, perhaps after the messages had
already been divided using their position within the threaded or chronological order.

3.4 Experiment 1
Experiment 1 addressed RQ1. We used the first five offerings of the course as training data for a multi-class random forest
classifier, and kept back the data from the final session as unseen test data with which to assess the best model. This is in line
with best-practice on replicability (Gardner et al., 2018), since a course changes every time it runs and a useful model needs to
be general enough to make predictions on future runs of the course.

For the first experiment, we recombined the finer-grained distinctions within the Constructive and Active modes, in common
with prior work (Wang et al., 2016; Yogev et al., 2018). As there were so few Off-task messages, those records were excluded
from our analysis of the ICAP framework. The breakdown of CoI phases of cognitive presence within the training and test
partitions is shown in Table 5, while the figures for the ICAP modes of cognitive engagement are shown in Table 6.

Table 5. Messages by CoI phases of cognitive presence in training and test partitions.
Training Test

Cognitive presence phase Count Percentage Count Percentage

Triggering Event 280 18.54% 28 11.81%
Exploration 608 40.26% 76 32.07%
Integration 425 28.15% 83 35.02%
Resolution 85 5.63% 22 9.28%
Other 112 7.42% 28 11.81%

All 1510 100.00% 237 100.00%

Table 6. Messages by ICAP modes of cognitive engagement in training and test partitions. The messages labelled as Off-task
were excluded from the analysis.

Training Test

Cognitive engagement mode Count Percentage Count Percentage

Active 313 20.73% 47 19.83%
Affirmation 66 4.37% 9 3.80%
Constructive 616 40.79% 106 44.73%
Interactive 506 33.51% 73 30.80%
Off-task 9 0.60% 2 0.84%

All 1510 100.00% 237 100.00%

We explored 20 different settings for the mtry parameter that controls how many of the 206 classification features were
available as candidates at each decision tree split point. The specific values to be tested were automatically determined by the
caret library in R based on the number of features in the model; here, they were 2, 12, 23, 34, 44, 55, 66, 77, 87, 98, 109, 120,
130, 141, 152, 163, 173, 184, 195, and 206. For each mtry setting, we trained 1,000 trees and used 10-fold cross-validation,
repeated 10 times, to select the best performing value. A final random forest model was built using this value and data from the
full training set.

The number of data points belonging to each outcome class (i.e. the phases of cognitive presence and the ICAP modes)
was unbalanced (Tables 5 and 6). It is well-known that unbalanced data can cause problems for classification techniques.
Rebalancing the classes in the training data can alleviate these problems, but it is not guaranteed to improve the performance of
the model. For this reason, we also compared models trained directly on the unbalanced training data against models using
SMOTE (Synthetic Minority Over-sampling TEchnique (Chawla et al., 2002)) to rebalance the classes in the outcome variable
such that every outcome class had the same size (Table 7). Following best practice, the SMOTE algorithm was run inside the
cross-validation loop (Farrow et al., 2019). With 10-fold cross-validation, 90% of the data is used for training at each step and
the remaining 10% is used for validation. SMOTE was applied to the training data for each fold; new synthetic data points were
generated from the smaller classes until every class had the same number of examples. By augmenting only the training data
and leaving the test data unchanged, we avoided a source of data contamination that could lead to the selection of a sub-optimal
model (Farrow et al., 2019). A summary of the models trained in Experiment 1 is shown in Table 7.

For each framework, the model that achieved the highest Cohen’s κ score in cross-validation was used to assign labels to
the held-out test data from the final run of the course, and the relative importance of each variable in the model was compared.
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Table 7. Models trained in Experiment 1 for each of the two frameworks, with and without class rebalancing.
Model features

Model Outcome classes LIWC Coh-Metrix Structural Total count

CoI phases of cognitive presence
Model CoI-1a 5 phases, original distribution 91 106 9 206
Model CoI-1b 5 phases, rebalanced with SMOTE 91 106 9 206

ICAP modes of cognitive engagement
Model ICAP-1a 4 modes, original distribution 91 106 9 206
Model ICAP-1b 4 modes, rebalanced with SMOTE 91 106 9 206

In this way, we identified the dialogue attributes that were best able to distinguish between the different CoI phases of cognitive
presence and ICAP modes of cognitive engagement.

3.5 Experiment 2
In our second experiment, in order to address RQ2, we used the constructs from each of the frameworks as additional
classification features when training a model to label new data using the other framework. This experiment mimics the situation
where a data set has already been labelled using one framework and we wish to add the other set of labels automatically. It
allows us to discover the relative explanatory value of the framework constructs compared with the existing dialogue attributes
and to see how labels from the two frameworks are aligned, as discussed in Section 2.4.

We trained a model to label the CoI phases of cognitive presence (five labels including Other) using the gold-standard ICAP
label for each message as a model feature alongside the same dialogue attributes that were used in Experiment 1 (Model CoI-2a).
We were interested to discover how useful the ICAP constructs were for improving the predictive performance of the model, and
how important they were relative to the dialogue attributes. The Off-task label was included as a feature in this analysis, despite
its rarity. Model CoI-2b again labelled the 5 cognitive presence classes, but used as features the extended set of ICAP labels
shown in Table 3, excluding only the unused Passive label. This allowed us to discover whether the additional finer-grained
detail improved the model’s predictive power.

We also trained two models to predict the ICAP modes of cognitive engagement using the dialogue attributes used in
Experiment 1 with the gold-standard CoI phases of cognitive presence label as an additional feature. Here, the Off-task messages
were once again excluded from the outcome variable, since it would be unreasonable to expect a model to learn to identify a
class adequately from so few examples. Model ICAP-4 was trained to predict the 4 ICAP modes, while Model ICAP-6 used
those same labels to predict the extended set of 6 ICAP modes. These models and their features are summarised in Table 8.

The labels identifying framework constructs were not used directly as model features. Instead, each one was expanded
to create a collection of binary features, one for each possible value of the label – a ‘one-hot’ encoding. For example, in
Model CoI-2a and Model CoI-2b, for each message that had the label I, indicating Interactive mode, the feature ICAP-I was
assigned the value 1, while the features corresponding to the other ICAP labels were all assigned the value 0. Similarly for
Model ICAP-4 and Model ICAP-6, if a message had the label exploration, the binary CoI-exploration feature would have
the value 1, while the features corresponding to the other CoI labels would all have the value 0.

Table 8. Models trained in Experiment 2. The features used were the same 206 dialogue attributes as in Experiment 1, plus
framework constructs expanded into a one-hot representation.

Model features

Model Outcome classes Dialogue
attributes

ICAP
modes

CoI CP
phases

Total
count

CoI phases of cognitive presence
Model CoI-2a 5 phases, rebalanced with SMOTE 206 5 — 211
Model CoI-2b 5 phases, rebalanced with SMOTE 206 7 — 213

ICAP modes of cognitive engagement
Model ICAP-4 4 modes, rebalanced with SMOTE 206 — 5 211
Model ICAP-6 6 extended modes, rebalanced with SMOTE 206 — 5 211

We prepared the data as before, using the first five offerings of the course as training data and using the final session
as unseen test data with which to assess the predictive power of the best model. We used the SMOTE algorithm inside the
cross-validation loop to rebalance the outcome variable classes such that every outcome class had the same size. We explored
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20 settings for the mtry parameter in the same way as in Experiment 1. For each mtry setting, we trained 1,000 trees and used
10-fold cross-validation, repeated 10 times, to select the best performing value. For each framework, we chose the model that
performed best in cross-validation and trained a final random forest model using the best mtry value and data from the full
training set. This was used to assign labels to the held-out test data. The relative importance of each variable in the model was
compared, in order to discover the relative importance of the framework constructs compared to the dialogue attributes.

4. Results
4.1 Experiment 1
In Experiment 1, we addressed RQ1 and investigated the relationship between the dialogue attributes and the framework labels.

4.1.1 Predictive performance metrics
When dealing with unbalanced classes, as we were in this study, Cohen’s κ and the macro-averaged F1 score are more
informative than accuracy. We chose the best model for each framework based on Cohen’s κ (Table 9). In each case, we found
that rebalancing the outcome classes using SMOTE inside the cross-validation loop gave better results during training than
using the original unbalanced data, in common with prior work (Farrow et al., 2019).

Table 9. Cross-validation results for Experiment 1: outcome metrics and the best value for the mtry tuning parameter, with and
without class rebalancing using SMOTE. The best results for each framework are in bold.

Model Outcome classes Best mtry Macro F1 Cohen’s κ

CoI phases of cognitive presence
Model CoI-1a 5 phases, original distribution 77 0.500 0.416
Model CoI-1b 5 phases, rebalanced with SMOTE 55 0.542 0.429

ICAP modes of cognitive engagement
Model ICAP-1a 4 modes, original distribution 109 0.684 0.619
Model ICAP-1b 4 modes, rebalanced with SMOTE 34 0.687 0.624

We used the best model from each framework to assign labels to the held-out data from the final offering of the course. The
Cohen’s κ scores from the test data are shown in Table 10, along with the Precision, Recall, and F1 scores for each class of the
outcome variable. For the model that labels the CoI phases of cognitive presence, a Cohen’s κ of 0.358 indicates a ‘fair’ level
of agreement with the gold-standard human coding, while the Cohen’s κ of 0.694 for the ICAP modes of cognitive engagement
indicates ‘substantial’ agreement (Landis & Koch, 1977). The macro-averaged F1 score for the CoI model was 0.515, and for
the ICAP model it was 0.764. The macro-averaged F1 score for Model CoI-1b was particularly affected by the low F1 score for
the Resolution phase, for which there were few training examples (5.63% of the training data). In contrast, the F1 score for the
Affirmation mode in Model ICAP-1b was only slightly lower than for the other modes, despite it accounting for only 4.37% of
the training data.

Table 10. Experiment 1: Outcome metrics on the held-out test data.
Outcome classes Precision Recall F1 Macro F1 Cohen’s κ

CoI phases of cognitive presence, using Model CoI-1b 0.515 0.358
Triggering Event 0.719 0.821 0.767
Exploration 0.460 0.526 0.491
Integration 0.543 0.530 0.537
Resolution 0.250 0.136 0.176
Other 0.640 0.571 0.604

ICAP modes of cognitive engagement, using Model ICAP-1b 0.764 0.694
Active 0.762 0.681 0.719
Affirmation 0.571 0.889 0.696
Constructive 0.857 0.793 0.824
Interactive 0.778 0.863 0.818

4.1.2 Analysis of variable importance
The best models showed that, in each case, a small subset of features had a high degree of explanatory power, evidenced by
their high Mean Decrease Gini (MDG) values (Figure 5). The top 20 features by importance for each framework are listed in
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Tables 11 and 12. Their distributions across the CoI phases of cognitive presence and the ICAP modes of cognitive engagement
are plotted in Figures 7, 8, and 9 in the Appendix, where the features are listed in alphabetical order for ease of comparison.
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(b) Model ICAP-1b

Figure 5. Mean Decrease Gini indicating variable importance in the best models for each framework in Experiment 1. In both
cases, the vertical dotted line separates the top 20 features.

Considering first the lexical features that appear in both lists, we see that longer messages and fewer question marks were
associated with higher cognitive quality in both frameworks. The number of words in the message (cm.DESWC) appears in the
top 5 for both models. Similarly, lower levels of lexical diversity, measured by type-token ratio (cm.LDTTRa and cm.LDTTRc),
were associated with deeper phases of cognitive presence and also with deeper cognitive engagement. In contrast, when using
the alternative VOCD lexical diversity metric that aims to compare texts of different lengths more reliably (cm.LDVOCD), the
relationship was reversed: higher levels of lexical diversity were seen to be associated with both deeper cognitive presence
and cognitive engagement. These results are in line with prior work on CoI (Kovanović et al., 2016; Neto et al., 2018). It is
interesting to see that they apply to ICAP as well. The number of expressions of positive emotion (liwc.posemo) and the
number of affective process words (liwc.affect) also appear in the top 15 in both lists. Both are strongly indicative of Other
messages (those that display no signs of cognitive presence) and of Affirmation messages.

Looking at the structural features that appear in both lists, messages that were more deeply nested in the discussion –
although not necessarily posted later in time – were more likely to come from the Resolution or Other phases of cognitive
presence, and to indicate the Interactive or Affirmation mode of ICAP (Table 13). None of the features relating to time-stamp
order within a thread appeared in the top 20 for ICAP, and the only one to do so for CoI was the ‘first message’ indicator, which
is strongly indicative of Triggering Events (McKlin et al., 2001). However, the number of replies (both direct and indirect)
a message received was highly predictive for both frameworks. The values were highest for messages labelled Constructive
and Triggering Event respectively. Both of these observations can be explained by noting that the way the original discussion
task was structured meant that the first message in each thread was nearly always assigned the same label: Triggering Event or
Constructive (specifically, Constructive Extending).

Moving on to features that are predictive for one of the two frameworks but not the other, we see that messages displaying
deeper levels of the CoI phases of cognitive presence used more words from the LIWC categories relating to discrepancies
(liwc.discrep, words such as should and would) and money (liwc.money, words such as owe). The length of the discussion
thread (message.thread.size) appeared at position 14 in Table 11, but the distribution of its values did not vary systematically
across the phases. Meanwhile, the Coh-Metrix measure tracking the amount of ‘given’ versus ‘new’ information in each
sentence within a message (cm.LSAGN) was highly predictive for the ICAP modes of cognitive engagement. The highest values
were seen for Interactive messages, which are expected to build on and develop the arguments from earlier messages; and
lowest for Affirmation messages. The number of expressions of assent (liwc.assent) was, unsurprisingly, highest on average
for the Affirmation mode. We also note that the use of personal pronouns (liwc.ppron) is indicative of Active mode, where
quoting is expected, and of Affirmation messages.

Overall, the most predictive lexical features have similar MDG scores compared with the most predictive structural features,
in both Table 11 and Table 12. Finally, we observe that the features appearing at positions 10 and 11 in Table 12 (cm.DESPL and
cm.DESSC) had identical distributions across the outcome classes. In fact, since every message in our data set was formatted as
a single paragraph of text, they were actually measuring the same thing: the mean length of a paragraph in sentences, and the
total number of sentences in the message. The small discrepancy in their MDG values was simply due to the random nature of
the random forest. The fact that both of these highly correlated attributes were found to be equally predictive reinforces one of
the benefits of random forests, discussed in Section 3 – no arbitrary choice is made.
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Table 11. The 20 most important features in Model CoI-1b, the best CoI cognitive presence model for Experiment 1, ranked
from most to least important by Mean Decrease Gini (MDG). Features that also appear in the top 20 for the best ICAP model
(Table 12) are shown with a coloured background.

Rank Feature Description MDG

1 cm.DESWC Number of words 164.76
2 message.is.first First message 87.54
3 liwc.posemo Number of +ve emotion words 83.11
4 cm.WRDMEAc Meaningfulness 75.55
5 message.depth Message depth in discussion 74.90
6 cm.LDTTRa Lexical diversity, all words 69.15
7 liwc.SemiC Number of semi-colons 65.84
8 liwc.QMark Number of question marks 57.07
9 cm.WRDHYPn Hypernyms for nouns 48.46

10 message.replies.direct Number of direct replies 47.84
11 liwc.affect Number of affective process words 47.05
12 liwc.discrep Number of discrepancy words 46.98
13 liwc.money Number of money words 37.18
14 message.thread.size Discussion size 34.78
15 message.replies.all Total number of replies 33.64
16 cm.LSASSpd SD of LSA overlap in paragraph 26.71
17 cm.DESWLltd SD of word length in letters 26.10
18 cm.LDVOCD Lexical diversity, VOCD 25.64
19 cm.LDTTRc Lexical diversity, content words 22.89
20 liwc.hear Number of hearing-related words 21.47

Table 12. The 20 most important features in Model ICAP-1b, the best ICAP model for Experiment 1, ranked from most to
least important by Mean Decrease Gini (MDG). Features that also appear in the top 20 for the best ICAP model (Table 11) are
shown with a coloured background.

Rank Feature Description MDG

1 message.depth Message depth in discussion 145.94
2 liwc.assent Number of expressions of assent 91.08
3 message.replies.direct Number of direct replies 70.39
4 message.replies.all Total number of replies 62.65
5 cm.DESWC Number of words 61.24
6 cm.LDVOCD Lexical diversity, VOCD 50.97
7 cm.LDTTRa Lexical diversity, all words 49.32
8 liwc.posemo Number of +ve emotion words 41.61
9 cm.LSAGN LSA given-new ratio 39.59

10 cm.DESPL Mean length of paragraphs 36.66
11 cm.DESSC Number of sentences 36.21
12 liwc.QMark Number of question marks 35.95
13 liwc.affect Number of affective process words 31.59
14 cm.LDTTRc Lexical diversity, content words 22.39
15 liwc.Period Number of periods 21.22
16 cm.RDFKGL Flesch-Kincaid Grade Level score 20.60
17 liwc.tentat Number of tentative words 17.88
18 cm.RDFRE Flesch Reading Ease score 17.86
19 cm.DESWLltd SD of word length in letters 17.42
20 liwc.ppron Number of personal pronouns 17.13
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Table 13. Mean and standard deviation of selected message position attributes for each of the CoI phases of cognitive presence
and ICAP modes of cognitive engagement in Experiment 1.

Depth in thread Position from start Fractional position
message.depth message.pos.start message.pos.frac

Outcome classes mean (SD) mean (SD) mean (SD)

CoI phases of cognitive presence
Triggering Event 1.00 (0.91) 8.72 (8.17) 0.35 (0.30)
Exploration 1.84 (0.98) 13.49 (7.74) 0.56 (0.27)
Integration 1.89 (0.98) 12.69 (7.40) 0.56 (0.27)
Resolution 2.03 (0.86) 12.78 (7.15) 0.56 (0.26)
Other 2.49 (1.26) 12.99 (7.62) 0.57 (0.29)

ICAP modes of cognitive engagement
Active 1.61 (1.05) 12.94 (7.94) 0.53 (0.30)
Affirmation 2.83 (0.99) 14.97 (6.92) 0.66 (0.26)
Constructive 1.26 (0.89) 10.35 (8.01) 0.45 (0.30)
Interactive 2.32 (0.81) 13.94 (7.15) 0.59 (0.25)

4.2 Experiment 2
In Experiment 2, we addressed RQ2 and looked at the explanatory value of the framework labels in comparison with the
dialogue attributes used in Experiment 1.

4.2.1 Predictive performance metrics
Using the same approach as Experiment 1, we trained models using 10-fold cross-validation and compared the Cohen’s κ scores
for the purpose of model selection (Table 14). Comparing the cross-validation results for Model CoI-2a and Model CoI-2b
against Model CoI-1b from Experiment 1 suggested that using the ICAP modes of cognitive engagement as additional features
improved the ability of a model to label the CoI phases of cognitive presence (Cohen’s κ = 0.460), but that using the extended
set of ICAP modes was no better than using the basic ICAP modes. Thus, for data that has already been labelled with the ICAP
modes of cognitive engagement, there would be no benefit in revising those labels to be finer-grained before using an automated
system to add labels for the CoI phases of cognitive presence.

Table 14. Cross-validation results for Experiment 2: outcome metrics and the best value for the mtry tuning parameter. The
best results for each framework are in bold.

Model Outcome classes Best mtry Macro F1 Cohen’s κ

CoI phases of cognitive presence
Model CoI-2a 5 phases, rebalanced with SMOTE 35 0.553 0.460
Model CoI-2b 5 phases, rebalanced with SMOTE 57 0.551 0.459

ICAP modes of cognitive engagement
Model ICAP-4 4 modes, rebalanced with SMOTE 35 0.710 0.657
Model ICAP-6 6 extended modes, rebalanced with SMOTE 57 0.587 0.590

Similarly, the cross-validation results for the model that was trained to label new data with the ICAP modes of cognitive
engagement using the CoI phases of cognitive presence as features (Model ICAP-4) showed ‘substantial’ agreement with
the gold-standard labels (Cohen’s κ = 0.657), and an improvement over Model ICAP-1b from Experiment 1. Additionally,
Model ICAP-6, which was trained to label new data with the extended set of ICAP modes of cognitive engagement, achieved
‘moderate’ agreement (Cohen’s κ = 0.590) with the gold-standard labels.

On the basis of the cross-validation results, we used Model CoI-2a and Model ICAP-4 respectively to assign labels to the
held-out data from the final offering of the course in order to test the generalisability of the models. The outcome metrics on
the test set are shown in Table 15. Labelling the CoI phases of cognitive presence in the test data using Model CoI-2a, we
found ‘fair’ agreement (Cohen’s κ = 0.404) with the gold-standard human coding. The macro-averaged F1 score was 0.546.
These results are higher than the equivalent measures for Model CoI-1b in Experiment 1 (Table 10), indicating that the addition
of the ICAP modes of cognitive engagement as model features improved the model. In fact, the F1 scores for every class of
the outcome variable showed an improvement over the earlier results. The only individual measure that decreased was the
Precision for the Triggering Event class.

Meanwhile, Model ICAP-4 obtained ‘substantial’ agreement (Cohen’s κ = 0.695) with the gold-standard labels for the
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Table 15. Experiment 2: Outcome metrics on the held-out test data.
Outcome variable Precision Recall F1 Macro F1 Cohen’s κ

CoI phases of cognitive presence, using Model CoI-2a 0.546 0.404
Triggering Event 0.694 0.893 0.781
Exploration 0.488 0.553 0.519
Integration 0.561 0.554 0.558
Resolution 0.429 0.136 0.207
Other 0.692 0.643 0.667

ICAP modes of cognitive engagement, using Model ICAP-4 0.765 0.695
Active 0.839 0.553 0.667
Affirmation 0.615 0.889 0.727
Constructive 0.838 0.830 0.834
Interactive 0.767 0.904 0.830

standard ICAP modes of cognitive engagement, with a macro-averaged F1 score of 0.765. However, these scores were broadly
the same as the results from Experiment 1. Precision for both Interactive and Constructive modes decreased while their Recall
increased. Recall for Active mode also decreased but its Precision increased. The small improvements in the individual F1
scores for Interactive, Constructive, and Affirmation modes were offset by the lower score for Active mode to leave the overall
macro-averaged F1 and Cohen’s κ scores virtually unchanged from the results in Experiment 1. We conclude that adding
the CoI phases of cognitive presence as model features did not improve the ability of the model to label the ICAP modes of
cognitive engagement on new data. Nevertheless, it is instructive to observe how the different framework constructs correlated
with the outcome classes, and how their discriminatory power compared to those of the dialogue attributes.

4.2.2 Analysis of variable importance
The distribution of the Mean Decrease Gini (MDG) values across the model features are shown in Figure 6. The top 20 features
by importance for each framework are listed in Tables 16 and 17. We note that the relationships between the dialogue attributes
and the classes of the outcome variable for both models were the same as in Experiment 1, because this is the same data
set. Figure 10 in the Appendix shows the distributions for the important features that were not included in the top 20 lists in
Experiment 1. Our main objective in this second experiment was to examine how informative the framework constructs were,
and to compare their MDG scores with those of the dialogue attributes used in both experiments, in order to answer RQ2.
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(b) Model ICAP-4

Figure 6. Mean Decrease Gini indicating variable importance in the best models for each framework in Experiment 2. In both
cases, the vertical dotted line separates the top 20 features.

For both frameworks, many of the same dialogue attributes appeared in the top 20 as in Experiment 1, in approximately the
same order. The one-hot attributes generated from the framework constructs were interspersed among them according to their
relative importance in the model. Let us now look at each of the frameworks in turn.

The binary attributes generated from all four of the ICAP modes of cognitive engagement appear in the top 20 features for
Model CoI-2a, which labels the CoI phases of cognitive presence (Table 16). The discriminative power of the ICAP-I feature
was second only to the number of words in the message. The mean value for this attribute increased with deeper CoI phases of
cognitive presence (Table 18). The ICAP-F attribute is third on the list and strongly indicated the Other class. ICAP-A came in
at position 6, with the highest values being seen for messages in the Triggering Event and Other classes. ICAP-C is at position
20 in the table. The values of this attribute for the Resolution and Other classes were lower than for the other classes, although
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Table 16. The 20 most important features in Model CoI-2a, the best CoI cognitive presence model for Experiment 2, ranked
from most to least important by Mean Decrease Gini (MDG). The rank position of each feature in Experiment 1 is also shown.
Features that appear in the top 20 for the best ICAP model (Table 17) are shown with a coloured background.

Rank Feature Description Previous Rank MDG

1 cm.DESWC Number of words 1 110.76
2 ICAP-I Labelled as Interactive - 95.25
3 ICAP-F Labelled as Affirmation - 87.71
4 message.is.first First message 2 64.76
5 message.depth Message depth in discussion 5 62.81
6 ICAP-A Labelled as Active - 55.19
7 cm.LDTTRa Lexical diversity, all words 6 51.11
8 liwc.SemiC Number of semi-colons 7 50.66
9 liwc.posemo Number of +ve emotion words 3 50.59

10 cm.WRDMEAc Meaningfulness 4 48.53
11 message.replies.direct Number of direct replies 10 45.89
12 cm.WRDHYPn Hypernyms for nouns 9 37.22
13 liwc.QMark Number of question marks 8 36.85
14 message.replies.all Total number of replies 15 36.76
15 liwc.discrep Number of discrepancy words 12 36.45
16 liwc.affect Number of affective process words 11 32.38
17 liwc.money Number of money words 13 29.20
18 message.thread.size Discussion size 14 26.63
19 cm.DESWLltd SD of word length in letters 17 25.12
20 ICAP-C Labelled as Constructive - 23.21

Table 17. The 20 most important features in Model ICAP-4, the best ICAP model for Experiment 2, ranked from most to least
important by Mean Decrease Gini (MDG). The rank position of each feature in Experiment 1 is also shown. Features that
appear in the top 20 for the best CoI model (Table 16) are shown with a coloured background.

Rank Feature Description Previous Rank MDG

1 message.depth Message depth in discussion 1 150.99
2 CoI-triggering Labelled as Triggering Event - 104.89
3 liwc.assent Number of expressions of assent 2 80.78
4 message.replies.direct Number of direct replies 3 70.14
5 message.replies.all Total number of replies 4 52.77
6 cm.DESWC Number of words 5 52.12
7 cm.LDVOCD Lexical diversity, VOCD 6 43.53
8 cm.LSAGN LSA given-new ratio 9 42.24
9 cm.LDTTRa Lexical diversity, all words 7 40.19

10 CoI-other Labelled as Other - 38.23
11 liwc.posemo Number of +ve emotion words 8 36.03
12 cm.DESPL Mean length of paragraphs 10 33.62
13 cm.DESSC Number of sentences 11 33.01
14 liwc.affect Number of affective process words 13 26.58
15 CoI-exploration Labelled as Exploration - 26.29
16 liwc.QMark Number of question marks 12 25.17
17 cm.LDTTRc Lexical diversity, content words 14 19.22
18 cm.DESWLltd SD of word length in letters 19 17.26
19 liwc.Period Number of periods 15 17.13
20 cm.DESWLsyd SD of the mean number of syllables - 15.43
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the standard deviation was relatively high across all classes. In contrast, ICAP-O, indicating Off-task messages, appeared near
the end of the list, at position 201 out of 211. From this we see that the Interactive and Affirmation labels in particular provide
useful information that can help a model to assign the correct CoI phases of cognitive presence to new messages. However, the
relationship between the two frameworks is not a simple one and other evidence will also be required.

Table 18. Mean and standard deviations of the one-hot attributes generated from the CoI phases of cognitive presence in
Experiment 2, for each of the ICAP modes of cognitive engagement.

ICAP-A ICAP-F ICAP-C ICAP-I ICAP-O
mean (SD) mean (SD) mean (SD) mean (SD) mean (SD)

Triggering Event 0.53 (0.50) 0.00 (0.00) 0.47 (0.50) 0.01 (0.08) 0.00 (0.00)
Exploration 0.19 (0.39) 0.03 (0.17) 0.48 (0.50) 0.30 (0.46) 0.00 (0.04)
Integration 0.02 (0.15) 0.01 (0.12) 0.41 (0.49) 0.56 (0.50) 0.00 (0.04)
Resolution 0.01 (0.10) 0.01 (0.10) 0.22 (0.42) 0.76 (0.43) 0.00 (0.00)
Other 0.41 (0.49) 0.34 (0.47) 0.14 (0.35) 0.04 (0.20) 0.06 (0.25)

In Model ICAP-4, three of the five binary attributes derived from the CoI phases of cognitive presence were among the
top 20 features (Table 17). CoI-triggering came in at position 2, with the highest mean values being seen for the Active
mode, followed by Constructive (Table 19). At position 10, we found CoI-other, strongly indicative of Affirmation messages.
CoI-exploration, at position 15, had a smoother distribution and was most likely to indicate a Constructive message. The
attributes indicating Integration and Resolution did not appear in the top 20 list: CoI-integration was number 29, while
CoI-resolution was number 196 out of 211. Sixteen of the remaining top 20 attributes also appeared in the top 20 list in
Experiment 1. The standard deviation of the mean number of syllables (cm.DESWLsyd) was a new addition at position 20; the
highest values were likely to indicate Constructive mode.

Table 19. Mean and standard deviations of the one-hot attributes generated from the ICAP modes of cognitive engagement in
Experiment 2, for each of the CoI phases of cognitive presence.

CoI-triggering CoI-exploration CoI-integration CoI-resolution CoI-other
mean (SD) mean (SD) mean (SD) mean (SD) mean (SD)

Active 0.45 (0.50) 0.35 (0.48) 0.03 (0.18) 0.00 (0.05) 0.16 (0.37)
Affirmation 0.00 (0.00) 0.27 (0.45) 0.09 (0.29) 0.01 (0.12) 0.63 (0.49)
Constructive 0.20 (0.40) 0.45 (0.50) 0.29 (0.45) 0.03 (0.18) 0.03 (0.16)
Interactive 0.00 (0.06) 0.36 (0.48) 0.49 (0.50) 0.14 (0.35) 0.01 (0.10)

We have already seen that adding model features derived from the CoI phases of cognitive presence did not improve the
overall predictive power of the model. The MDG values allowed us to see how much information each of these features
provided independently. It seems that the Other label could be used to identify Affirmation messages somewhat reliably, while
a Triggering Event message is highly unlikely to be labelled as Interactive or Affirmation.

5. Discussion
In this section, we start by looking at the findings that relate directly to each of our research questions, then move on to more
general findings. Next, we consider the limitations of the present study and how the results compare with prior work. We
conclude by outlining implications for research and practice.

5.1 Automatic labelling using dialogue attributes works better for ICAP than for CoI
RQ1 asked about the relationship between the dialogue attributes and the framework labels. We addressed the question by
training random forest models for each framework using the dialogue attributes as features. There was a notable disparity in the
predictive power of the models we trained for the two frameworks. The best model for labelling the CoI phases of cognitive
presence (Model CoI-2a) achieved only Cohen’s κ = 0.404 on the held-out test data from the final course session, whereas
the human annotators who created the gold standard reported Cohen’s κ = 0.974, indicating that there is substantial room for
improvement. We particularly noted the low F1 score for the Resolution phase, for which there were only 85 training examples.
In previous work, the Resolution phase has sometimes been combined with the Integration phase to create a ‘higher-order
thinking’ category containing more examples (McKlin, 2004; Schrire, 2006).

In contrast, the models that were trained to label the ICAP modes of cognitive engagement achieved similar results in both
experiments (Cohen’s κ = 0.695 in Experiment 2). This result is better than the reported inter-annotator agreement (Cohen’s κ
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= 0.623). However, our experiments used only 4 ICAP modes, rather than the 6 labels of the extended ICAP taxonomy that
were used to assess human agreement. Although there were only 66 examples for the Affirmation mode in the training data, its
F1 score was only a little lower than for the other modes.

One possible explanation for the difference in performance between the two frameworks could be that there are fewer
distinct classes in the outcome variable for ICAP, making it easier for a model to choose the correct one. However, when we
trained a model to predict all 6 modes in the extended ICAP taxonomy (Model ICAP-6), the results from cross-validation
(Cohen’s κ = 0.590) were still better than any we saw for the 5 CoI phases of cognitive presence. We therefore propose that
a better explanation is that the ICAP modes are more closely related to the linguistic attributes of the messages than are the
CoI phases of cognitive presence. This seems reasonable, since the definition of the ICAP framework (Chi & Wylie, 2014)
emphasises its focus on overt, observable, behaviours as proxies for the knowledge change processes that constitute learning.
For example, the definitions for both Interactive and Constructive Reasoning modes look for “explanation or reasoning about
the current topic” – behaviours which correspond directly to dialogue-level attributes. The label definition for the Affirmation
mode is also stated in terms of dialogue-level features, with the number of expressions of assent being especially predictive.

In this study, the only context that was provided to the models related to the structure of the discussion and the position of a
message within that structure. Additional information relating to the content of previous messages, such as textual similarity
measures (Kovanović et al., 2016; Atapattu et al., 2019), could thus be expected to improve the models’ ability to distinguish
between labels. For example, some students were observed to respond to clarification questions by repeating the question in
full before giving a brief answer. Relying on basic metrics, such as sentence length, would treat such a message the same
as another where a longer answer is given without repeating the question. However, as the discussion grows, there could be
technical limitations on the amount of dialogue history that can reasonably be processed and a recency threshold might need to
be introduced. Future work might also consider whether the amount of context that is useful differs between the frameworks.

5.2 There is an asymmetric relationship between the framework labels
RQ2 asked about the explanatory value of the labels from one framework when modelling the other. We hypothesised that the
two frameworks would generally provide complementary views on the learning experience, rather than being closely aligned
(Section 2.4), with higher-level constructs more likely to be correlated. In Experiment 2 we examined the relationship between
them directly by using each of them in turn as input to a model trained to label the constructs from the other. We found that
the information provided by the ICAP modes of cognitive engagement led to a small improvement in the outcome metrics for
Model CoI-2a that was trained to label the CoI phases of cognitive presence. We saw increases in the F1 score for each of the
individual phases, with macro-averaged F1 scores improving from 0.515 to 0.546, and Cohen’s κ increasing from 0.358 to
0.404 on the held-out test data (Tables 10 and 15). Nevertheless, none of the ICAP modes of cognitive engagement was a
direct analogue of any of the CoI phases of cognitive presence. The attributes indicating the Interactive and Affirmation modes
ranked highest as predictive features, while the Active mode was more explanatory than the Constructive mode. We suggest
that the first message effect (Section 5.3) is also relevant here. The closest relationship was between the Affirmation mode and
the Other phase; while messages labelled as Interactive were distributed across the Exploration, Integration, and Resolution
phases in increasing proportions (Table 18).

There was no similar model improvement in the reverse direction. The Cohen’s κ and macro-averaged F1 scores for
Model ICAP-4 were virtually unchanged by the addition of features based on the CoI phases of cognitive presence. Messages
that were identified as Triggering Events were split between the Constructive and Active modes, while Exploration messages
were relatively evenly spread across all four ICAP modes (Table 19).

Building on the evidence in Section 5.1 of the correspondence between dialogue-level attributes and the ICAP modes of
cognitive engagement, we can add here that those attributes might be reasonable proxies for the quality measure defined by the
ICAP framework, since features derived from the CoI phases of cognitive presence do not improve the predictive power of such
a model. In contrast, the CoI phases of cognitive presence are not well predicted using dialogue attributes alone. We conclude
that the frameworks measure different aspects of the quality of student participation.

5.3 Messages that are nested deeper in threads tend to be higher quality
We noted in Section 2.3 that online discussions are expected to progress through each of the CoI phases of cognitive presence
in order (although not all will do so), while there was no similar expectation of orderly progression through the ICAP modes of
cognitive engagement. This contrast in the framework definitions was partially supported by our experimental results. We
saw in Experiment 1 that greater message depth, in terms of nesting within a discussion thread, was generally correlated with
indications of higher quality contributions in both frameworks, while strictly chronological message ordering did not help the
models to distinguish between labels.

For the CoI phases of cognitive presence, messages in each phase from Triggering Event to Resolution had an increasing
average message depth (Table 13). This observation provides support for the temporal progression expected for the CoI phases
of cognitive presence – although within a message sub-thread, rather than in the larger discussion. For the ICAP models,
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message depth was the single most informative attribute (Table 12). Messages labelled as Affirmation had the greatest average
depth. Surprisingly, Active messages were found at a greater mean depth than Constructive messages (Table 13). One reason for
this is that the first message in each discussion thread typically introduces a new problem or topic for discussion (Constructive
mode), skewing the averages. Further work would be needed to separate out the effect of first message label bias.

The distinction noted here between thread depth and chronological ordering corresponds to the difference between adding
another message onto an established thread, and adding a new message at a higher level in the discussion – such as a new
response to the opening message. We speculate that a message that is posted later in time at high level may well ignore the
content of earlier sub-threads, but a message that extends an existing thread is likely to build on what has gone before within
that thread.

5.4 Affirmation mode messages tend to display a lack of cognitive presence
We observed many similarities between the predictors for the two frameworks. Some are unsurprising: longer messages were
correlated with higher cognitive quality in both frameworks, as were greater lexical diversity and fewer question marks. Other
relationships are more complex. Messages displaying higher than average numbers of affective process words and expressions
of positive emotion tended to cluster in a single class of the outcome variable (Other and Affirmation, respectively). Messages
in those classes also demonstrated low scores for lexical diversity and ‘meaningfulness’, compared with other messages, and
tended to be the shortest messages. The presence of the Other label was a strong indicator of the Affirmation label, and vice
versa. When the Affirmation label was used as a predictive feature to label the CoI phases of cognitive presence in Experiment 2,
it played the same role for identifying Other messages as the first-message flag did for Triggering Event messages.

However, there are important differences in the interpretation of these classes. Whereas the Other label indicates that no
signs of cognitive presence were evident in a given message, messages with the Affirmation label may be relabelled later,
based on the label of the message to which they were responding (Yogev et al., 2018). By affirming what was said in an
earlier message, the student is thus credited with demonstrating some cognitive engagement, albeit not to the same extent as
the original contributor (see the description of the relabelling process in Section 3.2 for details). Since interaction with other
students is associated with the greatest learning gains, this variant of the ICAP framework rewards conversational moves that
foster interactivity by continuing the conversation and opening the way for further elaboration. In contrast, the CoI framework
treats messages of affirmation solely as indicators of social presence. However, recent work (Hu et al., 2020) departed from the
original CoI framework definitions and instead treated a simple message of agreement (or disagreement) as a Triggering Event,
and one that gave reasons for agreement as belonging to the Integration phase. Our work here demonstrates that it is important
not to neglect the social dimension when evaluating the worth of a discussion forum contribution, and we welcome recent work
on the automatic detection of social presence (M. Ferreira et al., 2020). Another factor that may be relevant to social presence
and could be considered in future work is the number of unique participants in each thread.

5.5 Limitations
Only a single data set was used for this study. Because of the particular discussion task that was set in that course, the first
message of every thread followed a similar format and was typically labelled in the same way. There is no reason to suppose
that messages from another course would share this property, so caution is needed in interpreting results relating to features
derived from message position. Additionally, the Passive mode of the ICAP framework was not used at all, because the data set
did not include a record of when students read the messages posted by others, and Off-task messages were too infrequent to be
used in this study.

The random forest approach allowed us to identify dialogue attributes that are effective in discriminating between the classes
of the outcome variable. It provides a value for each one independently. However, it may well be the case that several attributes
are related in such a way that their values are correlated with one another. We saw this in Table 12, where a closer look at the
attributes at positions 10 and 11 revealed that they were in fact measuring exactly the same thing. Using either one of those
attributes would be valuable, but there is no additional benefit in using both together. Different analytical methods are needed to
measure the marginal value of each attribute. This should be tackled as a priority in future work, since it could provide some
much-needed nuance and move us beyond the simple view that “longer is better” when it comes to forum messages.

Our study design did not allow us to compare the overall predictive power of the lexical features compared to the structural
features. It could be the case that certain aspects of the discussion activity are more closely related to specific dialogue moves
and could thus be identified by lexical features. However, we note that both frameworks aim to capture aspects of learning that
are not specific to the learning activities: “instructional tasks are orthogonal to engagement mode” (Chi & Wylie, 2014, p. 221).
Future work could usefully consider how lexical features that are task-specific might interact with those identified in this work
as being predictive of framework labels.

5.6 Comparison with previous studies
Several previous studies have built classifiers to automate the labelling of the CoI phases of cognitive presence (Section 2.1).
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The current work used the same data and the same set of 106 linguistic features from Coh-Metrix and 91 from LIWC that were
used in both Kovanović et al. (2016) and the later replication study (Farrow et al., 2019), along with some of the same structural
features: message depth within a thread, first and last message indicators, and the number of replies a message received2.
The Kovanović et al. study reported Cohen’s κ = 0.63, but the replication study demonstrated problems with the way the
training and testing data had been prepared and showed that a more realistic result was Cohen’s κ = 0.38, with macro-averaged
F1 = 0.54.

The small reduction in the outcome metrics between the replication study and Experiment 1 in the current work (Cohen’s κ =
0.358, macro-averaged F1 = 0.515 (Table 10)) reflects the additional predictive value of the structural features from the two
earlier studies that were not used in Experiment 1. Those features were cosine similarity to the previous and next message;
internal coherence across the sentences within a message; and the count of relevant named entities in the message. Similarity
measures were not used in the current work primarily because the definitions of next and previous message were deemed to be
unclear in the context of a threaded forum where new messages could be added at any level. The other two measures were
excluded from the current study because they relied on external resources which would not be portable across domains.

Two studies looking at discussion forum messages written in Portuguese (Neto et al., 2018; Barbosa et al., 2020) also used
a collection of linguistic and structural features similar to that in the current work. Fewer linguistic features were available for
Portuguese than for English in both Coh-Metrix and LIWC. The Portuguese-only study (Neto et al., 2018) used 48 features from
Coh-Metrix and 24 adapted from LIWC, while the cross-language English-Portuguese study (Barbosa et al., 2020) included 38
from Coh-Metrix and 64 from LIWC. Both studies additionally used message depth, number of replies, cosine similarity to the
previous and next message, and the count of named entities3. The features used in the current work and related previous studies
are summarised in Table 21 in the Appendix. In the Portuguese-only study, the data was split into training and testing sets using
stratified random sampling. The classifier scored Cohen’s κ = 0.72 on the test data (macro-averaged F1 = 0.63), higher on both
measures than the comparable results in the current work. This type of random sampling works well when all the data points
are independent; but where messages from the same thread are assigned to different partitions, the results can be misleading;
such classifiers may not perform well on new data (Farrow et al., 2019). The data in the cross-language study did not need to be
split: the classifier was trained on the same English-language data as the current study and evaluated on Portuguese-language
data. The reported result was Cohen’s κ = 0.53. However, none of the Integration and Resolution messages in the test data
were classified correctly, and the confusion matrix presented in that work (Barbosa et al., 2020, Table 4c) corresponds to a
result of Cohen’s κ = 0.44 with macro-averaged F1 = 0.38. The current study thus scored lower on Cohen’s κ but higher on
the macro-averaged F1 measure which gives equal weight to every class of the outcome variable.

Comparing the top 20 most predictive features from Experiment 1 (Table 11) with those in the top 20 reported by Kovanović
et al., 8 of a possible 18 common features appeared in both lists. The replication study (Farrow et al., 2019) did not report which
features were most predictive in the revised model. In fact, only 9 of the top 20 features were shared between the original study
and the replication, whereas 15 of 18 common features from Experiment 1 featured in the top 20 of the replication study. It is
less straightforward to compare the top features with those from the papers using Portuguese data (Neto et al., 2018; Barbosa et
al., 2020) since the reduced feature sets available in the Portuguese versions of Coh-Metrix and LIWC are not listed in full.
Features that scored highly in the current study may not have been available to those classifiers (for example, cm.WRDMEAc,
defined as ‘meaningfulness’). Our best estimate is that 6 from a possible 12 common features from Experiment 1 are also in
the top 20 for the Portuguese-only study (Neto et al., 2018), while 3 from 11 common features appear in the top 20 for the
cross-language study (Barbosa et al., 2020). The comparative rankings of features are summarised in Table 22 in the Appendix.
Three features appeared in the top 20 across all five studies: the number of words in the message, the message depth in the
discussion, and the number of question marks.

Previous studies where the ICAP modes of cognitive engagement were labelled automatically by a classifier (Section 2.2)
have most commonly used a bag-of-words approach (Wang et al., 2015; Atapattu et al., 2019). The study of comments made in
an electronic textbook (Yogev et al., 2018) additionally used several context features, including cosine similarity between the
student comment and the highlighted text. None of these studies used linguistic features from Coh-Metrix or LIWC, and the
data sets themselves were very different, so a direct comparison of the results with the current study is not feasible in the way
we did for the CoI phases of cognitive presence.

5.7 Implications for research and practice
Conceptual frameworks like CoI and ICAP have generally been used for post-hoc analysis of discussion forum data, as in
the present study (Schrire, 2006; Garrison, 2016; Kovanović et al., 2016; Neto et al., 2018; Farrow et al., 2019). However, as
automated classifiers improve, it becomes more feasible to deploy them inside a learning analytics system while a course is in
progress. Automatically generating framework labels in real-time or with a short delay can allow instructors to get a high-level

2In the current work, both direct and indirect replies were counted, and additional structural features were added (Table 4).
3All named entities were included in the count, not only those relevant to the discussion domain.
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overview of the discussion quality while there is time to intervene (Yogev et al., 2018).
One outcome of this study is a clearer picture of the explanatory power of dialogue attributes and the extent to which they

could be used as a low-cost proxy for the framework labels. We saw, for example, that message depth in the reply-based
structure of message threads was a better predictor of cognitive quality than chronological order across both frameworks.
This was particularly the case for ICAP, where message depth was the most explanatory feature in the model (Table 12). We
therefore recommend that users and providers of discussion boards should ensure that information about the threaded structure
of the discussion is always preserved and made available for analysis.

We also saw that messages containing more question marks tended to be correlated with lower cognitive quality in both
frameworks, and that this feature was ranked highly in terms of explanatory power in the predictive models. We note that it is
often the case that participation instructions for graded discussion forums specify expected engagement in terms of asking
a certain number of questions (Gilbert, 2002; Gašević et al., 2015), and caution that this may encourage the production of
many shallow sub-threads, since it is common for students to do the minimum that is required (Vellukunnel et al., 2017). To
overcome this problem, we suggest that educators should explicitly reward students for generating deeper discussion threads
and building on what has been said by others, rather than simply asking questions. One simple approach would be to limit
the number of replies to the original message that qualify for participation credit. After the first two (for example) top-level
responses, students seeking credit would need to expand one of those threads further. Even when one of the early responses
lacked substance, a follow-up message could reference it while steering the discussion in a more desirable direction, generating
higher quality discussion overall. Alternative approaches based on some kind of group-wide incentive are probably too complex
for most discussion-based learning activities.

We investigated the relationship between the frameworks directly in order to answer RQ2 by considering a data set that
already had labels corresponding to the constructs from one framework and looking at how similar labels from the other could
be added automatically (Experiment 2). We found that using the ICAP modes of cognitive engagement produced a small
improvement in the predictive performance metrics for the model that was trained to label the CoI phases of cognitive presence,
but there was no improvement at all in the other direction. This indicated that the frameworks measure different aspects of
the quality of student participation. We conclude that researchers who use both frameworks together would therefore gain
richer insights. For example, an intervention study could use both measures, manually or automatically labelled, to assess the
impact of the treatment – perhaps capturing changes in contributions from Active to Constructive mode even if they did not
progress from Exploration to Integration. If a single quality measure was needed, some mechanism would need to be devised to
combine them, and that might differ depending on the goal of the learning activity. If the focus was on constructive knowledge
building, then the chosen quality measure might prioritise the CoI phases of cognitive presence; but if it was defined more
broadly, perhaps the ICAP modes of cognitive engagement would be a better choice as the primary measure. Our results in this
study did not provide any examples of one framework-based quality measure increasing while the other decreased.

We paid particular attention to the treatment of messages of affirmation, such as thanks and agreement. In previous work
these messages were often treated as being of low worth, but recent work has started to reconsider the role they play in
encouraging interaction (Yogev et al., 2018; Hu et al., 2020). Many social media platforms now provide non-textual ways of
indicating agreement and affirmation, such as a ‘thumbs up’ or ‘heart’ symbol. If the platforms that host course discussion
boards adopt this approach, then it will be important to preserve such indicators for analysis. We note that composing a written
message, however brief, requires greater effort compared to simply clicking a symbol; it also provides scope for personalisation
and elaboration. Future research should therefore compare the two types of affirmation, text and symbols, to discover what
effect the modality has on how the affirmation is perceived and how the discussion develops.

6. Conclusion and Future Work
Our aim was to identify dialogue attributes that could be used to discriminate between discussion contributions of varying
quality. Our expectation was that the CoI and ICAP frameworks would provide complementary perspectives on how we might
begin to quantify students’ cognitive engagement with the intellectual content of a course through discussion forum messages.
We also expected to identify specific dialogue attributes that could be used directly to guide both instructors and students to
improve the quality of online discussions.

We trained several random forest models to label the constructs from each framework in new data using as inputs
linguistically-motivated dialogue attributes as well as structural features of the discussion. We found that several simple
measures of contribution size, such as the number of words in a message, were correlated with greater quality in both
frameworks; while other correlations were framework-specific, such as the higher numbers of personal pronouns found in the
Active mode in ICAP. We hypothesise that the dialogue attributes that were identified by both frameworks will be generally
useful as proxies for the quality of student discussion contributions across a broad range of learning situations.

Comparing the two frameworks directly on the same data set, we found that using the constructs from one framework as
additional input while labelling the constructs from the other framework produced little to no improvement in the predictive
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performance metrics. These results indicated that the frameworks are not closely aligned and suggests that instead, they measure
different aspects of quality. The attributes that were correlated with quality measures in only one framework might therefore be
relevant in a more limited set of learning contexts. Researchers could gain richer insights by using both frameworks together in
future to assess message quality – an approach that is likely to become increasingly feasible, thanks to the development of
automated classifiers for both CoI (Kovanović et al., 2016; Neto et al., 2018; Farrow et al., 2019; M. Ferreira et al., 2020; Hu et
al., 2020) and ICAP (Yogev et al., 2018; Atapattu et al., 2019).

We also considered the different treatment of affirmations in the two frameworks and in prior work. In CoI, they are
generally considered solely as indicators of social presence, with no value in terms of cognitive presence. In contrast, in studies
using ICAP, their value can depend on the content of the earlier message they are affirming, due to the greater value placed on
interaction as a deeper mode of cognitive engagement. Future work incorporating the automatic detection of social presence
alongside cognitive presence would allow researchers and instructors to take this important aspect of learning into account
more easily when using the CoI framework.

We successfully identified a small set of dialogue attributes that were highly predictive of quality according to both
frameworks. Based on these, we proposed a modification to common participation requirements to encourage students to
generate deeper threads rather than more top-level questions, since the latter typically demonstrate little connection with other
parts of the discussion. While contribution quantity is also highly correlated with measures of participation, simply setting a
minimum threshold on message length is unlikely to improve learning and would certainly harm important social exchanges
such as affirmations. Future research should look beyond contribution quantity to consider other dialogue attributes that indicate
the quality of participation.
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Farrow, E., Moore, J., & Gašević, D. (2020). Dialogue attributes that inform depth and quality of participation in course
discussion forums. In Proceedings of the Tenth International Conference on Learning Analytics & Knowledge (pp. 129–134).
New York, NY, USA: ACM. doi: 10.1145/3375462.3375481
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Appendix

Table 20. Redacted sample messages from the data set with each framework label.

Label Sample message (redacted)

CoI phases of cognitive presence

Triggering
Event

Hi [NAME] Thank very much for your presentation. It was very informative and interesting! Just a question:
Can the concept of [X] and the [X] software that you demonstrated in your presentation also be used for
[Y] and [Z]? Or does this originate from [Z]/ [Y]? Please let me know. Thanks in advance [NAME]

Exploration Hi The paper states that they do not believe there is much difference between an [X] and a [Y] and that
actually in the last few years especially in the corporate world there is normally not a title of ‘[Y]’ rather
most folks in the field are ‘bundled’ in the [X] title. None-the-less it is certainly possible given the small
population size that the folks who participated in the surveys did not include a good enough ‘cut’ of the
industry roles which would serve to skew results. Sounds like you and I are very skeptical of the results..
cannot blame you. Regards [NAME]

Integration Hello [NAME] Thanks very much for your feedback. I agree with you that [X] would provide better [A]
and [B] but [X] requires more resources [Y] provides a quick and easy solution. My idea of implementing a
[Y] 4 between the [P] and [Q] mainly to protect important data. There may be some data on the database
that you only want to be accessed from certain locations or computers. Best regards [NAME]

Resolution Hi [NAME] Thanks for the comments. The concept of [X] is to model complexity in a different way. As
you have mentioned modeling the viewpoints of [M] who each see from a different perspective is both
exciting and daunting. [Y] is an iffy process at best. This is because one persons viewpoint is different
than another persons. The role of a [P] is to gather these perspectives then merge them (somehow) into
a cohesive model. This is where [X] tries to step in. Eventually when modeling meets code generation
fully we will then have automated processes that will generate code for every change whether that is a
user role or another related mechanism. At this point [X] is still a work in progress; a research level tool
that requires maturation. I do see a future for it although we may not recognize it as such when it arrives.
Thanks

Other Hi [NAME] Thanks for watching. There is so much material to cover in this course that it is very difficult.
But it is all very interesting. Looking forward to your question. Cheers [NAME]

ICAP modes of cognitive engagement

Active General Hi [NAME]] Like others I had no problem understanding you. Interesting topic. Do you know of any other
system which tags video with which to compare [X] to? Cheers [NAME]

Active Targeted Good presentation although a bit long. In the presentation mention [X]s as a mechanism on one slide and
yet mention that [Y] [X]s are akin to stakeholders. Could you explain this a bit more?

Affirmation Hi [NAME] Thanks for answering my question. The difference is much clearer! [NAME]

Constructive
Extending

Hi [NAME] Good job on the presentation. Here are my comments/questions: 1. Do the percentages in
the charts differ for non [X] software? If so why? 2. Traditionally requirements have been difficult to
nail down upfront. Why would obtaining usability requirements have more success than obtaining business
requirements? Thanks [NAME]

Constructive
Reasoning

[NAME] Great presentation clear voice. I love your accent. My question – did the authors talk about
requirements engineering in the context of various [X] methodologies? Because each [X] treats the re-
quirements engineering process very differently ([Y] versus [Z]) I’m wondering how the topics they covered
would change in these contexts. Or am I off track and it would not matter?

Interactive Hi [NAME] Interesting. You say that since [X] is 40 years old there should be some laws now. But I see
it this way; since [X] is 40 years old and there are no laws yet that must mean that they are really hard to
define. Which way do you see it? Cheers [NAME]

Off-task I remember - it just sounds too much with [X] and then its all I can think of is that song [NAME] PS
thanks for the post [NAME]
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(a) Mean length of paragraphs: Coh-Metrix label DESPL

(b) Number of sentences: Coh-Metrix label DESSC

(c) Number of words: Coh-Metrix label DESWC

Figure 7. Box plots for the Coh-Metrix features that appear in the top 20 most predictive features in each model in
Experiment 1, listed alphabetically by feature name for ease of reference. Plots use the same scale to show the distribution of
feature values across (left) the CoI phases of cognitive presence; and (right) the ICAP modes of cognitive engagement. In each
plot, the box extends from the lower to upper quartile values of the data, with a solid line at the median. The whiskers extend
from the box to show the range of the data. The mean is shown as a broken line. The rank in Experiment 1 is given for
reference, and features that are not in the top 20 for one of the frameworks are shown slightly faded.
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(d) SD of word length in letters: Coh-Metrix label DESWLltd

(e) Lexical diversity, all words: Coh-Metrix label LDTTRa

(f) Lexical diversity, content words: Coh-Metrix label LDTTRc

(g) Lexical diversity, VOCD: Coh-Metrix label LDVOCD

Figure 7. Box plots for the most predictive Coh-Metrix features in Experiment 1, listed alphabetically by feature name,
showing their distribution across (left) the CoI phases of cognitive presence, and (right) the ICAP modes of cognitive
engagement, on the same scale (cont.)
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(h) LSA given-new ratio: Coh-Metrix label LSAGN

(i) SD of LSA overlap in paragraph: Coh-Metrix label LSASSpd

(j) Flesch-Kincaid Grade Level score: Coh-Metrix label RDFKGL

(k) Flesch Reading Ease score: Coh-Metrix label RDFRE

Figure 7. Box plots for the most predictive Coh-Metrix features in Experiment 1, listed alphabetically by feature name,
showing their distribution across (left) the CoI phases of cognitive presence, and (right) the ICAP modes of cognitive
engagement, on the same scale (cont.)
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(l) Hypernyms for nouns: Coh-Metrix label WRDHYPn

(m) Meaningfulness: Coh-Metrix label WRDMEAc

Figure 7. Box plots for the most predictive Coh-Metrix features in Experiment 1, listed alphabetically by feature name,
showing their distribution across (left) the CoI phases of cognitive presence, and (right) the ICAP modes of cognitive
engagement, on the same scale (cont.)

(a) Number of periods: LIWC label Period

Figure 8. Box plots for the LIWC features that appear in the top 20 most predictive features in each model in Experiment 1,
listed alphabetically by feature name for ease of reference. Plots use the same scale to show the distribution of feature values
across (left) the CoI phases of cognitive presence; and (right) the ICAP modes of cognitive engagement. In each plot, the box
extends from the lower to upper quartile values of the data, with a solid line at the median. The whiskers extend from the box to
show the range of the data. The mean is shown as a broken line. The rank in Experiment 1 is given for reference, and features
that are not in the top 20 for one of the frameworks are shown slightly faded.
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(b) Number of question marks: LIWC label QMark

(c) Number of semi-colons: LIWC label SemiC

(d) Number of affective process words: LIWC label affect

(e) Number of expressions of assent: LIWC label assent

Figure 8. Box plots for the most predictive LIWC features in Experiment 1, listed alphabetically by feature name, showing
their distribution across (left) the CoI phases of cognitive presence, and (right) the ICAP modes of cognitive engagement, on
the same scale (cont.)
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(f) Number of discrepancy words: LIWC label discrep

(g) Number of hearing-related words: LIWC label hear

(h) Number of money words: LIWC label money

(i) Number of positive emotion words: LIWC label posemo

Figure 8. Box plots for the most predictive LIWC features in Experiment 1, listed alphabetically by feature name, showing
their distribution across (left) the CoI phases of cognitive presence, and (right) the ICAP modes of cognitive engagement, on
the same scale (cont.)
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(j) Number of personal pronouns: LIWC label ppron

(k) Number of tentative words: LIWC label tentat

Figure 8. Box plots for the most predictive LIWC features in Experiment 1, listed alphabetically by feature name, showing
their distribution across (left) the CoI phases of cognitive presence, and (right) the ICAP modes of cognitive engagement, on
the same scale (cont.)

(a) Message depth in discussion: label message.depth.

Figure 9. Box plots for the structural features that appear in the top 20 most predictive features in each model in Experiment 1,
listed alphabetically by feature name for ease of reference. Plots use the same scale to show the distribution of feature values
across (left) the CoI phases of cognitive presence; and (right) the ICAP modes of cognitive engagement. In each plot, the box
extends from the lower to upper quartile values of the data, with a solid line at the median. The whiskers extend from the box to
show the range of the data. The mean is shown as a broken line. The rank in Experiment 1 is given for reference, and features
that are not in the top 20 for one of the frameworks are shown slightly faded.
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(b) First message: label message.is.first

(c) Total number of replies: label message.replies.all

(d) Number of direct replies: label message.replies.direct

(e) Discussion size: label message.thread.size

Figure 9. Box plots for the most predictive structural features in Experiment 1, listed alphabetically by feature name, showing
their distribution across (left) the CoI phases of cognitive presence, and (right) the ICAP modes of cognitive engagement, on
the same scale (cont.)
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(a) SD of the mean number of syllables: Coh-Metrix label DESWLsyd

(b) Labelled as Active: label ICAP-A (c) Labelled as Exploration: label CoI-exploration

(d) Labelled as Constructive: label ICAP-C (e) Labelled as Other: label CoI-other

Figure 10. Box plots for the top 20 most predictive features for each framework in Experiment 2, excluding those that were in
the top 20 for Experiment 1 (shown in Figures 7, 8, and 9). Plots use the same scale to show the distribution of feature values
across (left) the CoI phases of cognitive presence; and (right) the ICAP modes of cognitive engagement. In each plot, the box
extends from the lower to upper quartile values of the data, with a solid line at the median. The whiskers extend from the box to
show the range of the data. The mean is shown as a broken line. The rank in Experiment 2 is given for reference, and features
that are not in the top 20 for one of the frameworks are shown slightly faded.
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(f) Labelled as Affirmation: label ICAP-F (g) Labelled as Triggering Event: label CoI-triggering

(h) Labelled as Interactive: label ICAP-I

Figure 10. Box plots for the top 20 most predictive features in Experiment 2, excluding those that were in the top 20 for
Experiment 1, showing their distribution across (left) the CoI phases of cognitive presence, and (right) the ICAP modes of
cognitive engagement, on the same scale (cont.)

Table 21. Features used and metrics reported in Experiment 1 and in previous studies using random forest classifiers to label
the CoI phases of cognitive presence.

Experiment 1 Kovanović et al.
(2016)

Farrow et al.
(2019)

Neto et al. (2018) Barbosa et al.
(2020)

Features used
Coh-Metrix 106 106 106 48 38
LIWC 91 91 91 24 64
Message depth X X X X X

First/ last message X X X X −
Number of replies direct + indirect X X X X

Cosine similarity to
previous/ next messages

− X X X X

Count of named entities − relevant relevant all all
Internal coherence − LSA LSA embeddings LSA

Metrics reported
Cohen’s κ 0.358 0.63 0.38 0.72 0.53
Macro-averaged F1 0.515 − 0.54 0.63 −
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Table 22. The top 20 features from Experiment 1 shown with their ranks in previous studies where random forest classifiers
were used to label the CoI phases of cognitive presence. The label − indicates that the feature was ranked outside the top 20,
while the label × indicates that the feature was not used in the model, to the best of our understanding. The top ranking features
from Farrow et al. (2019) were not previously published.

# Feature Description Kovanović
et al. (2016)

Farrow et al.
(2019)

Neto et al.
(2018)

Barbosa et
al. (2020)

1 cm.DESWC Number of words 1 2 10 1
2 message.is.first First message − 3 − ×
3 liwc.posemo Number of +ve emotion words − 9 × ×
4 cm.WRDMEAc Meaningfulness − 12 × ×
5 message.depth Message depth in discussion 4 4 3 3
6 cm.LDTTRa Lexical diversity, all words 3 6 16 −
7 liwc.SemiC Number of semi-colons − 5 − −
8 liwc.QMark Number of question marks 7 10 1 4
9 cm.WRDHYPn Hypernyms for nouns − 8 − −

10 message.replies.direct Number of direct replies × × × ×
11 liwc.affect Number of affective process words − 15 × ×
12 liwc.discrep Number of discrepancy words − 7 × ×
13 liwc.money Number of money words 10 11 × ×
14 message.thread.size Discussion size × × × ×
15 message.replies.all Total number of replies 13 16 − −
16 cm.LSASSpd SD of LSA overlap in paragraph − 19 − −
17 cm.DESWLltd SD of word length in letters − 13 − −
18 cm.LDVOCD Lexical diversity, VOCD 9 18 14 −
19 cm.LDTTRc Lexical diversity, content words 5 − 15 −
20 liwc.hear Number of hearing-related words − − × ×

Features from Experiment 1 ranked in the top 20 8/18 16/18 6/12 3/11
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