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Abstract

This paper describes the third Affective Behavior Anal-
ysis in-the-wild (ABAW) Competition, held in conjunction
with IEEE International Conference on Computer Vision
and Pattern Recognition (CVPR), 2022. The 3rd ABAW
Competition is a continuation of the Competitions held at
ICCV 2021, IEEE FG 2020 and IEEE CVPR 2017 Confer-
ences, and aims at automatically analyzing affect. This year
the Competition encompasses four Challenges: i) uni-task
Valence-Arousal Estimation, ii) uni-task Expression Classi-
fication, iii) uni-task Action Unit Detection, and iv) Multi-
Task-Learning. All the Challenges are based on a com-
mon benchmark database, Aff-Wild2, which is a large scale
in-the-wild database and the first one to be annotated in
terms of valence-arousal, expressions and action units. In
this paper, we present the four Challenges, with the uti-
lized Competition corpora, we outline the evaluation met-
rics and present both the baseline systems and the top per-
forming teams’ per Challenge. Finally we illustrate the
obtained results of the baseline systems and of all partic-
ipating teams. More information regarding the Competi-
tion and the leaderboard for each Challenge can be found
in the competition’s website: http://ibug.doc.ic.
ac.uk/resources/cvpr-2022-3rd-abaw .

1. Introduction

Affect recognition based on a subject’s facial expressions
has been a topic of major research in the attempt to generate
machines that can understand the way subjects feel, act and
react. The problem of affect analysis and recognition con-
stitutes a key issue in behavioural modelling, human com-
puter/machine interaction and affective computing. There
are a number of related applications spread across a variety
of fields, such as medicine, health, or driver fatigue, mon-
itoring, e-learning, marketing, entertainment, lie detection
and law.

In the past, due to the unavailability of large amounts

of data captured in real-life situations, research has mainly
focused on controlled environments. However, recently, so-
cial media and platforms have been widely used and large
amount of data have become available. Moreover, deep
learning has emerged as a means to solve visual analysis and
recognition problems. Thus, major research has been given
during the last few years to the development and use of
deep learning techniques and deep neural networks [17, 39]
in various applications, including affect recognition in-the-
wild, i.e., in unconstrained environments. Moreover, apart
from affect analysis and recognition, generation of facial af-
fect is of great significance, in many real life applications,
such as for synthesis of affect on avatars that interact with
humans, in computer games, in augmented and virtual envi-
ronments, in educational and learning contexts. The ABAW
Workshop exploits these advances and makes significant
contributions for affect analysis, recognition and synthesis
in-the-wild.

Ekman [13] was the first to systematically study human
facial expressions. His study categorizes the prototypical
facial expressions, apart from neutral expression, into six
classes representing anger, disgust, fear, happiness, sadness
and surprise. Furthermore, facial expressions are related to
specific movements of facial muscles, called Action Units
(AUs). The Facial Action Coding System (FACS) was de-
veloped, in which facial changes are described in terms of
AUs [5].

Apart from the above categorical definition of facial ex-
pressions and related emotions, in the last few years there
has been great interest in dimensional emotion representa-
tions, which are of great interest in human computer inter-
action and human behaviour analysis. Dimensional emotion
representations are used to tag emotional states in continu-
ous mode, usually in terms of the arousal and valence di-
mensions, i.e. in terms of how active or passive, positive or
negative is the human behaviour under analysis [14,49,57].

The third ABAW Competition, held in conjunction with
the IEEE International Conference on Computer Vision and
Pattern Recognition (CVPR), 2022 is a continuation of the
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first 1 [29] and second 2 [37] ABAW Competitions held in
conjunction with the IEEE Conference on Face and Ges-
ture Recognition (IEEE FG) 2021 and with the Interna-
tional Conference on Computer Vision (ICCV) 2022, re-
spectively, which targeted dimensional (in terms of valence
and arousal) [1–3, 8, 9, 11, 24, 40, 45, 53, 54, 58, 64, 65, 67],
categorical (in terms of the basic expressions) [12, 15, 16,
38, 41, 42, 60] and facial action unit analysis and recogni-
tion [7, 18, 22, 30, 31, 46, 50, 53]. The third ABAW Com-
petition contains four Challenges, which are based on the
same in-the-wild database, (i) the uni-task Valence-Arousal
Estimation Challenge; (ii) the uni-task Expression Clas-
sification Challenge (for the 6 basic expressions plus the
neutral state plus the ’other’ category that denotes expres-
sions/affective states other than the 6 basic ones); (iii) the
uni-task Action Unit Detection Challenge (for 12 action
units); (iv) the Multi-Task Learning Challenge (for joint
learning and predicting of valence-arousal, 8 expressions -6
basic plus neutral plus ’other’- and 12 action units). These
Challenges produce a significant step forward when com-
pared to previous events. In particular, they use the Aff-
Wild2 [28–37, 62], the first comprehensive benchmark for
all three affect recognition tasks in-the-wild: the Aff-Wild2
database extends the Aff-Wild [28,32,62], with more videos
and annotations for all behavior tasks.

The remainder of this paper is organised as follows. We
introduce the Competition corpora in Section 2, the Compe-
tition evaluation metrics in Section 3, the developed base-
line and the top performing teams per Challenge, along with
the obtained results in Section 4, before concluding in Sec-
tion 5.

2. Competition Corpora
The third Affective Behavior Analysis in-the-wild

(ABAW2) Competition relies on the Aff-Wild2 database,
which is the first ever database annotated for all three main
behavior tasks: valence-arousal estimation, action unit de-
tection and expression classification. These three tasks con-
stitute the basis of the four Challenges.

The Aff-Wild2 database, in all Challenges, is split into
training, validation and test set. At first the training and
validation sets, along with their corresponding annotations,
are being made public to the participants, so that they can
develop their own methodologies and test them. The train-
ing and validation data contain the videos and their corre-
sponding annotation. Furthermore, to facilitate training, es-
pecially for people that do not have access to face detec-
tors/tracking algorithms, we provide bounding boxes and
landmarks for the face(s) in the videos (we also provide the

1https://ibug.doc.ic.ac.uk/resources/iccv-2021-
2nd-abaw/

2https://ibug.doc.ic.ac.uk/resources/fg-2020-
competition-affective-behavior-analysis/

aligned faces). At a later stage, the test set without annota-
tions will be given to the participants. Again, we will pro-
vide bounding boxes and landmarks for the face(s) in the
videos (we will also provide the aligned faces).

In the following, we provide a short overview of each
Challenge’s dataset and refer the reader to the original work
for a more complete description. Finally, we describe the
pre-processing steps that we carried out for cropping and
aligning the images of Aff-Wild2. The cropped and aligned
images have been utilized in our baseline experiments.

2.1. Valence-Arousal Estimation Challenge

This Challenge’s corpora include 564 videos in Aff-
Wild2 that contain annotations in terms of valence and
arousal. Sixteen of these videos display two subjects, both
of which have been annotated. In total, 2, 816, 832 frames,
with 455 subjects, 277 of which are male and 178 female,
have been annotated by four experts using the method pro-
posed in [4]. Valence and arousal values range continu-
ously in [−1, 1]. Figure 1 shows the 2D Valence-Arousal
histogram of annotations of Aff-Wild2.

Figure 1. Valence-Arousal Estimation Challenge: 2D Valence-
Arousal Histogram of Annotations in Aff-Wild2

Aff-Wild2 is split into training, validation and testing
sets. Partitioning is done in a subject independent manner,
in the sense that a person can appear strictly in only one of
these sets. These sets consist of 341, 71 and 152 videos,
respectively.

2.2. Expression Classification Challenge

This Challenge’s corpora include 546 videos in Aff-
Wild2 that contain annotations in terms of the the 6 basic
expressions, plus the neutral state, plus a category ’other’
that denotes expressions/affective states other than the 6 ba-
sic ones. Seven of these videos display two subjects, both
of which have been annotated. In total, 2, 624, 160 frames,
with 437 subjects, 268 of which are male and 169 female,
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have been annotated by seven experts in a frame-by-frame
basis. Table 1 shows the distribution of the expression an-
notations of Aff-Wild2.

Table 1. Expression Classification Challenge: Number of Anno-
tated Images for each Expression

Expressions No of Images
Neutral 468,069
Anger 36,627

Disgust 24,412
Fear 19,830

Happiness 245,031
Sadness 130,128
Surprise 68,077

Other 512,262

Aff-Wild2 is split into training, validation and testing
sets, in a subject independent manner. These sets consist
of 248, 70 and 228 videos, respectively.

2.3. Action Unit Detection Challenge

This Challenge’s corpora include 541 videos that con-
tain annotations in terms of 12 AUs, namely AU1, AU2,
AU4, AU6, AU7, AU10, AU12, AU15, AU23, AU24, AU25
and AU26. Seven of these videos display two subjects,
both of which have been annotated. In total, 2, 627, 632
frames,with 438 subjects, 268 of which are male and 170
female, have been annotated in a semi-automatic procedure
(that involves manual and automatic annotations). The an-
notation has been performed in a frame-by-frame basis. Ta-
ble 2 shows the name of the twelve action units that have
been annotated, the action that they are associated with and
the distribution of their annotations in Aff-Wild2.

Table 2. Action Unit Detection Challenge: Distribution of AU
Annotations in Aff-Wild2

Action Unit # Action
Total Number

of Activated AUs
AU 1 inner brow raiser 301,102
AU 2 outer brow raiser 139,936
AU 4 brow lowerer 386,689
AU 6 cheek raiser 619,775
AU 7 lid tightener 964,312
AU 10 upper lip raiser 854,519
AU 12 lip corner puller 602,835
AU 15 lip corner depressor 63,230
AU 23 lip tightener 78,649
AU 24 lip pressor 61,500
AU 25 lips part 1,596,055
AU 26 jaw drop 206,535

Aff-Wild2 is split into training, validation and testing
sets, in a subject independent manner. These sets consist
of 295, 105 and 141 videos, respectively.

2.4. Multi-Task-Learning Challenge

For this Challenge’s corpora, we have created a static
version of the Aff-Wild2 database, named s-Aff-Wild2. s-
Aff-Wild2 contains selected-specific frames/images from
Aff-Wild2. In total, 220,583 images are used that contain
annotations in terms of valence-arousal; 6 basic expres-
sions, plus the neutral state, plus the ’other’ category; 12
action units (as described in the previous subsections).

2.5. Aff-Wild2 Pre-Processing: Cropped &
Cropped-Aligned Images

At first, all videos are splitted into independent frames.
Then they are passed through the RetinaFace detector [10]
so as to extract, for each frame, face bounding boxes and 5
facial landmarks. The images were cropped according the
bounding box locations; then the images were provided to
the participating teams. The 5 facial landmarks (two eyes,
nose and two mouth corners) were used to perform similar-
ity transformation. The resulting cropped and aligned im-
ages were additionally provided to the participating teams.
Finally, the cropped and aligned images were utilized in our
baseline experiments, described in Section 4.

All cropped and cropped-aligned images were resized to
112 × 112 × 3 pixel resolution and their intensity values
were normalized to [−1, 1].

3. Evaluation Metrics Per Challenge
Next, we present the metrics that will be used for assess-

ing the performance of the developed methodologies of the
participating teams in each Challenge.

3.1. Valence-Arousal Estimation Challenge

The performance measure is the average between the Con-
cordance Correlation Coefficient (CCC) of valence and
arousal. CCC evaluates the agreement between two time
series (e.g., all video annotations and predictions) by scal-
ing their correlation coefficient with their mean square dif-
ference. CCC takes values in the range [−1, 1]; high values
are desired. CCC is defined as follows:

ρc =
2sxy

s2x + s2y + (x̄− ȳ)2
, (1)

where sx and sy are the variances of all video va-
lence/arousal annotations and predicted values, respec-
tively, x̄ and ȳ are their corresponding mean values and sxy
is the corresponding covariance value.

Therefore, the evaluation criterion for the Valence-
Arousal Estimation Challenge is:



PV A =
ρa + ρv

2
(2)

3.2. Expression Classification Challenge

The performance measure is the average F1 Score across
all 8 categories (i.e., macro F1 Score). The F1 score is a
weighted average of the recall (i.e., the ability of the classi-
fier to find all the positive samples) and precision (i.e., the
ability of the classifier not to label as positive a sample that
is negative). The F1 score takes values in the range [0, 1];
high values are desired. The F1 score is defined as:

F1 =
2× precision× recall

precision+ recall
(3)

Therefore, the evaluation criterion for the Expression
Classification Challenge is:

PEXPR =

∑
expr F

expr
1

8
(4)

3.3. Action Unit Detection Challenge

The performance measure is the average F1 Score across
all 12 AUs (i.e., macro F1 Score). Therefore, the evaluation
criterion for the Action Unit Detection Challenge is:

PAU =

∑
au F

au
1

12
(5)

3.4. Multi-Task-Learning Challenge

The performance measure is the sum of: the average
CCC of valence and arousal; the average F1 Score of the 8
expression categories; the average F1 Score of the 12 action
units (as defined above). Therefore, the evaluation criterion
for the Multi-Task-Learning Challenge is:

PMTL = PV A + PEXPR + PAU

=
ρa + ρv

2
+

∑
expr F

expr
1

8
+

∑
au F

au
1

12
(6)

4. Baseline Networks & Participating Teams’
Methods and Results

All baseline systems rely exclusively on existing open-
source machine learning toolkits to ensure the reproducibil-
ity of the results. All systems have been implemented in
TensorFlow; training time was around six hours on a Titan
X GPU, with a learning rate of 10−4 and with a batch size
of 256.

In this Section, we present the top-performing teams per
Challenge and we also describe the baseline systems devel-
oped for each Challenge; finally we report their obtained
results, also declaring the winners of each Challenge.

4.1. Valence-Arousal Estimation Challenge

In total, 33 Teams participated in the VA Estimation
Challenge. 16 Teams submitted their results. 7 Teams
scored higher than the baseline.

The winner of this Challenge is: Situ-RUCAIM3 con-
sisting of: Chuanhe Liu, Liyu Meng, Xiaolong Liu, Yuchen
Liu, Zhaopei Huang, Meng Wang, Yuan Cheng, Qin Jin
(Beijing Seek Truth Data Technology Services Co Ltd).

The runner up is: FlyingPigs (that also participated last
year in the 2nd ABAW Competition) consisting of: Cuntai
Guan, Ruyi An, Yi Ding, Su Zhang (Nanyang Technologi-
cal University).

In the third place is: PRL consisting of: Soo-Hyung
Kim, Hong-Hai Nguyen, Van-Thong Huynh (Chonnam Na-
tional University).

Baseline Network The baseline network is a ResNet
with 50 layers, pre-trained on ImageNet (ResNet50) and
with a (linear) output layer that gives final estimates for
valence and arousal.

Table 3 presents the leaderboard and results of the partic-
ipating teams’ algorithms that scored higher than the base-
line in the Valence-Arousal Estimation Challenge. Table
3 illustrates the CCC evaluation of valence and arousal
predictions on the Aff-Wild2 test set; it further shows the
baseline network results (ResNet50). For reproducibil-
ity reasons, a link to a Github repository for each par-
ticipating team’s methodology exists and can be found in
the corresponding leaderboard published in the official 3rd
ABAW Competition’s website 3. It can be observed that
Situ-RUCAIM3’s method achieved the overall best perfor-
mance (evaluation criterion is the mean CCC of valence and
arousal) and the best performance in valence estimation.
The FlyingPigs’ method although ranked second in over-
all performance, it achieved the best performance in arousal
estimation. Finally let us mention that the baseline network
performance on the validation set is: 0.31 for valence and
0.17 for arousal (in terms of CCC).

4.2. Expression Classification Challenge

In total, 30 Teams participated in the Expression Clas-
sification Challenge. 14 Teams submitted their results. 7
Teams scored higher than the baseline.

The winner of this Challenge is: Netease Fuxi Virtual
Human (that also participated last year in the 2nd ABAW
Competition and was the winner of the respective Chal-
lenge) consisting of: Wei Zhang, Feng Qiu, Hao Zeng,
Suzhen Wang, Zhimeng Zhang, Bowen Ma, Rudong An,
Yu Ding (Netease Fuxi AI Lab).

3https://ibug.doc.ic.ac.uk/resources/cvpr-2022-
3rd-abaw/
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Table 3. Valence-Arousal Estimation Challenge Results: the eval-
uation criterion is the average CCC; CCC is displayed in %; the
best performing submission is indicated in bold

Teams CCC-V CCC-A

Situ-RUCAIM3 [43]

56.05
57.79
60.6
58.98
59.29

51.65
57.81
59.6

60.18
59.85

FlyingPigs [63]

49.03
49.03
52.00
47.94
51.11

57.33
58.42
60.16
58.00
58.65

PRL [44]

37.00
45.00
38.45
19.55
20.00

38.14
44.48
39.51
17.55
18.00

HSE-NN [51]

40.14
40.83
40.61
41.74
41.35

42.78
43.89
43.49
45.38
44.88

AU-NO [25]

37.60
39.57
32.70
41.82

37.99
37.56
35.87
40.66

LIVIA-2022 [48]

37.17
32.08
35.61
37.42

36.24
32.95
29.21
36.33

Netease Fuxi
Virtual Human [66]

11.86
30.05
21.61
27.13
24.88

23.96
24.42
25.09
22.61
25.63

baseline [27] 18.00 17.00

The runner up is: IXLAB consisting of: Jin-Woo Jeong,
Jae-Yeop Jeong, Yeong-Gi Hong, Daun Kim (Seoul Na-
tional University of Science and Technology), Yuchul Jung
(Kumoh National Institute of Technology).

In the third place is: AlphaAff consisting of: Fanglei
Xue, Zhongsong Ma (University of Chinese Academy of
Sciences), Zichang Tan, Yu Zhu, Guodong Guo (Baidu Re-
search).

Baseline Network The baseline network is a VGG16
network with fixed (i.e., non-trainable) convolutional
weights (only the 3 fully connected layers were trainable),

pre-trained on the VGGFACE dataset and with an output
layer equipped with softmax activation function which
gives the 8 expression predictions.

Table 4 presents the leaderboard and results of the partic-
ipating teams’ algorithms that scored higher than the base-
line in the Expression Classification Challenge. Table 4 il-
lustrates the average F1 score evaluation of predictions on
the Aff-Wild2 test set; it further shows the baseline network
results (VGG16). For reproducibility reasons, a link to a
Github repository for each participating team’s methodol-
ogy exists and can be found in the corresponding leader-
board published in the official 3rd ABAW Competition’s
website. Finally let us mention that the baseline network
performance on the validation set is: 0.23 (in terms of aver-
age F1 score).

Table 4. Expression Classification Challenge Results: the evalua-
tion criterion is the average F1 Score, which is displayed in %; the
best performing submission is indicated in bold

Teams F1

Netease Fuxi
Virtual Human [66]

33.43
28.46
35.87
26.73
33.97

IXLAB [21]
30.64
30.24
33.77

AlphaAff [59]

31.38
31.73
32.17
31.85
31.79

HSE-NN [51]

29.26
29.73
29.64
30.25
30.07

PRL [47]

26.86
26.73
26.32
28.6

dgu [26] 27.2

USTC-NELSLIP [61]

21.91
21.69
21.80
21.31
21.89

baseline [27] 20.50



4.3. Action Unit Detection Challenge

In total, 38 Teams participated in the Action Unit Detec-
tion Challenge. 19 Teams submitted their results. 8 Teams
scored higher than the baseline.

The winner of this Challenge is: Netease Fuxi Virtual
Human (that also participated last year in the 2nd ABAW
Competition and was the winner of the respective Chal-
lenge) consisting of: Wei Zhang, Feng Qiu, Hao Zeng,
Suzhen Wang, Zhimeng Zhang, Bowen Ma, Rudong An,
Yu Ding (Netease Fuxi AI Lab).

The runner up (with a very small difference from the
winning team -49.89 vs 49.82-) is: SituTech consisting of:
Chuanhe Liu, Wenqiang Jiang, Liyu Meng, Yannan Wu,
Fengsheng Qiao, Yuanyuan Deng (Beijing Seek Truth Data
Technology Services Co Ltd).

In the third place is: PRL consisting of: Soo-Hyung
Kim, Hong-Hai Nguyen, Van-Thong Huynh (Chonnam Na-
tional University).

In the fourth place is: STAR-2022 consisting of:
Lingfeng Wang, Shisen Wang, Jin Qi (University of Elec-
tronic Science and Technology of China).

Baseline Network The baseline network is a VGG16
network with fixed convolutional weights (only the 3
fully connected layers were trained), pre-trained on the
VGGFACE dataset and with an output layer equipped with
sigmoid activation function which gives the 12 action unit
predictions.

Table 5 presents the leaderboard and results of the partic-
ipating teams’ algorithms that scored higher than the base-
line in the Action Unit Detection Challenge. Table 5 illus-
trates the average F1 score evaluation of predictions on the
Aff-Wild2 test set; it further shows the baseline network
results (VGG16). For reproducibility reasons, a link to a
Github repository for each participating team’s methodol-
ogy exists and can be found in the corresponding leader-
board published in the official 3rd ABAW Competition’s
website. It is worth mentioning that, in this Challenge, the
difference in the methods’ performance between the win-
ner of the Challenge and the team that ranked in the second
place is only 0.07%. In general, the difference in the meth-
ods’ performance between the top-four performing teams is
less than 1.1%. Finally let us mention that the baseline net-
work performance on the validation set is: 0.39 (in terms of
average F1 score).

4.4. Multi-Task-Learning Challenge

In total, 28 Teams participated in the Multi-Task Learn-
ing Challenge. 12 Teams submitted their results. 4 Teams
scored higher than the baseline.

The winner of this Challenge is: NISL-2022 (that has

Table 5. Action Unit Detection Challenge Results: the evaluation
criterion is the average F1 Score, which is displayed in %; the best
performing submission is indicated in bold

Teams F1

Netease Fuxi
Virtual Human [66]

49.30
49.89
17.75
16.38
16.90

SituTech [23]

49.56
49.39
44.65
49.82
48.73

PRL [44]

47.9
48.77
48.26
48.26
49.04

STAR-2022 [55] 48.83

HSE-NN [51]

46.60
47.18
47.05
47.13
47.31

ISIR DL [52]

44
44.32
42.09
42.88
44.30

SCPRLab@CNU [19]
42.06
42.06
42.06

USTC-AC [56]

41.57
41.13
41.39
40.63

baseline [27] 36.50

participated both in the 1st and 2nd ABAW Competitions
and has been the winner of multiple Challenges) consisting
of: Didan Deng, Bertram Emil Shi (Hong Kong University
of Science and Technology).

The runner up is: IMLAB consisting of: Sejoon Lim,
Geesung Oh, Euiseok Jeong (Kookmin University).

In the third place is: HSE-NN consisting of: Andrey
Savchenko (HSE University).

Baseline Network The baseline network is a VGG16
network with with fixed convolutional weights (only the
3 fully connected layers were trained), pre-trained on the



VGGFACE dataset. The output layer consists of 22 units:
2 linear units that give the valence and arousal predictions;
8 units equipped with softmax activation function that give
the expression predictions; 12 units equipped with sigmoid
activation function that give the action unit predictions.

Table 6 presents the leaderboard and results of the partic-
ipating teams’ algorithms that scored higher than the base-
line in the Multi-Task Learning Challenge. Table 6 illus-
trates the evaluation of predictions on the Aff-Wild2 test set
(in terms of the sum of the average CCC between valence-
arousal, the average F1 score of the expression classes and
the average F1 score of the action units); it further shows
the baseline network results (VGG16). For reproducibility
reasons, a link to a Github repository for each participating
team’s methodology exists and can be found in the corre-
sponding leaderboard published in the official 3rd ABAW
Competition’s website. Finally let us mention that the base-
line network performance on the validation set is: 0.30 (in
terms of average F1 score).

Table 6. Multi-Task Learning Challenge Results: the evaluation
criterion is the sum of the evaluation criteria of each task, which
is displayed in %; the best performing submission is indicated in
bold

Teams Overall Metric

NISL 2022 [6]
110.38
113.28

IMLAB [20]

91.21
80.72
83.52
95.31

HSE-NN [51]

79.34
80.90
80.83
78.72

Netease Fuxi
Virtual Human [66]

56.62
59.47
56.84
61.50
67.50

baseline [27] 28.00

5. Conclusion
In this paper we have presented the third Affective Be-

havior Analysis in-the-wild Competition (ABAW) 2022
held in conjunction with IEEE CVPR 2022. This Competi-
tion is a continuation of the first and second ABAW Com-
petitions held in conjunction with IEEE FG 2020 and ICCV
2021, respectively. This Competition comprises four Chal-
lenges targeting: i) uni-task valence-arousal estimation, ii)

uni-task expression classification (8 categories), iii) uni-task
action unit detection (12 action units) and iv) multi-task-
learning. The database utilized for this Competition has
been derived from the Aff-Wild2, the first and large-scale
database annotated for all these three behavior tasks.

The third ABAW Competition has been a very success-
ful one with the participation of 33 Teams in the Valence-
Arousal Estimation Challenge, 30 Teams in the Expression
Classification Challenge, 38 Teams in the Action Unit De-
tection Challenge and 28 Teams in the Multi-Task Learning
Challenge. All teams’ solutions were very interesting and
creative, providing quite a push from the developed base-
lines.
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