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Recent advances in generative Artificial Intelligence (AI) and Human-Computer Interaction (HCI) have led to a design trend of user
interfaces supporting novices in co-creating with AI. Typically, these tools aim to extend novices’ abilities and democratise the more
difficult aspects of creative practice. We suggest that designing for reflection might be an interesting alternative avenue to explore in
novice’s creative co-creation with generative AI. We contribute a systematic literature review of 122 creative AI co-creators – mostly
for music – with respect to HCI theories on reflection. We then explore findings from our literature review within the domain of music,
suggesting an interface design for an interactive tool based on the current trend in music AI to expose the latent space of variational
autoencoders.
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1 INTRODUCTION

Advances in computing power have enabled the development of increasingly complex Artificial Intelligence (AI),
especially with respect to machine learning models and deep neural networks [9, 13]. In particular, generative techniques
such as generative adversarial networks [15] and variational autoencoders (VAEs) [22] have made it easier for people to
incorporate generated outputs into their own artistic creations [13]. Indeed, it is becoming increasingly accessible for
people to co-create creative artefacts with AI.

The evaluation of such tools for novice’s co-creation with generative AI systems have generally been inspired by
‘third-wave’ HCI techniques [7], examining how tools support engagement as opposed to ease-of-use [6, 7]. For example,
see [1, 10, 19, 23]. However, this does not necessarily support novices in exploring some of the holistic benefits of
creative practice, such as growing themselves artistically (for example, a composer might consider how their music
meets their artistic intentions [21, 42]) or complementing their understanding of other creative experiences (for example,
composers might consider how performers might interpret their notations [21, 42]). In this paper, we take an alternative
viewpoint which emphasises reflection in the co-creative process between people and generative AI systems. Indeed, we
suggest that an alternative role for AI in a collaborative creative process could be to encourage reflection. We explore
this through the lense of music AI co-creators, first i) systematically exploring reflection in musical co-creative AI
literature, and ii) suggesting the design of a user interface to provide opportunities for reflection in novice’s music

co-creation with AI.

2 REFLECTION

Reflection is an ill-defined concept. We propose, based on related work [2, 5, 26, 35], that reflection is a process where
different solutions are contemplated during or after moments of uncertainty. Key to this definition is the notion of
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uncertainty — reflection is prompted at points where a person’s actions lead to results that do not match their tactic
know-how [2, 35]. It is also notable that reflection occurs both in-action and on-action, as discussed by Schön [35],
who is frequently cited in HCI research on reflection [5]. Designing for reflection was a topic of concern in HCI since
around the early 2000s [5] but saw a surge in interest following a CHI workshop [34] and a number of review papers
mapping out the field [4, 5, 12] around the 2010s. Notably, Fleck and Fitzpatrick [12] reviewed interdisciplinary literature
on reflection to produce a pragmatic framework for interaction designers, describing the ways in which computers
could support different levels of reflection from R0 (no elaboration on a description of events) to R4 (considering wider
issues). A key idea was to encourage people to reflect by displaying novel information — although others highlight
that people also need a reason to reflect and encouragement to do so [37]. A different perspective is Gaver, Beaver
and Benford’s [14] work on designing intentionally suggestive artefacts to encourage reflection — for example, by
implicating incompatible contexts into one design.

2.1 Reflection in Human-AI Co-creation

As an initial investigation into the landscape of reflection in human-AI co-creators, a corpus of 122 papers from 2010-2020
were reviewed. 82 papers were gathered from the New Instruments for Musical Expression (NIME) conference series
because it has a rich catalogue of systems designed to enhance novices creativity. 24 papers were also gathered from
the International Conference on Computational Creativity (ICCC) because it is a relatively young conference (starting
in 2010), distinctly exploring the role that computers play in creative practices. To identify papers, text from each
conference paper’s PDF was extracted and scanned for the keywords used in Pessoa et al. [30] to discover interfaces
targeting novices. The abstract of these papers were then manually analysed before inclusion. 13 more papers were also
added from Herreman et al.’s [16] review of generative music systems, selecting those which included a user interface,
alongside three more papers recommended by colleagues [10, 23, 31], to capture a broader selection of AI systems.

Each paper was scored against a rubric describing design features which encourage reflection, listed below alongside
examples of papers found in our literature review. This was based largely on Fleck and Fitzpatrick [12] because it
provides a pragmatic operationalisation for determining the amount of reflection an interface might afford.

• R1: The interface provides a log of knowledge and experience, including mechanisms for sharing
designs (e.g. through online forums). For example, MicroJam [24, 25] is an app where tiny musical perfor-
mances can be created by drawing lines onto a screen. A log of these touch-screen interactions are then stored,
which can be shared online to encourage reflection within a community.

• R2: The interface offers reflective prompts, annotates people’s creations, or encourages collaboration
during the creative process. For example, Huang and Chew’s Palestrina Pal [18] analyses and annotates MIDI
files provided by the user against a set of music theory rules, annotating melodic errors in their graphical user
interface which people could reflect upon.

• R3a: The interface presents more information than people are able to usually analyse. For example,
Holbrow, Jessop and Kleinberger’s [17] ORB — a round ball held in the hand — produces “feedback about[...]
the vibrations produced in a person’s body” [17, pg. 433] when using their voice. People were thus more aware
of the “vibration(s) caused by amplitude, frequency, and timbre” [17, pg. 433] beyond what they may usually
notice when singing, providing opportunities for novel reflections on their creative practice.

• R3b: The interface presents suggestive elements within the context of the design (cf. [14]). For example,
the Creative Sketching Partner [20] allows people to draw a sketch and then responds with an similar image,
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but purposefully quantifies conceptual information to generate images with a high novelty, suggesting new
ideas to people which might prompt reflection during their artistic process.

An overview of our survey results are visualised in Figure 1. 76/122 papers did not encourage reflection. Of the
remaining 46 papers, 6 papers reached R1, 23 reached R2, 15 reached R3a, and 2 reached R3b. Indeed, at the highest levels
of reflection, 15 papers provided extra information to people (R3a), whereas only 2 papers used ‘suggestive’ designs
(R3b). No NIME papers in the corpus used ‘suggestive’ designs — the general trend was to use simplistic mappings,
lowering the barrier of entry for novices, perhaps following advice from seminal works [36, 39, 41]. In summary, we
found that using suggestive designs (R3b) to encourage reflection was largely unexplored in novice co-creators.

Fig. 1. A chart showing the number of papers for each category of reflection, split by publication venue.

Fig. 2. A low fidelity mock-up of a latent space based interface, designed for exploring reflection in novice’s music co-creation with AI.
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3 USER INTERFACE DESIGN PROPOSAL

We take generative music AI systems as a key form of creative practice in which to explore how reflection could be
used in the design of co-creative systems. Generative models have made an impact in music, where researchers have
leveraged generative AI to scaffold novice’s music composition process [1, 10, 11, 19, 23, 27], making it “conceivable for
[people] with no composition training to create music” [23]. Indeed, generative AI has been used to support people’s
music composition process in multiple ways, such as by evaluating their creations against music theory [18], acting
as an improvisation partner [27], or composing harmonies [19]. Specifically, we decided to focus on a current trend
in human-AI music co-creation to expose the latent space of generative music models [23, 29, 38], allowing people to
create their own music by sampling from a compressed possibility space — for example, latent space models have been
used for generating [40, 43], exploring [8] and in-painting [29] music.

A low fidelity mock-up of our proposed interface is shown in Figure 2. On the left hand side is a grid mapping to a
VAEs latent vector. People can select points from this grid to generate short musical fragments, displayed as music
notation below the latent grid. These fragments can then be dragged into the slots on the right to create musical
compositions, and played back (from left to right) using the playback controls. In our design, we aimed to incorporate
features encouraging the higher levels of reflection, R3a and R3b, as described above. Firstly, we were inspired by related
work [3, 28] to implement a heat map within the latent vector visualisation (see top left of Figure 2). Hot areas thus
represent locations in the latent space that people have frequently explored, making it possible for them to analyse how
they interacted with the latent space. By identifying areas in the latent space that they have not recently used, people
are presented with more information than they would otherwise have been able to analyse, satisfying R3a. Furthermore,
we suggest that the underlying generative model could sample from two VAEs trained on contrasting musical datasets
— such as Bach pieces [19] and rock guitar pieces [33]. During the composition process, we could then use these outputs
(displayed in the bottom left of Figure 2) to interpolate within the latent space of a larger, pre-trained music generation
model (such as [32]), outputting fragments of generated music which are in some way ‘between genres’. This would
suggest new elements which could provide more opportunities for people to reflect on their music whilst composing,
satisfying R3b. This might also cause uncertainty as outputs are blending between incompatible contexts, perhaps
encouraging reflection in a different way.

4 CONCLUSION

By reviewing 122 papers on novice’s co-creation with generative AI, we found that the majority of creative AI tools
for novices in our sample did not offer opportunities for reflection. As first steps towards exploring this further, we
then proposed a user interface design, motivating our work within the domain of music. In future work, we plan to
make our proposed interface a reality, exploring how novices might engage in reflection during interaction. We are
curious as to whether i) novices will engage in reflection more so when areas of the latent space they frequently explore
are visualised, and ii) understand how people might react when interacting with seemingly incompatible latent space
representations from different music genres. Overall, we hope to better understand how reflection occurs in human-AI
interactions, and strive to demonstrate the validity of our approach of designing for reflection.
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