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Abstract

Media is evolving from traditional linear narratives to personalised experiences, where con-
trol over information (or how it is presented) is given to individual audience members. Mea-
suring and understanding audience engagement with this media is important: a post-hoc 
understanding of how engaged audiences are with the content will help production teams 
learn from experiences and improve future productions. Engagement is typically measured 
by asking samples of users to self-report, which is time consuming and expensive. In some 
domains, however, interaction data have been used to infer engagement. The nature of in-
teractive media facilitates a much richer set of interaction data than traditional media; this 
thesis aims to understand if these data can be used to understand and infer audience engage-
ment and, by extension, the abandonment of content.

This thesis reports studies, run in collaboration with the BBC, of engagement and abandon-
ment using data captured from audience interactions with an interactive TV show and an 
adaptive tutorial. It was found that engagement can be modelled and predicted in the in-
teractive TV show, and that users appear to behave differently based on their level of en-
gagement. For example, high engagement is associated with consumption-type behaviours, 
while low engagement is associated with skipping-type behaviours. When investigating the 
data collected from the adaptive tutorial, the results revealed that user context, rather than 
user interactions, affects the engagement of users. Abandonment was investigated using a 
wider dataset collected from the national release of the interactive TV show; it was demon-
strated that abandonment could be accurately predicted from the interactions of users. An 
increase in moving backwards and forwards in the show were indicative of an increase in 
abandonment, suggesting an exploratory-type behaviour. When exploring the link between 
abandonment and engagement, it was found that low engagement users were predicted to 
drop out further from the end, suggesting a relationship between the two. The results demon-
strate that interaction data is a viable method for the evaluation of media is this evolving do-
main.

To move towards consistency in the interaction data analysis field, the thesis proposes a 
framework to provide methodological support for researchers. Through an analysis of the 
literature, meta-issues were identified in the communication of research which create barri-
ers in reproducibility and reduces transparency. The framework provides structure for those 
undertaking research on understanding users through their interactions and a terminology 
that can be applied consistently across the different disciplines in this area. It is conjectured 
that using such a framework should improve both the quality of science and science com-
munication in the area, with more reproducible and transparent research being enabled.
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Chapter 1

Introduction

Interactive media is becoming more mainstream, driven by the shift to consuming content 
over the Internet. This delivery mechanism allows for individual audience members to re-
ceive different – personalised – content, where the information can be tailored to their in-
dividual needs, context, or knowledge, or to their input. In this context, a form of media 
that is neither linear video nor traditional computer game is re-emerging (Roth and Koenitz, 
2019; Ursu et al., 2008). Differing from traditional media, where a single piece of content 
is produced that aims to engage and entertain the whole audience, these experiences aim 
to engage the individual through personalisation. With personalisation at the forefront of 
the experience, the audience may be able to get different information, levels of detail, or 
stories; information could be presented in different audiovisual forms, or a scene might be 
viewable from a different perspective. This is where the future of TV is heading. For exam-
ple, Netflix are investing heavily in this area with the creation of several “interactive spe-
cials” (a dedicated section on their platform) such as “Black Mirror: Bandersnatch”, 2018
and “You vs. Wild”, 2019 which allow the viewer to make decisions that change the path 
through the narrative and affects the story presented to them.

The emergence of interactive media is born out of wanting to produce more engaging and 
enjoyable media content. While a one-size-fits-all piece of content (traditional media) can 
engage an audience, the individual characteristics and nuances that an audience bring are 
not considered, which both limits the engagement and may exclude a portion of the audi-
ence. With personalisation at the forefront, a larger proportion of the audience could be en-
gaged as the content is tailored to the individual as per the methods previously mentioned. 
Further, excluded audience members, whether down to taste or content preference, may be 
included through tailoring to their context, needs, knowledge, or based on their input.

The BBC’s approach to the creation of these experiences is to compose the programme 
from smaller objects (for example, “Object-Based Media”, 2017). Each object contains 
some media that conveys a certain meaning (e.g., an audio or video snippet), and metadata 
describes how these can be arranged, opening a wide range of content creation possibili-
ties that are tailored to the individual. This approach has been used to create a variety of 
experiences, including: an adaptive tutorial where the audience have control over the pre-
sentation and can move backwards and forwards between the steps (for example, “BBC: 
Make-along: Origami Jumping Frog”, 2017); an interactive cookery show that adapts to 
the viewer’s progress (for example, “BBC: Cook-Along Kitchen Experience”, 2016); and a 
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documentary where preference questions are asked up-front and the content automatically 
alters to suit the individual (for example, “BBC: Instagramification”, 2019). The BBC want 
to understand what benefits these types of experiences bring to audiences. They have there-
fore built a research platform that supports building, delivering, and testing experiences. 
One part of this research is understanding how success can be measured, and whether this 
can be done by analytical methods.

The types of experiences described above, which are a subset of personalised experiences, 
are the focus of this thesis. Behind the scenes, interactive media experiences are formed 
of narrative elements (pieces of content) and are linked together (forming paths through 
the experience). The links between narrative elements can have conditions associated with 
them, and may or may not be exposed to the audience as a choice. Narrative elements can 
have multiple representations (video or audio, for example), each of which gives broadly 
the same information, but in a different form. The personalisation in these experiences can 
be implicit (e.g., questions asked up-front to reorder the content) or interactive (e.g., oppor-
tunities for the audience to interact with the content).

The personalised nature of the media makes them more complex than traditional linear me-
dia to evaluate, as different audience members can have differently tailored experiences. To 
further conflate the challenge, and as the area is new, there is a lack of an established un-
derstanding and techniques that media producers can draw from to assess the success (or 
non-success) of experiences. Being able to measure the success of these experiences means 
that findings can feed forward into future productions, to understand what worked and what 
did not.

In this thesis, two aspects of success are investigated – engagement and abandonment, with 
higher engagement and lower abandonment rates being indicators for success for media cre-
ators. The interactive nature of these experiences presents an opportunity to leverage user 
interactions as a method to infer engagement and abandonment. Interaction data describes 
the actions a user has performed over time with an online system and takes a range of dif-
ferent forms, from sequences of actions (L. Guo et al., 2019; Zhuang et al., 2018) to statisti-
cal summaries of interaction sessions (Z. Liu et al., 2020; Youngmann and Yom-Tov, 2018), 
and has shown to be effective across a range of domains (Constantinides and Dowell, 2018; 
Kim et al., 2014; Lu et al., 2018; Zhuang et al., 2017). As it is an unobtrusive and scalable 
form of data, it allows for large scale experiments to be performed outside of the labora-
tory environment where the entire population can be sampled. When collected and anal-
ysed, the data be used to understand and model user behaviours (Grinberg, 2018; Lehmann 
et al., 2012), along with providing proxies for higher level user characteristics, namely en-
gagement (Arapakis and Leiva, 2016; Barbieri et al., 2016) and abandonment (Diriye et al., 
2012; Williams and Zitouni, 2017). The focus in this thesis is on the interaction data and 
whether it can be used to understand and model both engagement and abandonment.

The BBC provide the motivation, access to relevant systems, and data to explore research 
goals that suit their, as well as the university’s, research objectives. The ethical collection 
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of data is considered throughout the work. At the start of each interactive experience, a pri-
vacy notice is presented to the audience explaining what data is collected and that it is be-
ing collected for research purposes; the audience are free to reject this. For University of 
Manchester systems, full ethical approval is sought from the ethics committee at the univer-
sity.

1.1 Aims & Objectives

As this is an emerging domain of media creation, there is a desire by media producers to 
understand whether experiences were successful or not and whether audiences are interact-
ing in a positive or negative way. As such, the following aim is addressed in this thesis:

To explore whether user engagement and abandonment can be inferred from interaction 
data

This thesis reports the findings on two aspects of success: whether audiences were engaged 
and whether they reached the end or not. To address the overall aim of the thesis, the fol-
lowing objectives are addressed:

1. To investigate whether there are signals in interaction data that are predictive of en-
gagement

One measure of success is how engaged the audience were with an experience. Engagement 
is a quality of the user experience, characterised by the user’s depth of investment when in-
teracting with a digital system (H. O’Brien, 2016). Capturing a reliable measure of user en-
gagement typically involves directly questioning the audience (O’Brien et al., 2018; H. L.
O’Brien and Toms, 2010; Schoenau-Fog, 2011), which introduces limitations in its mea-
surement – usually, a smaller and more controlled sample is collected in lab-based studies. 
Due to this, recent work has focused on deriving measures of engagement from scalable 
and unobtrusive approaches, notably user interactions, which are collected from the entire 
audience; this objective is directed towards understanding if these approaches can be used 
in this domain. We therefore propose the following research questions:

E-RQ1: Can user engagement with interactive media experiences be inferred from interac-
tion data? 

E-RQ2: What interaction-derived metrics are important when inferring engagement? 

E-RQ3: Are there commonalities between interactive media experiences? 

2. To investigate whether there are signals in interaction data that are predictive of aban-
donment

The abandonment of media content – where audience members dropout – can be measured 
by counting the number of users that reach the end as a proportion of the total audience. 
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While this type of metric can provide a broad overview of success – the higher the value, 
the better – it does not provide any detail, e.g., what led to someone leaving? Are the rea-
sons content- or user-based? Answering these types of questions could provide fine-grained 
insight for media producers. Additionally, as the narratives in interactive media experi-
ences can be more complex, with multiple sub-stories making up a broader narrative, some 
audience members may only be interested in one or two components, watch them in their 
entirety, and then leave. With the basic metric described previously, these types of users 
would be considered to have had a negative experience as they left early, but for media pro-
ducers, this could be considered a success – the user has left after consuming a piece of me-
dia in its entirety, even if there are questions around engagement which could be answered 
by the previous objective. As such, we aim to explore modelling abandonment in interac-
tive media experiences and investigate the following research questions:

A-RQ1: Can abandonment in interactive media experiences be modelled using interaction 
data? 

A-RQ2: What interaction-derived metrics are important when inferring abandonment? 

A-RQ3: Is there a relationship between abandonment and user engagement? 

3. Based on the above, we will investigate whether a generic framework can be estab-
lished to guide and assist researchers when working with interaction data

The work presented in this thesis to investigate the objectives and research questions de-
scribed above borrows from and sits between two domains: machine learning and human-
computer interaction. Using the approaches and techniques from these two domains, we 
are looking to understand the mapping between interaction data, user behaviours, and even 
high level user goals. In the carrying out the research reported in this thesis, it was identi-
fied that there is a need to be more rigorous in how ideas are discussed and tested. There 
are communication barriers that hinder reproducibility and reduce transparency. Therefore, 
a fresh analysis of the literature is performed to establish a generic framework that can pro-
vide methodological support when working with interaction data, enabling clear communi-
cation and facilitating the production of more reproducible and transparent research.

1.2 Interactive Media Experiences

The studies reported in this thesis focus on two interactive media experiences: an adap-
tive tutorial and an interactive branching narrative. The first is called “BBC: Make-along: 
Origami Jumping Frog”, 2017 (shown in Figure 1.1), which is a step-by-step guide show-
ing the audience how to create an origami frog from scratch. The tutorial is formed of 27 
steps (each a narrative element) organised linearly with each step building on the previ-
ous one. The audience have greater control over the presentation of the content than they 
would in a standard linear tutorial, along with the ability to progress through at their own 
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(a)

(b)

Figure 1.1. The Make-Along: Origami Frog Experience: (a) shows one of the steps in the tutorial with the 
next and back buttons displayed, while (b) shows an alternative camera angle during one of the steps in the 

tutorial, with both the next, back, and change camera angle buttons displayed.

speed and easily repeat steps. The default experience progresses as a standard tutorial, of 
the type found on YouTube or similar video platforms. However, after each step, the expe-
rience pauses showing a diagrammatic view of that fold; when the user has completed the 
step, they press the next button to move on. The audience can also move between narrative 
elements at any time using next and back buttons, while chapter icons allow the audience 
to jump to any step. Within the narrative elements, the user can manipulate and personalise 
the presentation of the content through controls on the interface, including changing camera 
angles for more detailed views and replying or rewinding the current step.

The second is called “BBC: Click 1000”, 2019 and was a one-thousandth special edition of 
a long-running BBC technology show (shown in Figure 1.2). This edition of Click was an 
interactive branching narrative where the audience determine their path through the story 
based on their interests. The show is made up of four sub-stories which each cover different 
topics; the two main sub-stories are about technology use in Malawi and autonomous vehi-
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(a)

(b)

Figure 1.2. Examples of choices given to the audience in the interactive episode of Click: in (a) viewers can 
choose between a long or a short version, whilst in (b) they can either explore another aspect of a topic or 

move on.

cles. The audience can control what content they see, e.g., they can choose to view one or 
both use-cases for the autonomous vehicle technology (industrial and/or consumer) along 
with having the option to go into more or less detail about the technology. The on-screen 
host prompts the audience to make decisions (shown in Figure 1.2a), but if the audience 
decides not to interact, then a default path is automatically followed. The audience were 
also given next and back buttons to enable them to move to the next or previous segment 
of content (narrative element). Within a segment, the usual video controls could be used to 
move the video playhead or to replay the narrative element. In contrast to the Origami ex-
perience, viewers of Click had no ability to change the presentation.

1.3 Contributions

The main contributions of this work are:

It has established the usefulness of collecting and analysing user interactions from inter-
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active media experiences

The usefulness of interaction data in providing a measure of success and an understand-
ing of users is untested in interactive media, having found success in other domains. Two 
studies were carried out, one on an adaptive tutorial and another on an interactive TV show, 
where interaction data and self-reported engagement were collected. By training a model 
to predict levels of engagement for the interactive TV show and analysing how the model 
placed importance on interaction metrics derived from user interactions, it was found that 
engagement levels could be accurately predicted and there were signals in the data that pointed 
towards behaviours. For example, that high engagement is associated with consumption-
type behaviours, while low engagement is associated with skipping-type behaviours. When 
investigating the data collected from the adaptive tutorial, engagement (and the four fac-
tors that make up engagement) could be accurately predicted but the models relied on sin-
gle metrics to make the predictions, limiting their usefulness. However, by performing this 
analysis, the results revealed that user context is important when considering engagement in 
this setting.

Following the studies of engagement, an exploration of the wider dataset collected from the 
interactive TV show was performed to discover if there were predictive signals for aban-
donment in the interactions of users. It was demonstrated that abandonment could be pre-
dicted, with temporal metrics being important in its prediction, that users exhibit an explo-
ratory-type behaviour, and that there was a link to engagement. More specifically, the pro-
portion of events triggered when moving backwards and forwards in the show were indica-
tive of an increased likelihood of abandonment. In exploring the link between abandonment 
and engagement, there was a significant difference in the distance prediction between low 
and high engagement users, with higher values (dropping out further from the end) being 
predicted for low engagement users.

The monitoring of the metrics that make up these behavioural proxies could provide media 
producers with the ability to understand two aspects of success from the data alone, feed-
ing into the creative process or to react to a change in the user behaviour in real-time. All 
of which establishes that interaction data is a viable method for understanding users and as-
sessing the success of content in this re-emerging domain.

A framework to provide methodological support for researchers in the analysis of interac-
tion data to understand users

Through a fresh review of the literature to further explore issues identified in the original 
literature review, issues in the communication of research were found that create barriers 
in the reproducibility of the work and reduce transparency. A framework was proposed to 
standardise reporting of the different types of data and processes encountered in these do-
mains. It provides researchers with methodological support and can help them structure 
their research. The framework consists of the following four layers (each building on the 
last; presented in full in Chapter 5):
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Interaction Data: The data collected from systems and/or generated by the system itself.

Interaction Metrics: An abstraction from the interaction data and the analytics applied.

Behavioural Proxies: Semantically meaningful and observable patterns of action or group-
ings of interaction metrics.

Outcome of Interest: The specific characteristic that is being measure, investigated, or at-
tempted to be understood.

The framework provides structure for those undertaking research on understanding users 
through their interactions and, as it is a multi-disciplinary area with researchers from a range 
of domains, a consistent terminology for stakeholders. In addition, the framework facilitates 
open and reproducible research in the interaction data analysis field, improving the quality 
of science and science communication.

1.4 Publications & Open-Sourcing

Publications

[MM’21] J. Carlton, A. Brown, C. Jay, and J. Keane. “Using Interaction Data to Predict 
Engagement with Interactive Media.” In Proceedings of the 29th ACM International 
Conference on Multimedia (MM’21), 2021.

[CHI’19] J. Carlton, A. Brown, C. Jay, and J. Keane. “Inferring User Engagement from In-
teraction Data.” In Extended Abstracts of the 2019 CHI Conference on Human Factors 
in Computing Systems (CHI’19 Extended Abstracts), pp. 1-6. 2019. 

[DSJM’18] J. Carlton, J. Woodcock, A. Brown, C. Jay, and J. Keane. “Identifying Latent 
Indicators of Technical Difficulties from Interaction Data.” In ACM KDD Workshop 
on Data Science, Journalism and Media (DSJM), 2018.

[MB’18] J. Carlton, A. Brown, J. Keane, and C. Jay. “Using Low-Level Interaction Data 
to Explore User Behaviour in Interactive-Media Experiences.” Measuring Behavior 
2018, 2018.

Open-Sourcing

To ensure the work presented in this thesis is reproducible, and to contribute to the open-
research space, there has been an additional objective to open-source as much of the data 
and materials as possible. Working alongside the BBC, the following open-source contribu-
tions have been made:

• J. Carlton, A. Brown, C. Jay, and J. Keane. (2022). Code and Data – User Abandon-
ment in Interactive Media (v1.0-thesis). Zenodo. https://doi.org/10.5281/zenodo.5879067
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• J. Carlton, A. Brown, C. Jay, and J. Keane. (2022). Interaction-lib: A library for the 
processing of interaction data collected from interactive media (v1.0-thesis). Zenodo. 
https://doi.org/10.5281/zenodo.5879129

• J. Carlton, A. Brown, C. Jay, and J. Keane. (2022). Chaos in the Clicks: Towards a 
Framework for the Analysis of Interaction Data (v1.0-thesis). Zenodo. https://doi.org/
10.5281/zenodo.5883794

• J. Carlton, A. Brown, C. Jay, and J. Keane. (2021). Using Interaction Data to Predict 
Engagement with Interactive Media (Multimedia’21 Paper Analysis Code) (v1.0.0). 
29th ACM International Conference on Multimedia (MM). Zenodo. https://doi.org/10.
5281/zenodo.5137806

• J. Carlton, A. Brown, C. Jay, and J. Keane. (2021). Code and Data – User Engagement 
with Make-Along: Origami Frog (v1.0). Zenodo. https://doi.org/10.5281/zenodo.
5783522

1.5 Structure

The thesis is structured as follows: Chapter 2 provides an overview of relevant related work. 
Chapter 3 presents two studies investigating engagement with two different interactive me-
dia experiences, and Chapter 4 presents the study of abandonment in interactive media ex-
periences. The framework to provide methodological support for those working with in-
teraction data to understand users is in Chapter 5. Chapter 6 discusses the findings in the 
thesis and Chapter 7 draws conclusions and considers future work.
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Chapter 2

Literature Review

Interactive media experiences are an emerging form of media (“Object-Based Media”, 2017), 
where the content is tailored to the individual. As the domain is developing, there is a de-
sire from media producers to understand the audience’s experiences, assess the success 
of the content, and then feedback into the creative process; for example, what presenta-
tion style does or does not work. At the moment, there is a lack of existing evaluation ap-
proaches and techniques that media producers can draw on to understand the audience’s ex-
perience beyond relatively basic methods, such as how many people viewed the content. 
The increase in interactivity of the media presents a chance to collect the interactions of 
users to facilitate an evaluation of their experience. Here, the literature around the use of in-
teraction data to understand user experience is explored, focusing on two aspects of success 
of value to media producers: user engagement and abandonment.

The chapter is structured as follows: an overview of engagement and how it can be mea-
sured is presented in Section 2.1; Section 2.1.3 provides an overview of interaction data; 
approaches that make the link between phenomena – engagement and abandonment – and 
interaction data through analytical means are discussed in Section 2.2; and, a summary 
of how the literature informs the thesis investigation and a discussion of issues discovered 
while reviewing the literature is presented in Section 2.3.

2.1 User Engagement

User engagement is one aspect of success that media producers wish to understand, with 
higher engagement signalling a successful experience for the user. User Engagement is a 
complex, multifaceted phenomenon (Attfield et al., 2011), with H. O’Brien broadly defin-
ing it as a quality of user experience characterised by the depth of an user’s investment when 
interacting with a digital system.

As user engagement is often a phenomenon that is of interest to the research community, 
several methods to measure it have been proposed. These methods are composed of three 
main groups (Attfield et al., 2011; Hong and Lalmas, 2020; Lalmas et al., 2014; Lehmann 
et al., 2012; Webster and Ho, 1997):

(1) Self-reported methods.
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(2) Physiological measurements.

(3) Online analytics.

2.1.1 Self-reported Methods

In group (1), a measure of engagement is captured through subjective and mostly qualita-
tive methods, such as questionnaires and interviews. A popular and frequently used survey 
is the User Engagement Scale (UES) (O’Brien et al., 2018; H. L. O’Brien and Toms, 2010) 
which measures engagement with digital technology and consists of either 12 (short-form) 
or 30 (long-form) questions depending on the intended application. In the most recent edi-
tion of the survey, engagement is captured through a combination of four factors:

Focused Attention: Feeling absorbed in the interaction and losing track of time.

Perceived Usability: A negative affect experienced as a result of the interaction and the 
degree of control and effort expended.

Aesthetic Appeal: The attractiveness and visual appeal of the interface.

Reward: The value gained from using the system.

The following are sample questions from long-form UES and are adapted to the system 
being evaluated by replacing Application X with the name of the system: “I lost myself 
in this experience” is one of the questions (seven in total) for the focused attention sub-
scale; “I found this Application X confusing to use” is one of eight perceived usability ques-
tions; “This Application X was attractive” is one of five for the aesthetic appeal sub-scale; 
and, “My experience was rewarding” is one of ten reward sub-scale questions. An alterna-
tive is the Engagement Sampling Questionnaire (Schoenau-Fog, 2011) which provides the 
means of regularly sampling the participant throughout a study to capture how engagement 
changes over time. The approach is broken down into four smaller surveys and applied at 
particular points during the study: demographics, before the experience, during the experi-
ence, and after the experience, with the during the experience survey repeatedly applied at 
various points during the study.

2.1.2 Physiological Measurements

In group (2), more objective and mostly quantitative measures of engagement are captured 
through physiological measurements (Doherty and Doherty, 2018), such as electrocardio-
graphy (Arapakis et al., 2019) and eye-tracking (Nakano and Ishii, 2010). For example, in 
(Belle et al., 2011) ECG and other physiological data were collected from participants in a 
study to measure and assess the attention and engagement levels while watching interest-
ing and non-interesting videos. The interesting (highly engaging) videos consisted of doc-
umentary clips, popular movie scenes, and high-speed car chases, while the non-interesting 
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videos were repetitive and monotonous animations (a clock ticking and still images). Dur-
ing the study, participant feedback – whether they found the videos engaging or not – was 
collected with each viewing two 20-minute sets of three- to five-minute long clips. The au-
thors found that they could accurately predict high and low engagement using features de-
rived from the physiological data. These types of approaches (both (1) and (2)), however, 
are impractical to use at scale and are typically deployed in smaller scale user studies within 
a laboratory environment.

2.1.3 Online Analytics

While providing a reliable measure of engagement, self-reporting methods such as those 
described previously have their limitations. Notably, they can become impractical to use at 
scale and in-the-wild, which limits their application in large scale media productions. Ad-
ditionally, even with physiological measures demonstrating their ability as effective proxies 
for engagement, they are hampered with similar, but more acute, impracticalities as self-
reporting measures.

Group (3) is associated with online analytics, where more objective, quantitative, and large-
scale measures are used – addressing the impracticalities of (1) and (2). Interaction data is 
the data source in online analytics; it is straightforward to capture at scale, without disrup-
tion, and the burden of audience members to retrospectively self-report engagement is re-
moved (paper_54); Attfield et al., 2011; Lehmann et al., 2012. The data can take a range of 
different forms, depending on the collection purpose, for example, application-specific ac-
tions (Ge et al., 2020; Z. Liu et al., 2020; H. Zhang et al., 2020), mouse cursor events (Ara-
pakis et al., 2019; Lagun and Lalmas, 2016; Zhuang et al., 2017), or mobile interactions 
(Constantinides and Dowell, 2018; Lu et al., 2019).

However, as engagement and abandonment is being measured indirectly through the inter-
actions, there is greater potential for error in their inference; further, when the user is aware 
their interactions are being collected, their behaviours may change (Doherty and Doherty, 
2018). The interaction data captured from the interactive media experiences reported in 
this thesis take the form of application-specific actions, for example, clicking the play/pause 
button or changing window orientation.

2.2 From Data to Phenmena

As measuring engagement and abandonment with interactive media experiences is a new 
area, learning from approaches used in domains where understanding user behaviour through 
their interactions are more established is key. In particular, examining the types of data col-
lected, the behaviours inferred, and what analysis techniques were applied.

Extracting behaviours and high-level user characteristics from interaction data has been 
performed in a range of contexts from security and medical systems (Chien et al., 2020; 
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Shen et al., 2020) to optimising search engine results (Q. Guo et al., 2011; Huang et al., 
2011). For example, interaction data has been captured and analysed to identify possible 
cognitive impairment (Gledson et al., 2016), to help in identifying difficulties in navigating 
online media (Thomas, 2014), and pointers towards personality traits of users completing a 
visual search task through the synthesis of interaction (Brown et al., 2014).

However, interaction data in its raw form is typically too fine-grained to make the link be-
tween data and behaviour, so authors often extract interaction metrics from their data. These 
typically take the form of descriptive statistics, such as the number of page visits, dwell 
time, or the number of clicks (Hong and Lalmas, 2020; Lehmann et al., 2012). From these 
metrics, users’ behaviours can be inferred and used as proxies for the phenomenon of in-
terest (Barbieri et al., 2016; Kim et al., 2014; Miroglio et al., 2018; Su et al., 2018). For 
example, C. Liu et al., 2010, captured two-weeks of interaction data using a web browser 
plugin which recorded the searches and browsed pages for users that opted-in. Using the 
visit time to consecutive pages in a browsing session, the authors calculated the dwell time 
for each page visit. The authors find through fitting a Weibull distribution that users adopt 
a “screen-and-glean” behaviour where they first check a web page prior to a more detailed 
examination.

To determine how familiar a user is with a website, Apaolaza et al., 2015, collected cursor 
movements from users and extracted metrics which described different types of scrolling 
behaviours. Doherty and Doherty, 2018, find that a document recommendation panel on an 
online word processing platform helps users find their documents faster but that some miss 
the recommendations and resort to complicated alternative methods to find the document. 
The study demonstrates that an evaluation of a system can be performed at scale and with-
out interruption using user interactions, a direction in which media producers want to move 
towards using interaction data and one that this thesis aims to lay the foundation for.

The possibility of further personalisation of content through the monitoring of interactions 
for behavioural proxies is demonstrated in (Constantinides and Dowell, 2018). The authors 
find that user news reading behaviours, such as reading frequency, browsing strategy to se-
lect articles, and reading style (detailed, skimming, or scanning), could be extracted and in-
ferred from interaction data. Further, that the behaviours could be matched with user pref-
erences for different interface elements or interactions, for example, additional features for 
users that track and follow the news throughout the day.

A trend that is noticeable in the literature is the inconsistent use of the term ‘behaviour’. 
For example, as previously discussed, C. Liu et al., 2010, found through their analysis and 
subsequent inference a “screen-and-glean” behaviour – which is more akin to an actual be-
haviour – whilst works such as (Belletti et al., 2019; Chen et al., 2018) use the term to refer 
directly to their interaction data – that is, that the metrics, whether statistics or sequences, 
extracted are described as behaviours.
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2.2.1 User Engagement

A measure of success is how engaged the audience was with an experience. As discussed 
previously, capturing a reliable measure of engagement typically involves directly question-
ing the audience, introducing limitations in its measurement. An aim of this thesis is to in-
vestigate whether there are predictive signals for engagement in interaction data, with three 
research questions on whether engagement can be inferred (E-RQ1), what interaction met-
rics are important in its prediction (E-RQ2), and whether there are commonalities between 
interactive experiences (E-RQ3). Here, focusing on E-RQ1 and E-RQ2, the existing litera-
ture around deriving measures of engagement from interaction data is discussed.

Lehmann et al., 2012, logged user interactions through a web browser toolbar from approx-
imately 2 million consenting users visiting a wide range of websites such as news, weather, 
and movies. From the interaction data, the authors extracted metrics such as those described 
previously: the number of page visits, dwell time, and number of clicks. Using the metrics, 
simple models of engagement were trained that reflected different aspects of engagement: 
popularity (represented by the number of users), activity (dwell time), and loyalty (the re-
turn rate of users), where the higher and more frequent, the more engaged. Dwell time is an 
often-used simple proxy measure for engagement (Agichtein et al., 2019; Yom-Tov et al., 
2013), for example, dwell time after clicking on an advertisement is modelled in (Barbieri 
et al., 2016) to improve the ranking of advertisements in a search context. The authors find 
that engagement – measured by dwell time – increases when the model is integrated into 
the ranking function used to serve the advertisements.

However, there is a limited amount of depth that can be gleaned from dwell time alone to 
measure engagement and other traits (Dupret and Lalmas, 2013; Q. Guo and Agichtein, 
2012). Using this as a motivator, Lagun and Lalmas, 2016, reconstructed reading patterns 
from scrolling events and temporal statistics to develop a more nuanced understanding of 
user attention beyond dwell time in the context of online news reading. Articles were split 
into areas-of-interest (top, middle, bottom, comment, start, and leave) and scrolling actions 
were modelled as transitions between these states in a Markov chain model. By applying a 
Markov mixture model and comparing statistics, clusters of reading behaviours were identi-
fied which the authors characterised as: bounce, shallow, deep, and complete. Between the 
behaviours, significant differences in the interaction metrics were found; for example, users 
determined to be in the completed group spent significant time in the comment section and 
recorded an increase in the number of clicks on an article compared with the other three de-
tected behaviours. In a similar approach, Grinberg, 2018, extracted dwell time, maximal 
reading depth, active engagement (the amount of interaction), the proportion of an article 
visible on screen, scrolling speed, and normalised active engagement from users interacting 
with news articles. The data was collected from an online web analytics company and con-
sisted of 66,821 news articles which were viewed a total of 7.7 million times by 4 million 
unique users. Using the metrics, a multivariate normal mixture model was trained to iden-
tify clusters in the data. Through a combination of interpretation and statistical comparison 
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between the identified clusters, six reading behaviours were found (also termed engagement 
measures): bounce back, shallow, scan, idle, read, and read long. The authors then investi-
gated how information gain in the article text relates to each behaviour. To understand en-
gagement with online news content, Arapakis et al., 2014, extracted a large set of metrics 
from cursor movement data, including time, distance, speed, and acceleration metrics. They 
found certain types of mouse gestures were negatively correlated with engagement, specifi-
cally the UES focused attention sub-scale (previously defined in 2.1). The authors, however, 
do not reveal what combinations of interaction metrics determined the clusters.

To make the link between interaction data and the phenomena in question, authors often 
capture a notion of ground truth through the application of surveys, for example, by using 
the UES survey previously described. In the search and information retrieval domains the 
focus is often user satisfaction (analogous to user engagement in a search context (Hong 
and Lalmas, 2020)). Using the novelty sub-scale of the original UES survey (see
H. L. O’Brien and Toms, 2010), Zhuang et al., 2018, investigated the relationship between 
user behaviour sequences and perceived novelty in a web browsing context. The authors 
carried out a study where participants performed tasks on a web browser, with their inter-
action data (mouse clicks, scrolling, and keystrokes) logged and a post-study questionnaire 
about their experience was administered. The interactions were distilled into descriptive ac-
tions, for example, clicking a result on the search engine result page and clicking next for 
the next set of search results. The authors then identified frequent sub-sequences in the data 
and performed a chi-square test between the frequent sub-sequences and levels of novelty 
(high and low). They found that several sub-sequences could discriminate between novelty 
levels, for example, the most discriminatory was: clicking next for the next set of search 
results followed by clicking on a result. The authors hypothesised that this demonstrated 
a switch from exploration to immersion. Subsequently, the authors trained a model using 
the non-/presence of the top 15 most discriminatory sub-sequences, finding that the model 
could accurately predict high and low novelty.

UES sub-scales were used as separate prediction targets to investigate behaviour during a 
search task in (Zhuang et al., 2017). Data was collected from participants in a controlled 
study, where each participant was asked to carry out a series of search-based tasks with 
their interactions collected throughout – the specific interactions logged were not described. 
A range of behavioural features were extracted based on four categories: click (described 
clicking behaviour, e.g., number of clicks), query (related to the queries issued, e.g., num-
ber of queries), result (features related to the results viewed by the user, e.g., number of 
pages viewed), and time (e.g., the total time on the task). Using the behavioural features, 
models for each sub-scale were trained and the mean decrease in accuracy was used to iden-
tify important features. The authors find the time spent on the search engine result page 
is predictive of usability and they hypothesise that it indicates that the longer spent on the 
result page (searching) is indicative of a lack of usability (struggling to find information). 
In a similar approach, attention, usefulness, and perceived task duration were predicted 
from mouse cursor data by (Arapakis and Leiva, 2016). Data was collected from a crowd-
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sourcing study where participants were asked to carry out two search tasks. Their mouse 
cursor data was logged throughout and self-reported measures for attention, usefulness, and 
perceived task duration were captured in a 3-question survey (one question per measure; 
sourced from UES). A large number of features were derived from the mouse cursor data 
and used to test whether each self-reported measure could be predicted. The authors find 
that each could be accurately predicted, but links between the metrics and measures were 
not discussed or uncovered.

User preference for news content and topics were collected from participants during a study 
investigating how the quality of news affects the probability of clicking on news articles and 
their reading behaviours (Lu et al., 2019). Interaction metrics were derived from interaction 
data to describe the participants session, specifically: viewport time (time spent reading), 
dwell time, reading ratio, reading speed (combination of dwell time and reading length), 
scroll direction change times, and number of intervals (careful examinations of informa-
tion). Through statistical analysis of the metrics, the authors found that when users read low 
quality (determined by expert annotation) news, they spend less time reading, leave arti-
cles earlier, read slower, have fewer revisits, and fewer careful examinations. In a similar 
study, Lu et al., 2018, extracted temporal, reading, and scrolling metrics from user interac-
tions with news articles. By applying correlation analysis between user groups, which were 
determined by answers to a news reading preference survey, they found users who liked an 
article tended to read more, at a slower pace, and revisited content. Both works demonstrate 
findings that can be used by online news producers to evaluate their stories to better under-
stand whether they are serving the needs of their readerships.

In a different context, specifically users searching for music, A. Li et al., 2019, distinguishes 
between focused (where the user is looking for one thing in particular) and non-focused 
(where the user is open to different results) search mindsets to improve design choices to 
boost user experience. The authors used a mixed methods approach where responses to 
a survey were collected to determine user mindset and interaction data was collected and 
analysed to predict mindset. They found that focused users expend more effort through is-
suing longer search queries and spend longer both searching and until their first click, scroll 
down further, and click on lower-ranked entities. In contrast, non-focused users tend to put 
in less effort and instead rely on the music platform for search results and suggestions. Con-
tinuing in the same context, evaluating music recommendations based on user satisfaction 
and intent is performed in (Mehrotra et al., 2019). Following a mixed methods approach of 
capturing interviews, an in-app survey on intent and satisfaction, and the collection of user 
interaction metrics, the authors identify eight user intents and demonstrate the importance 
in explicitly considering the intents when predicting user satisfaction. In each of the intents, 
different interaction metrics were important. For example, one intent is to explore artists or 
albums more deeply; for this the most important metrics were the total number of clicks on 
the homepage, whether the user saved or downloaded any track or album, and the average 
value of a click (a metric to describe the relationship between the number of clicks and the 
number of music streams).
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2.2.2 Abandonment

Alongside user engagement, another measure of success of interest to media creators is 
abandonment. One aim of this thesis is to investigate whether there are signals in interac-
tion data that are predictive of abandonment. Similar to the investigation of user engage-
ment, three research questions are proposed on whether abandonment can be modelled us-
ing interaction data (A-RQ1), what interaction metrics are important when inferring aban-
donment (A-RQ2), and whether there is a relationship between abandonment and engage-
ment (A-RQ3). Answering these research questions could provide detail to media creators 
to aid in answering questions such as: what led to someone leaving? Are the reasons cont-
ent- or user-based? Here, the existing literature on abandonment in a range of different con-
texts is examined.

In the context of interactive media experiences, abandonment is where audience members 
dropout and stop watching the content before it has finished. As shown previously, the in-
formation that can be gleaned from the interactions of users can provide rich insights in var-
ious domains and settings when investigating user engagement and satisfaction. As an ex-
tension to understanding satisfaction, work has been carried out on understanding and pre-
dicting abandonment within the context of search. Abandonment in that domain is where 
the user does not click any search result and leaves the search engine result page, resulting 
in a negative signal and possible user dissatisfaction (J. Li et al., 2009). To provide more 
detail than can be revealed by the click-through rate, (Das Sarma et al., 2008). defined a by-
pass rate, which quantified the number of search results ignored by the user before clicking 
on a search result, providing a signal for results that were not of use to the user. Extending 
this, J. Li et al., 2009, showed that a large proportion of queries performed by users result 
in good abandonment, where the user finds what they are looking for, rather than bad aban-
donment (they do not).

The relationship between satisfaction and abandonment was further explored by Diriye et
al., 2012, where the rationales behind users’ abandoning were explored. Through an in-situ 
study, they detect when a user was about to abandon (either by users not clicking on results 
or by trigger events, for example, closing the tab) and ask the users to provide reasons for 
abandoning. The users were able to say that they either found what they were looking for 
(they were satisfied with the result), that they were dissatisfied with the results, or there 
was some other reason for abandoning (a distraction, for example). They found that met-
rics derived from cursor data can accurately predict dissatisfaction, specifically the speed in 
which the user clicked on a search result. Following a similar approach but focusing more 
on developing a better model for abandonment, Song et al., 2014, explores both query-level 
and session-level user behaviours and their relationship to abandoned queries. For exam-
ple, users that abandon (but were satisfied; good abandonment) tend to spend less effort in 
sessions compared to those who abandoned (but were not satisfied; bad abandonment), in 
addition to longer session length being associated with bad abandonment.

Williams et al., 2016, investigate signals in mobile gestures to detect user satisfaction and 
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use it to differentiate between good and bad abandonment in a mobile search context. A 
range of interaction metrics were extracted, such as the total number of swipe actions and 
the number of up and down swipes, along with more descriptive statistics including dwell 
time and session duration. They found, through correlation analysis, that the time spent in-
teracting with answers on a search result page were positively correlated with satisfaction 
and good abandonment, while swipe interactions were negatively correlated with satisfac-
tion. Expanding on the prior work, Williams and Zitouni, 2017, investigated how sequences 
of user interactions differ between good and bad abandonment. By training a recurrent-
neural network and by collecting labelled data through crowd-sourced annotation, they found 
that queries which exhibit bad abandonment lead to more interactions as users spent more 
time searching for information, while good abandonment had shorter sequences - dwell and 
scrolling actions were more common in bad abandonment. Proposed as an alternative but 
supplementary method to predict good and bad abandonment, mouse cursor data is used 
and modelled also using a recurrent-neural network in (Brückner et al., 2020). The authors 
explore various architecture and data sampling methods, finding that they can predict aban-
donment with reasonable accuracy but do not explore what features of the data contribute 
to the prediction.

The abandonment of online content has been of interest in domains outside of the search 
community, for example, in online tutorials and courses (Halawa et al., 2014; Ramesh et
al., 2013; Taylor et al., 2014). Yan et al., 2017, explore the feasibility of predicting which 
learners – in an online programming tutorial – are likely to complete the next lesson in the 
tutorial. They examine whether metrics derived from the interactions are either positively 
or negatively correlated with abandonment and find that users who saved their progress and 
seek further instruction from the in-tutorial help were less likely to leave. From modelling 
abandonment, the authors found that metrics relating to commitment and effort were relied 
on for prediction.

In some works, the focus is on predicting how long a user will stay on an online service. 
For example, Gupta and Maji, 2020, model session length in e-commerce search and Tian 
et al., 2021, predicted the next application that someone will use and how long they will 
use it for. Vasiloudis et al., 2017, used survival analysis techniques to model session length. 
They found that almost half of the users in their dataset (consisting of more than four mil-
lion streaming sessions) demonstrated negative ageing which is where their session be-
comes less likely to end as it increases in time. The authors derive a set of metrics from 
their interaction data but the data – what the events are and their composition – are not de-
scribed, and only a handful of metrics are presented (with the remaining omitted). Through 
fitting a model on their metrics, the authors find that they could accurately predict the length 
of a session using metrics available at the start of a session. Similarly, in (Dedieu et al., 
2018) the authors focus on proposing a new model to predict session length from the mo-
ment a user logs into the platform using a Bayesian inspired approach. By extracting fea-
ture importance directly from their model, they find that device and time-related metrics, 
specifically absence time and the average time the user spends on the service, to be the most 
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important ones.

2.3 Summary

This review describes the context in which the work presented in this thesis sits. The review 
looked at the different methods to measuring engagement, finding that they fit into one of 
three groups: self-reported, physiological, and online analytics. In addition, a review of the 
literature on abandonment was also performed.

Qualitative methods provide a more subjective measure of engagement and produce metrics 
which are closer-to-ground-truth, for example, the User Engagement Scale (O’Brien et al., 
2018; H. L. O’Brien and Toms, 2010). There are difficulties, however, with applying these 
methods at scale and without disrupting the user experience. This has led to a range of ap-
proaches that make the link between the interactions of users – a type of data that can be 
unobtrusively captured at scale – and user engagement.

One aim of the thesis is to investigate whether there are predictive signals for engagement 
in interaction data, which is broken down into three research questions. For E-RQ1, which 
focuses on the extent to which engagement can be predicted in interactive media experi-
ences, the literature demonstrates that engagement can be predicted from interaction in 
other domains. In some cases, proxies for engagement are predicted such as dwell time, but 
in others, a measure of engagement gathered from self-reported approaches has been used 
as a prediction target. As part of the modelling or analysis process, relationships between 
the interaction data and measure of engagement are investigated which allow for inference 
to be made about the behaviours of users – the focus of E-RQ2. The literature from other 
domains suggests this is a worthwhile approach to explore. In a number of works, the inter-
actions of users are collected, for example, application-specific events or mouse cursor data. 
These data are then processed into another form such as statistics or sequences, with statis-
tics consisting of contextualised and summative descriptive metrics. From there, the met-
rics are used as input into models or statistical tests to predict or understand engagement, 
with authors finding behavioural differences between engagement levels.

The abandonment of content is another measure of success that media producers are inter-
ested in understanding, with lower rates of abandonment being preferential. In reviewing 
the literature, it was found that most progress in the modelling of abandonment has been 
achieved in the search domain. The measure of abandonment differs from that of engage-
ment as it can typically be represented by a binary – for example whether or not a user left 
the search result without clicking. There has been work on gathering a more nuanced mea-
sure of abandonment where it is broken down into good and bad abandonment. This review 
of the literature has found that there is evidence that abandonment – in different forms – can 
be accurately predicted using the interactions of users (A-RQ1). Similar to engagement, 
approaches for doing so focus on extracting descriptive metrics or sequences from the data 
and then using that abstraction as input into models or statistical tests. Inference is made 
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from models or the results of statistical tests to understand what behaviours are important 
(A-RQ2). Key findings are that as the length of an interaction session increases, the less 
likely it is to end (Vasiloudis et al., 2017) or that users are unlikely to abandon if making 
use of the features available to them on the platform (Yan et al., 2017). The relationship be-
tween engagement and abandonment (A-RQ3) has been explored in a search context. Often 
in the literature, and much like in the measurement of engagement, a form of ground truth 
for satisfaction is used to provide a level of reliability in the investigation of abandonment. 
As such, making use of the engagement measure captured in investigating the prior aim will 
be crucial in discovering links between the two.

The literature review shows that modelling the engagement of users, or their rates of aban-
donment, through their interactions with digital content works in other domains – the gap 
this thesis aims to address is whether it applies to interactive media. In the synthesis of the 
literature, there were noticeable inconsistencies in the use of the term ‘behaviour’, which 
introduced challenges in forming a coherent picture. Highlighted earlier in the text, some 
authors refer to meaningful groupings of interactions as behaviours while in others, the data 
itself is referred to as a behaviour. These discrepancies present an opportunity, and the final 
aim of this thesis investigates this in more depth. In the next chapter, two studies of user en-
gagement in two different interactive media experiences are presented, addressing the main 
aim of the thesis. 
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Chapter 3

User Engagement in Interactive Media 

Experiences

A key metric for success is how engaged the audience members were with the experience. 
However, user engagement is a complex, multifaceted phenomenon (Attfield et al., 2011) 
and as media is typically consumed by a geographically distributed audience, in different 
contexts and on different devices, an accurate measurement has both practical and method-
ological challenges. As shown in the review of the literature, interaction data can be used as 
an unobtrusive and scalable way of monitoring user behaviours and engagement, and given 
that interactive media experiences offer additional interaction opportunities to the audience 
than traditional media, is it possible to infer engagement from the monitoring of interac-
tions?

The retrospective analysis of interactions to understand engagement can not only be fed 
into the creative process to improve future media, but user interactions could allow near 
real-time monitoring of engagement and enable the content to adapt on-the-fly. For exam-
ple, audience members who appear highly engaged may be offered supplementary material, 
while those who appear to have low levels of engagement might be given a shorter or sim-
pler conclusion to the content. These types of interventions could significantly enhance the 
user experience, but are demanding and are only really possible if engagement can be mon-
itored in real-time. Firstly, however, a retrospective understanding of engagement needs to 
be established.

This chapter aims to investigate whether there are signals in interaction data that are pre-
dictive of engagement. To direct the investigation, the following research questions are ex-
plored:

E-RQ1: Can user engagement with interactive media experiences be inferred from interac-
tion data?

E-RQ2: What interaction-derived metrics are important when inferring engagement?

E-RQ3: Are there commonalities between interactive media experiences?

To answer the questions and address the aim, the chapter presents two studies of two sep-
arate interactive media experiences: one an adaptive tutorial and the other an interactive 
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branching narrative. Both studies capture a ground truth notion of engagement from au-
dience members, with the former in a more controlled setting and the latter an in-the-wild 
production environment.

3.1 Make-Along: Origami Frog

The first study into engagement with interactive media experiences is focused on an adap-
tive tutorial experience called Make-Along: Origami Frog, which is a step-by-step guide 
showing the audience how to create an origami frog from scratch – shown in Figure 1.1. 
The tutorial is broken down into 27 steps organised linearly with each step building on the 
previous one. The audience have greater control over the presentation of the content than 
they would in a standard linear tutorial, along with the ability to progress through at their 
own speed and easily repeat steps. The default experience progresses as a standard tutorial, 
of the type found on YouTube. However, the audience can move between narrative elements 
using next and back buttons, along with chapter icons that allow the audience to jump to 
any step. Within the narrative elements, the user can manipulate and personalise the pre-
sentation of the content through controls on the interface, including changing camera an-
gles for more detailed views and replying or rewinding the current step. The standard video 
controls are also available: play/pause, fullscreen, volume control, and video scrubbing.

3.1.1 Methodology

Study Design

In the first step towards understanding engagement with interactive media experiences, a 
lab-based study was carried out where interaction data and engagement metrics were col-
lected from Make-Along: Origami Frog. Building on the initial results presented in [CHI’19], 
in which the same study was carried out but with a smaller set of participants where pre-
liminary results suggested differences in user interactions based on their engagement. The 
study presented here was designed to be as ecologically valid as possible, with participants 
taking part remotely and free to complete it at their leisure with any device. Participants 
were first instructed to read an information sheet, detailing both the study and data being 
collected, then to complete a consent form; the data for those that did not complete the con-
sent form were discarded. To ensure that all study components functioned correctly and 
that instructions were clear, two separate pilot studies were run. In each, two participants 
performed all study tasks, and their feedback allowed for refinement of the process. To re-
cruit participants, advertisements were posted on internal and external message boards within 
the university, public advertising space, and through word-of-mouth; an incentive for par-
ticipation was entrance into a random prize draw to win a gift voucher. For the components 
of the study that were hosted by University of Manchester systems, i.e., the surveys, ethical 
approval granted by the University of Manchester Research Ethics Committee. A privacy 
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notice was presented to the participants when they first started the adaptive tutorial (hosted 
by the BBC), which detailed the types of data collected during the experience, with accep-
tance being required to progress.

Data Collection

To capture information about the sample of participants taking part, the participants were 
asked prior to starting to complete a demographic survey. The survey contained seven ques-
tions on: the participant’s age, gender identity, level of education, current employment sta-
tus, competence with technology, previous origami experience, and their preferred method 
of consuming video-based content. To quantify engagement, the User Engagement Scale 
(UES; long-form; 30 questions) was administered after the experience. The survey was 
chosen as it has been validated in a range of other contexts and is widely used for measur-
ing engagement (Doherty and Doherty, 2018). Following the guidance of the authors of 
UES (O’Brien et al., 2018), engagement scores were calculated as the mean of the factor 
means. Interaction data was captured in the study by built-in analytics and in the form of 
application-level events, these were logged whenever a user performed an action on the in-
terface. The data takes the following form: user_id - an anonymous identification string, 
timestamp - millisecond granularity timestamp, action_type - the type of event that occurred, 
action_name - the button clicked/context change, and data - additional metadata about the 
event. The analytics captured the following events: switching camera angles, play/pause, 
next and back, subtitles, volume changes, video scrubs, repeating the step, fullscreen, chang-
ing chapter, and narrative element changes.

Interaction Metrics

In its raw form, interaction data alone conveys little about the behaviours of users. To create 
a description of the participants activity during the study, descriptive statistics were calcu-
lated. A total of 57 metrics were extracted per participant, which included the total number 
of events, individual event counts (for example, the number of times the pause button was 
clicked), and relative frequency of events. Temporal statistics were also calculated: the time 
to completion (how long it took the user to reach a defined endpoint in minutes) and session 
length (the amount of time the user was actively using the media). Four types of pauses be-
tween interaction events were also captured: short (between one and five seconds), medium 
(between six and 15), long (16 and 30), and very long (more than 30), using the values de-
fined in (Williams and Zitouni, 2017) which have demonstrated their usefulness in other 
domains (Mehrotra et al., 2017; Williams and Zitouni, 2017). The defined endpoint was 
step 25 in the tutorial, which is the point where the Origami Frog is complete and the re-
maining two steps demonstrate how to play with the creation.
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Statistical Analysis

To understand how engaged the participants were with the experience, an analysis of the en-
gagement metrics – derived from the responses to the survey – was performed. Descriptive 
statistics are reported for the four UES sub-scales, with Spearman’s rank correlation coeffi-
cient calculated to test the distinctiveness between each of the sub-scales. To better under-
stand whether demographics influence the engagement of participants, statistical tests were 
carried out to test for differences between the four engagement factors (perceived usabil-
ity, aesthetic appeal, focused attention, and reward), as well as engagement (an average of 
factor averages), and demographic information provided by participants, specifically their 
familiarity with technology and previous experience in origami making. Before testing for 
differences, two statistical tests were performed to evaluate normality and variance equality: 
a Shapiro-Wilk test and a Levene test (𝐹), respectively. In testing for statistical differences, 
the following procedure was carried out: if the distributions were found to be normal and to 
have equal variance, then a one-way ANOVA (𝐹) was performed; if normal and a non-equal 
variance, then a Welch ANOVA was computed; if non-parametric, then a Mann-Whitney 𝑈
test with common language effect size (𝑓) was carried out.

Testing for statistical differences and correlations between metrics can only reveal so much 
in terms of understanding the relationships between metrics and engagement. To explore 
whether interaction metrics are predictive of engagement and the individual factors, inter-
pretable models were trained and evaluated. As the data sample is relatively small, Deci-
sion Tree regression and classification models, where the regression learns to predict scores 
and the classification factor group membership (high or low), were trained. Optimised mod-
els are trained in both cases, to ensure the models were best fitted to the problem – mean 
squared error (MSE) and accuracy are used as scoring metrics. Evaluation of the model 
performance is reported through MSE, Mean Absolute Error (MAE), Root-MSE (RMSE), 
and 𝑅2 score for regression, and accuracy, recall, precision, F1, and area under the curve 
(AUC) for classification. To evaluate whether demographics are predictive of engagement 
alongside interaction metrics, binary representations of previous origami making experi-
ence and technology experience are included as features in the models.

To answer E-RQ2, which focuses on understanding what interaction metrics are important, 
and as the models used are transparent in their decision-making process, the internal impor-
tance of metrics were extracted and permutation importance – where a metric is randomly 
permuted while the other remain static – was calculated.

3.1.2 Results

In total, 40 participants chose to take part in the study. As shown in Figure 3.1, the partici-
pants self-reported mixed engagement experiences: 𝑀 = 3.32, 𝑆𝑇 𝐷 = 0.86. The individ-
ual UES factors show (in Table 3.1 and Figure 3.1b) that most participants found the aes-
thetics of the experience appealing and that it captured their attention. There was a wider 
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(a) Distribution of engagement scores reported by audience members

(b) Distribution of the individual factors and engagement

Figure 3.1. Distributions of engagement scores & UES Factors for Make-Along: Origami Frog

Table 3.1. The descriptive statistics of the UES factors self-reported by participants in the study. Spearman’s 
rank correlation coefficient is reported (significance level: ***= 𝑝 < .001, *= 𝑝 < .05)

UES Factor Mean Std. Dev Median AE PU RW

Focused Attention (FA) 3.32 0.86 3.34 0.58*** 0.45* 0.51*
Aesthetic Appeal (AE) 3.63 0.86 3.60 1 0.68** 0.83***

Percieved Usability (PU) 3.06 1.05 3.06 1 0.82***
Reward (RW) 3.19 0.95 3.30 1

range of opinions on the perceived usability of the experience with the factor recording the 
lowest mean score and the strongest disagreement between participants. Similarly, partic-
ipants varied their opinion on the reward felt from using the interactive tutorial. Based on 
the reported correlations in Table 3.1, and as there are moderate correlations between the 
factors, it demonstrates that each cover different dimensions of engagement and that there is 
a distinctiveness between the factors.
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(a)

(b)

Figure 3.2. The distribution of engagement and individual factors between the previous origami making 
experience and technology experience demographics
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Figure 3.2 reports the distributions for each factor and engagement between two demo-
graphic factors: previous origami making experience (Figure 3.2a) and technology expe-
rience (Figure 3.2b). There is a disparity in the perceived usability in both cases – partici-
pants with no experience of making origami prior to the tutorial and those with little to no 
experience with digital technology do not find it usable in comparison with those that have 
experience (these are not the same groups of participants). In the tests for significant differ-
ences, it was found that there is a significant effect of previous origami making experience 
on the perceived usability: 𝐹(1, 38) = 10.33, 𝑝 < .05, 𝜂2

𝑝 = 0.21, along with a significant 
effect of technology experience on the usability: 𝐹(1, 38) = 6.46, 𝑝 < .05, 𝜂2

𝑝 = 0.14. 
There was also a significant effect of origami making experience on the reward: 𝐹(1, 38) =
4.91, 𝑝 < .05, 𝜂2

𝑝 = 0.11. These effects are shown in Figure 3.3.

There were minor correlations between interaction metrics and engagement, as shown in 
Figure 3.4. The number of switch views – how many times the user changes the camera 
angle – is positively correlated with perceived usability, suggesting that the more a user 
changes their camera angle, the more usable they find the experience. Similarly, there were 
positive correlations between temporal metrics and focused attention; those that felt that the 
tutorial captured their attention take more time to go through the tutorial and spend more 
time on narrative elements.

When testing for statistical differences between interaction metrics and engagement, as well 
as the individual factors, there were no differences found between metrics and focused at-
tention, aesthetic appeal, and reward. There were significant differences found between the 
number of switch view events and perceived usability (𝑈(𝑁𝑙𝑜𝑤 = 19, 𝑁ℎ𝑖𝑔ℎ = 18) =
265.0, 𝑝 < .05, 𝑓 = .77), as well as the proportion of switch view events and perceived 
usability (𝑈(𝑁𝑙𝑜𝑤 = 19, 𝑁ℎ𝑖𝑔ℎ = 18) = 270.00, 𝑝 < .05, 𝑓 = .78). These differences are 
again found between the same two metrics and engagement (number of switch view events: 
𝑈(𝑁𝑙𝑜𝑤 = 19, 𝑁ℎ𝑖𝑔ℎ = 18) = 238.00, 𝑝 < .05, 𝑓 = .69; proportion of switch views: 
𝑈(𝑁𝑙𝑜𝑤 = 19, 𝑁ℎ𝑖𝑔ℎ = 18) = 240.00, 𝑝 < .05, 𝑓 = .70) but with a weaker effect (as noted 
by 𝑓) and were likely carried over from being significant between the perceived usability 
groups. Figure 3.5 shows the differences between the switch view-based metrics with per-
ceived usability and engagement. The results suggest that those who found the interactive 
tutorial more usable make greater use of the additional interactive features. This may be an 
artefact of the demographic differences found and presented earlier. However, it is worth 
noting the scale of the proportion metric, limiting the application of the proportion metric 
in real terms.

Figure 3.6 shows the correlation between two demographics and interaction metrics. Pos-
itive correlations were found between temporal metrics and previous origami-making ex-
perience, suggesting that the more experience a user has with origami, the more time they 
spend on the experience; hence taking longer to complete and spending more time on nar-
rative elements. In contrast, there were negative correlations between the same temporal 
metrics and previous technology experience. There were also positive correlations between 
interaction-based metrics and previous technology experience which suggests that those 
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Figure 3.3. The significant effects between demographics (origami making and technology experience) and 
engagement factors (perceived usability and reward). The figures show that those with no experience (origami 

making experience) or little to none (technology experience) record lower perceived usability and reward 
scores.

38



Figure 3.4. The correlations between the interaction metrics and engagement factors. Correlations are 
calculated using Spearman’s rank correlation.

Figure 3.5. The effects between the switch view-based interaction metrics with self-reported perceived 
usability and engagement. Central tendency was estimated using the median.
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Figure 3.6. The correlations between the interaction metrics and demographics of participants. Correlations 
are calculated using Point-Biserial correlation

Table 3.2. The classification results from modelling engagement and individual factors. The results reported 
are split based on whether the two demographical features of interested are included as features, with the 
percentage change reported to measure the effect of their inclusion. UES = Engagement, FA = Focused 

Attention, AE = Aesthetic Appeal, PU = Perceived Usability, and RW = Reward

Factor Accuracy F-1 Precision Recall AUC

No Demo Demo (±%) No Demo Demo(±%) No Demo Demo (±%) No Demo Demo (±%) No Demo Demo (±%)

UES 0.75 0.75 (0%) 0.75 0.75 (0%) 0.73 0.73 (0%) 0.77 0.77 (0%) 0.75 0.75 (0%)
FA 0.67 0.64 (-4.00%) 0.53 0.62 (16.72%) 0.77 0.61 (-21.42%) 0.41 0.64 (57.14%) 0.72 0.64 (-10.18%)
AE 0.75 0.78 (3.57%) 0.72 0.69 (-4.80%) 0.66 0.81 (22.72%) 0.80 0.60 (-25.00%) 0.78 0.83 (6.56%)
PU 0.81 0.81 (0%) 0.81 0.81 (0%) 0.78 0.78 (0%) 0.83 0.83 (0%) 0.81 0.81 (0%)
RW 0.78 0.67 (-13.79%) 0.78 0.57 (-27.61%) 0.71 0.72 (1.81%) 0.88 0.47 (46.66%) 0.82 0.71 (-12.54%)

with a higher degree of technology familiarity make more use of the features on offer in 
the tutorial, for example, switching views and fullscreen and subtitle usage. There were no 
significant differences found between the interaction metrics and demographics, where the 
metrics are compared between the two groupings created in the demographics.

Modelling

Beside statistical differences between self-reported usability and engagement with camera 
angle changing-based interaction metrics, there were no significant differences in the in-
teraction metrics and engagement factors. The modelling of interaction metrics to predict 
engagement and individual factors that make up engagement could leverage latent relation-
ships and reveal important predictive metrics.

The results of training Decision Tree classifiers are shown in Table 3.2. For each of the fac-
tors and engagement an optimised model was found, and the analysis reported is based on 
insights derived from each of the optimised models. Reasonable results were achieved in 
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Table 3.3. The regression results from modelling engagement and individual factors. The results reported are 
split based on whether the two demographical features of interested are included as features, with the 

percentage change reported to measure the effect of their inclusion. UES = Engagement, FA = Focused 
Attention, AE = Aesthetic Appeal, PU = Perceived Usability, and RW = Reward.

Factor MSE RMSE MAE 𝑅2

No Demo Demo (±%) No Demo Demo(±%) No Demo Demo (±%) No Demo Demo (±%)

UES 0.46 0.46 (0%) 0.68 0.68 (0%) 0.54 0.54 (0%) 0.24 0.24 (0%)
FA 0.49 0.37 (-24.94%) 0.70 0.60 (-13.36%) 0.58 0.46 (-20.66%) 0.31 0.48 (54%)
AE 0.62 0.46 (-25.845) 0.79 0.68 (-13.88%) 0.59 0.53 (-9.27) 0.06 0.30 (382.79%)
PU 0.71 0.74 (3.63%) 0.84 0.86 (1.79%) 0.61 0.72 (16.76%) 0.29 0.27 (-8.59%)
RW 0.71 0.63 (-10.72%) 0.84 0.79 (-5.51%) 0.70 0.55 (-21.23%) 0.15 0.24 (56.79%)

the prediction of all four factors, as well as engagement, which suggest that each can be pre-
dicted by the metric derived from the participants interactions collected during the study. 
Perhaps contradicting the earlier findings, introducing the prior origami making experience 
(with experience and without experience) and technology familiarity (little to none and ad-
vanced to expert) demographics as binary features tended to negatively impact the perfor-
mance of the models. For example, the accuracy in predicting reward (RW) decreased by 
13.39% and a similar effect was found in predicting focused attention (FA) with a percent-
age change of 4%. In some cases, the introduction of the demographics had a positive ef-
fect, for example, a 57% increase in the recall of the focused attention model. In the case of 
perceived usability – the most predictable factor – and engagement, the introduction of the 
demographics had no effect on the models suggesting that they rely solely on other metrics 
to predict at a constant rate.

An alternative approach is to model the self-reported scores for the factors and engagement; 
the results of training Decision Tree regression models are shown in Table 3.3. For MSE, 
RMSE, and MAE, these metrics describe the errors the models make when predicting the 
self-reported score and a decrease in the scores when demographics are added means the 
performance of the model has increased. Comparatively, 𝑅2 is a measure of the goodness 
of fit and the closer to one the better is the model fit. The results show that the models can 
predict the scores with relatively small error rates but the performance of the models is 
poor. The introduction of demographics show an increase in performance across almost all 
factors, with the performance of the models increasing with respect to 𝑅2, which suggests 
that including demographics adds some useful information.

Feature Importance

When extracting feature importance from the models and performing permutation impor-
tance, it was found that there is a reliance on a small number of metrics to predict either the 
high/low groupings (Table 3.4) or self-reported scores (Table 3.5), where only single met-
rics are used in the latter. The maximum number of interaction metrics that were important 
in both cases was three, with all other non-reported interaction metrics having no impact on 
the predictions of either model types. In the cases where more than a single metric is relied 
on in the prediction, the mean decrease in accuracy demonstrates that the models still rely 
heavily on the most important metrics. The relationship between perceived usability and 
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Table 3.4. The feature importance and permutation importance for the classification models with 
demographics included as features. Only the metrics that have recorded an importance score are reported - in 

both approaches of feature importance, the ranking of features was the same - all other metrics had no 
influence on the performance of the models. Importance is the models internal measure of importance and 
MDA is the mean decrease in accuracy with a higher number indicating a larger impact on the model when 

the metric is randomly shuffled.

Factor Metric Importance MDA (Std. Dev)

Switch View (Proportion) 1.00 0.33 (0.09)
UES - - -

- - -

Prior Origami Experience 0.84 0.64 (0.10)
PU # Fullscreen 0.15 0.09 (0.04)

- - -

Std. Dev NEC Time 0.64 0.59 (0.14)
FA Fullscreen (Proportion) 0.22 0.13 (0.04)

# Total Events 0.12 0.08 (0.02)

Switch View (Proportion) 1.00 0.16 (0.04)
AE - - -

- - -

Prior Origami Experience 0.45 0.66 (0.23)
RW # Back Button 0.35 0.22 (0.15)

# Switch View 0.19 0.12 (0.05)

Table 3.5. The feature and permutation importance for the regression models with demographics included as 
features. Only the metrics that have recorded an importance score are reported - in both approaches of feature 
importance, the ranking of features was the same - all other metrics had no influence on the performance of 

the models. Single interaction metrics were importance in the regression case. Importance is the models 
internal measure of importance and MD-MSE is the mean decrease in the mean square error.

Factor Metric Importance MD-MSE (Std. Dev)

UES Switch View (Proportion) 1.00 0.27 (0.07)
PU Switch View (Proportion) 1.00 0.32 (0.07)
FA Next Button (Proportion) 1.00 0.14 (0.07)
AE # Switch View 1.00 0.16 (0.08)
RW # Switch View 1.00 0.17 (0.09)

prior task experience is again shown, with prior origami making experience being the most 
important metric with the greatest effect on the performance when predicting high/low us-
ability (along with reward). The variation in time spent on the segments of the tutorial were 
the most important in predicting focused attention and could suggest that a deviation in the 
average time spent on segments might be related to how the tutorial grabbed the attention 
of the participant.

In the case of predicting the self-reported scores, single interaction metrics were used by 
the models to make the prediction (Table 3.5). The importance of the switch view-based 
metrics is demonstrated here, with four of the modes relying solely on either the number 
of events or their proportion. The results however show that there is a limit to the gener-
alisability and predictive power of the models, ultimately limiting the insights that can be 
drawn.
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3.1.3 Conclusion

The findings from the analysis performed on the interactive tutorial, particularly the mod-
elling of engagement and its factors, yielded little actionable insight. Significant differences 
were found between the demographics of the participants and their engagement, specifi-
cally their perceived usability of the tutorial. While there were statistical differences in the 
usage of the switch view functionality, these differences did not manifest themselves in a 
meaningful way when modelling and predicting engagement using the interactions of par-
ticipants. However, the findings point towards needing to collect a different type of data to 
understand the audience in this context, perhaps through taking a qualitative approach. The 
controlled nature of the study is likely a causal factor: participants that have less experience 
with the task and technology are unlikely to actively choose the experience ‘in-the-wild’, 
but the results do demonstrate that those types of users should still be considered when de-
signing and producing these types of experiences. Anecdotally, participants reported not in-
teracting with the experience and not understanding the additional controls on the interface. 
In the next section, a study is carried out to investigate engagement in-the-wild.

3.2 Click

In this section, whether there are predictive signals of engagement in interaction data col-
lected from a different example of an interactive media experience is investigated. The study 
presented in this section differs from the previous as it is less controlled and performed ‘in-
the-wild’, with engagement and interaction data being captured from a large audience at-
tracted to the experience organically, as opposed to being recruited.

The experience is a special interactive edition of the BBC TV technology show Click, which 
was created to celebrate its thousandth edition. It used a form of storytelling, known as 
an interactive branching narrative, where the user determines their path through the story 
based on their interests. The show is made up of four sub-stories which each covering dif-
ferent topics; the two main sub-stories are about technology use in Malawi and autonomous 
vehicles. The audience can control what they see both between and within these sub-stories, 
e.g., they can choose to view one or both use-cases for the autonomous vehicle technology 
(industrial and/or consumer) along with having the option to go into more or less detail 
about the technology. The decisions that the audience are asked to make are prompted by 
the on-screen host (shown in Figure 1.2). If the audience decides not to interact, then a de-
fault path is automatically followed.

As with the previous experience, the show is divided into narrative elements and the audi-
ence has control over the show and video content, such that they can navigate between the 
narrative elements using the back and next buttons and replay or rewind the current narra-
tive element. In this experience, however, the audience do not have control over the presen-
tation of the content, though standard video controls are available: play/pause, full-screen, 
volume control, and video scrubbing.
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3.2.1 Methodology

Study Design

The study was designed to be opt-in and in-the-wild, set in a live production environment 
attached to the official national release of Click. Both interaction data and ground truth en-
gagement metrics were collected in a privacy-first manner, with no identifying information 
collected. To differentiate between users, at the start of their session they were each ran-
domly assigned a generated identification string which did not persist across multiple visits. 
Explicit consent was requested, using a privacy notice detailing the data collected during 
the experience, from each audience member for data collection for research purposes and 
the study presented in this section focuses on those that completed the engagement survey.

Data Collection

Much like the previous experience, interaction data were collected using built-in analytics, 
which log when a user performed an action on the interface or when a contextual change 
occurred (a window orientation or browser visibility change). The data takes the follow-
ing form: user_id - an anonymous identification string, timestamp - millisecond granu-
larity timestamp, action_type - the type of event that occurred, action_name - the button 
clicked/context change, and data - additional metadata about the event, for instance hid-
den/visible for browser visibility changes. As the Click experience has a different set of 
interaction opportunities for the audience – for example, the audience cannot change their 
camera angle – the set of events that are logged by the built-in analytics are different: pl-
ay/pause, back, next, fullscreen, subtitles, volume, video scrub, seek backwards, seek for-
wards, browser visibility change, window orientation change, narrative element change, and 
link choice.

User engagement metrics were also captured using the UES survey. As the survey was at-
tached to a live production system, a short-form version of UES containing 12 questions 
was used, instead of the long-form 30 question version used previously. To avoid disrupt-
ing the experience, the survey was administered post-credits, which does introduce a sam-
pling bias to the data as only a self-selected sub-sample complete it. Similarly, audience 
members that did not reach the end were not questioned as it would require the tracking of 
the audience and predicting when they were about to leave, which is a research direction 
explored in the next chapter (see Chapter 4) and was not possible at the time of the study. 
Much like the previous study, the questions were altered to fit with the Click experience, for 
example “Using Application X was worthwhile” to “Using this interactive episode of Click 
was worthwhile”. The responses to the survey cannot be used in their raw form, so follow-
ing the guidance of the UES authors to create scores (O’Brien et al., 2018), a score for each 
factor was calculated as a mean and then a mean of means for engagement to obtain a final 
score.
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Interaction Metrics

As with the previous study (see Section 3.1.1), the interaction data collected from Click 
tells us little about the users during their time on the experience. To create a descriptive 
picture of the user session, metrics were extracted from the interaction data which included 
individual event counts, relative proportion of events, and the total number of events. Sim-
ilar to the previous study, temporal statistics were also derived: the time to completion (the 
amount of time to a defined endpoint), session length (the overall time spent on Click in 
minutes), and hidden time (the time spent with the browser window hidden). To create a 
notion of the lack of interaction, the pauses between events were also calculated using the 
same splits as previously: short (between one and five seconds), medium (between six and 
15), long (between 16 and 30), and very long (more than 30). In the calculation of the ses-
sion length and time to completion, the hidden time was subtracted as interest is in the amount 
of active time that the user spent on the experience and to reduce the number of outliers 
caused by large session lengths. For the time to completion metric, a node was chosen in 
the Click experience story graph where all sub-stories are brought back together, situated 
just before the ending scenes of the show. The justification for choosing this endpoint is that 
it is where all paths through the story graph meet and the main portion of the narrative fin-
ishes, with only the credits remaining.

Analysis

To discover differences and relationships between interaction metrics and engagement lev-
els, correlation analysis was performed, statistical differences between engagement levels 
were tested for, and investigated metrics that discriminate between high and low engage-
ment. Prior to performing correlation analysis, Shapiro-Wilk’s test for normality was per-
formed to determine which correlation test to perform. For non-parametric metrics, Spear-
man’s rank-order correlation coefficient (𝑟𝑠) was used, whilst for normally distribution met-
rics, Pearson’s 𝑟 correlation coefficient was calculated. Statistical differences were tested 
for using the Mann-Whitney 𝑈 test and common language effect size (𝑓), corrected for mul-
tiple tests using False-Discovery Rate. The high and low engagement levels were deter-
mined by splitting users based on the median UES score as in (H. L. O’Brien and Lebow, 
2013). To investigate the discriminatory power of interaction metrics between high and 
low engagement, and following a similar approach to (Mehrotra et al., 2017; Zhuang et al., 
2018), a chi-square test (𝜒2) was performed. This test evaluates the probability of the ob-
served result given the null hypothesis being true, as such the following null (H0) and alter-
native (HA) hypothesises were proposed:

H0 There are no detectable differences in the interaction metrics between the two engage-
ment classes (low and high).

HA There exist detectable differences in the interaction metrics between the two engage-
ment classes (low and high).
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To investigate if interaction metrics are predictive of engagement, interpretable models to 
predict high or low engagement were trained, feature importance was extracted, and a model-
agnostic interpretability method called Shapley Additive Explanations (SHAP) (Lundberg 
and Lee, 2017) was applied. Each sample was scaled to a range between zero and one to 
account for differences in ranges between metrics, e.g., session length (minutes) and pro-
portions (zero to one). Metrics containing more than 50% of zeros were converted into bi-
nary.

A range of interpretable models were trained and evaluated, with the processed interaction 
metrics as input, using 10-fold stratified cross-validation with Area Under the Curve (AUC) 
as the performance metric – this metric was chosen as to evaluate the model’s ability to dis-
tinguish between the two target classes. The choice of models was primarily driven by in-
terpretability, but also models that make different assumptions about the data and have been 
proven to work well on a range of prediction tasks. More complex models, such as Neural 
Networks, were not used due to added complexity in terms of interpretability and structure. 
The models evaluated were: Logistic Regression, Gaussian Naïve Bayes, Decision Tree, 
Linear Discriminant Analysis, K-Nearest Neighbours, Support Vector Machine, and SVM 
with stochastic gradient descent. Once the best performing model was identified, 10-fold 
stratified cross-validated grid search was performed to find the optimal hyper-parameters, 
an optimised model was trained using a 80 ∶ 20 train-test split - this model is used in the 
investigation and is the focus of the rest of the section.

To evaluate the importance of interaction metrics when predicting high and low engage-
ment, feature weights were extracted from the model and SHAP values were calculated 
which provide a model-agnostic measure of how a feature value impacts the model predic-
tion.

3.2.2 Results

Sample

In total, 500 members of the audience chose to take part in the study by submitting a re-
sponse to the UES survey. The distribution of their engagement scores are shown in Figure 
3.7a, and the scores of the four engagement factors are shown in Figure 3.7b. Overall, the 
audience were highly engaged with the experience (𝑀 = 3.87, 𝑆𝑇 𝐷 = 0.77). How-
ever, due to the survey placement - post-credits - the sample captured may be skewed, and 
less engaged users are less likely to reach this part of the show. Nevertheless, there is still a 
proportion of users that were not engaged by the experience (recording scores below three, 
14.77%, 𝑀 = 2.48, 𝑆𝑇 𝐷 = 0.49), suggesting that even if a user reaches the end of the ex-
perience, it does not necessarily mean they were engaged - a hypothesis for this is presented 
later. On the whole, as shown in Figure 3.7b, the audience found the experience to be us-
able (𝑀 = 4.10, 𝑆𝑇 𝐷 = 0.85) and they felt reward from using it (𝑀 = 4.12, 𝑆𝑇 𝐷 =
0.93). However, the audience felt that the experience did not capture their attention to a 
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(a) Distribution of engagement scores reported by audience members

(b) Distribution of the individual factors and engagement

Figure 3.7. Distributions of engagement scores & UES Factors for BBC Click

high level (𝑀 = 3.46, 𝑆𝑇 𝐷 = 0.97), a crucial aspect of media creation. Similarly, the 
audience varied their opinion on the aesthetics of the experience (𝑀 = 3.79, 𝑆𝐷 = 0.91). 
From the 500 participants, 310,800 (𝑀 = 621.60, 𝑆𝑇 𝐷 = 379.83) interaction events were 
recorded.

Engagement Relationships

Between the majority of metrics and engagement scores, minor positive and negative cor-
relations were observed. Session length had the strongest correlation with the overall en-
gagement scores (𝑟𝑠 = .32, 𝑝 < .001), and time to completion was second strongest 
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Figure 3.8. Estimations of the central tendency for the four metrics that are significantly different between the 
two engagement groups; the median was used as the estimator. The plots demonstrate that low engagement 

participants record lower numbers of the metrics.

(𝑟𝑠 = .30, 𝑝 < .001), both indicating a relationship between the time spent on the experi-
ence and engagement. These two metrics are related but differ slightly as the session length 
is how long the user‘s session lasts, from start to finish, whilst the time to completion met-
ric is the time it takes for the user to reach a defined endpoint.

When applying Mann-Whitney‘s 𝑈 test, with correction for multiple tests, to each metric 
between the two engagement groups (𝑁𝑙𝑜𝑤 = 259, 𝑁ℎ𝑖𝑔ℎ = 241, 𝑙𝑜𝑤 ≤ 4.0 < ℎ𝑖𝑔ℎ), there 
were significant difference between low and high engagement with respect to time to com-
pletion (𝑈(𝑁𝑙𝑜𝑤 = 259, 𝑁ℎ𝑖𝑔ℎ = 241) = 22443.00, 𝑝 < .001, 𝑓 = .64) and session length 
(𝑈(𝑁𝑙𝑜𝑤 = 259, 𝑁ℎ𝑖𝑔ℎ = 241) = 22111.00, 𝑝 < .001, 𝑓 = .65)). For metrics relating to 
interaction events, the number of narrative element changes, recorded when the user moves 
from one story element to another, are statistically different: 𝑈(𝑁𝑙𝑜𝑤 = 259, 𝑁ℎ𝑖𝑔ℎ =
241) = 23527.00, 𝑝 < .001, 𝑓 = .61. The distribution of link choices, recorded when a 
user actively chooses a presented option, were also significantly different between engage-
ment levels: 𝑈(𝑁𝑙𝑜𝑤 = 259, 𝑁ℎ𝑖𝑔ℎ = 241) = 27724.50, 𝑝 < .05, 𝑓 = .54. These differ-
ences between the two groups are shown in Figure 3.8, which demonstrates that users in the 
high engagement group typically have longer sessions, take more time to complete, record 
more narrative element changes, and make more active choices in their viewing path.

To test the ability of interaction metrics to discriminate between low and high engagement, 
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Table 3.6. Discriminatory statistical features (significance level: ***= 𝑝 < .001, *= 𝑝 < .05). 𝑝𝑟𝑙 and 𝑝𝑟ℎ
denote the Pearson residuals for the feature for low and high engagement. 𝑡𝑜𝑡𝑎𝑙𝑙 and 𝑡𝑜𝑡𝑎𝑙ℎ represent the 
observed frequency for each feature in the low and high engagement classes. Direction represents how the 

relationship is weighted, a negative direction means the low engagement group recorded more of the feature.

Feature 𝜒2 𝑝𝑟𝑙 𝑝𝑟ℎ 𝑡𝑜𝑡𝑎𝑙𝑙 𝑡𝑜𝑡𝑎𝑙ℎ Direction

Next Button 175.09*** 9.23 -9.48 2388 1464 -924
Short Pauses 84.06*** 6.39 -6.56 1230 767 -463

Narrative Element Changes 39.67*** -4.39 4.51 14626 14918 292
Medium Pauses 36.33*** 4.20 -4.31 731 488 -243

Long Pauses 24.38*** 3.44 -3.53 566 388 -178
Play/Pause 11.59*** -2.37 2.43 742 835 93

Very Long Pauses 5.57* -1.64 1.69 1245 1296 51
Fullscreen 4.35* -1.45 1.49 314 350 36

the chi-square test was performed to evaluate the probability of the observed result given 
the null hypothesis being true (H0). Table 3.6 presents the statistically significant results, 
ordered by discriminatory power (𝜒2). The number of next buttons (the function to skip 
through narrative elements) is the most discriminatory metric, suggesting that users in the 
low engagement group skip through content much more frequently than those in the high 
engagement group (indicated by the direction of the relationship). Further, the second-ranked 
metric, short pauses, demonstrates a significant difference in the way that users consume 
the media. Users in the low engagement group were more likely to record shorter periods 
between interactions; in contrast, users in the high engagement group were more likely to 
record very long pauses - indicating they likely spend more time watching content.

Predicting Engagement

When evaluating which model performed best in predicting engagement levels, Logistic 
Regression (LR) performed the best across all evaluations (LR 𝜇𝐴𝑈𝐶 = .60, all other 
models: 𝜇𝐴𝑈𝐶 = 0.55 − 0.60), and as it is a comparatively simpler and more interpretable 
model, it was used for the rest of the analysis. To tune the model to the data, the normalised 
penalty (𝐿1 and 𝐿2), the strength of regularisation, and the stopping criteria tolerance were 
optimised; the most optimal (𝐴𝑈𝐶 = .61) hyperparameter configuration was: 𝐿2 normal-
isation penalty, a regularisation strength of 1, and a stopping tolerance of 1 × 10−5. Fitting 
an optimised model on a training set consisting of 400 samples and testing on 100 samples, 
the model could accurately separate the two engagement classes (𝐴𝑈𝐶 = .66, precision
= .61, recall = .61, f1-score = .61), as shown in Figure 3.9. A paired 𝑡-test was com-
puted to compare the performance of the model with a baseline that generates predictions 
uniformly randomly, finding that the Logistic Regression model performs significantly bet-
ter (𝑡(32) = 4.47, 𝑝 < .01). These results suggest that engagement can be modelled and 
accurately predicted using interaction data collected from an interactive media experience.

To assess metric importance, regression coefficients were ranked, which describe size/di-
rection of the relationship between a metric and target (Figure 3.10). Coefficients with a 
large positive value increase the probability of predicting high engagement; large negative 
values increase the probability of predicting low engagement.
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Figure 3.9. Receiver Operating Characteristic (ROC) curve demonstrating the model’s ability to distinguish 
between low and high engagement

Figure 3.10. The coefficients for each metric that is used in the prediction of engagement. A positive 
coefficient value indicates that the metric weights the prediction towards high engagement and a higher 

coefficient value signals a heavier weighting on the prediction.
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Figure 3.11. Feature importance based on contribution to model output (SHAP values). The position of the 
metrics on the 𝑦-axis is ordered by the sum of SHAP values across all samples.

Figure 3.10 shows that an increase in the time to completion metric correlates to higher 
engagement, supporting the significant difference between high and low engagement seen 
in Figure 3.8. Similarly, an increase in narrative element changes is positively associated 
with higher engagement; however, as the relative frequency of narrative element changes 
increases, the prediction output weights towards low engagement. The importance of very 
long pauses and short pauses (both counts and relative frequencies) is demonstrated by high 
engagement being positively associated with a large number of very long pauses, and nega-
tively associated with a large number of short pauses. In contrast, a longer time to comple-
tion, higher count of narrative element changes, and more very long pauses are associated 
with high engagement prediction. The importance of temporal metrics is demonstrated; the 
time between events, rather than the events themselves, is important. It is also observed that 
the occurrence of a window orientation change event is associated with higher engagement, 
but a high frequency of such events is associated with low engagement.

To further explore the interaction metrics contributions to the prediction of high and low 
engagement, SHAP values were calculated – results are shown in Figure 3.11. The results 
reveal that a high value (indicated by the red colour) for the time to completion metric in-
creases the probability of predicting high engagement, while a lower value increases the 
probability of predicting low engagement, further corroborating the findings shown in Fig-
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ure 3.8. The second most important feature, video scrubs, shows that there are two groups 
of users: the first record higher values which result in pushing the prediction towards low 
engagement, whilst the second record smaller values which push the prediction towards 
higher engagement. Similarly, an increase in seeking backwards (rewinding the video by 
ten seconds) events results in higher engagement, while smaller values have little contribu-
tion to the model output.

3.3 Summary

This chapter aimed to investigate whether there are signals in the interaction data that are 
predictive of engagement within the context of interactive media experiences. Techniques 
and approaches that have had prior success in other domains are untested in this re-emerging 
area of media and the unobtrusive monitoring of interaction data could provide media cre-
ators with an ability to measure the success of experiences. The chapter presented two stud-
ies of engagement: 1) a semi-controlled study of an adaptive tutorial; and 2) an in-the-wild 
study of an interactive branching narrative – in both, interaction data and self-reported mea-
sures of engagement were captured.

To investigate E-RQ1, models of engagement were trained and evaluated in both studies. In 
the study of the adaptive tutorial, it was found that engagement, and the individual factors, 
can be predicted with a reasonable amount of accuracy. With the introduction of demo-
graphics that had a statistically significant effect on the engagement and perceived usabil-
ity of the tutorial tended to negatively impact the performance of the models. These results 
are counterintuitive, but a potential explanation is a lack of interaction by users that found 
the experience less usable and therefore less engaging. Whereas, those with higher engage-
ment (along with more origami making and technology experience) made more use of the 
interaction opportunities. When focusing on modelling high and low engagement with the 
interactive TV show, it was found that membership of the groups could be accurately pre-
dicted from interaction-derived metrics.

For E-RQ2, the internal representations of importance and model agnostic-importance 
measures were extracted and calculated. The individual engagement factors and engage-
ment itself could be predicted at a reasonable rate in the adaptive tutorial. However, most 
of the models relied on a small subset of interaction metrics, usually only one, which lim-
its the inference that could be carried out. Notably, however, through statistical analysis, 
it was found that there was a relationship between the context of the user and their felt en-
gagement with the tutorial: participants with no prior experience in making origami found 
the tutorial less usable than those who had experience, and participants with less experi-
ence with technology also found it less usable. These differences manifested themselves 
in the interaction metrics, with a significant difference found in the number of switch view 
events (where the user could change the camera angle) between high and low usability and 
engagement. Differences may exist in modelling of more fine-grained interaction data (e.g., 
cursor movements) but these findings point towards the need to collect a different type of 
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data to understand the audience of an adaptive tutorial, perhaps through taking a more di-
rect approach and collecting qualitative data.

The interactions that the model showed were most important in predicting low engagement 
were more next button clicks, more narrative element changes, and shorter pauses between 
interactions. In combination, these can be seen as the user jumping through the content and 
interacting more regularly (a skipping-type behaviour). This is in contrast to users that were 
more highly engaged, who typically interacted less (longer time to completion, higher count 
of narrative element changes, and more very long pauses). Given the nature of the content 
(similar to a traditional TV show), we postulate that engagement is associated with focus on 
the content and only interacting when necessary (a consumption-type behaviour). On the 
other hand, skipping through the experience indicates lower engagement with the content 
(analogous to fast-forwarding a video). In contrast, the Origami tutorial was designed to 
support a task, and users who are engaged with that task are likely to want to interact more 
with the experience. Those who sit back and watch are, in this case, less likely to feel en-
gaged. It is worth noting, and a point that requires further investigation, that it is unclear 
whether audience members are skipping because they are not engaged with the content or 
whether they are unable to engage with the content because they are skipping.

Monitoring for the metrics that make up these potential behavioural proxies could provide 
content creators with a detailed picture of the success of their experience and the means to 
retrospectively understand what types of story experiences work better. For example, iden-
tifying a loss of engagement during the experience and detecting skipping could provide the 
opportunity to modify an experience on-the-fly to provide a shorter, summarised version of 
the narrative.

Interactive media experiences are a new type of media and are continually in development 
so understanding whether there is a commonality in user behaviour that is indicative of en-
gagement across multiple experiences could allow media creators to deploy and perform the 
same retrospective analysis. The discovery of differences rather than similarities would en-
able media creators to focus on particular aspects of the user behaviours for specific types 
of interactive media experiences.

E-RQ3 focuses on whether there was a shared importance in user behaviours across the 
two interactive experiences or differences between the two interactive media experiences 
that are the subject of this chapter. While in each experience there were factors important in 
the understanding and prediction of engagement, there is a lack of commonality between 
the two. In the interactive tutorial, factors outside of the experience – the context of the 
user, their demographics – affect how usable and engaged they will be with the experience. 
While in the interactive TV show, a combination of interaction metrics can differentiate be-
tween engagement levels and point towards behavioural proxies being present in the data. 
These differences could be due to the nature of the experiences. The task of following a tu-
torial requires active engagement with the content, so we find more engaged users interact 
more. A TV show is designed for the audience to sit and watch the content, which results in 
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more engaged users interacting less.

The work presented in this chapter focused on gathering an understanding of engagement 
and whether it is predictable within the context of interactive media experiences. It was 
found that the context of the user affects their engagement and perceived usability with an 
interactive tutorial, whereas in an interactive TV show, audience members that experience 
a low degree of engagement appear to exhibit a skipping-type behaviour and those with a 
higher degree of engagement show a consumption-type behaviour – both of which could 
be monitored in real-time and used in retrospective analysis of these types of experiences 
by media creators. However, both studies focus on a small sub-sample of users, which may 
limit the generalisability of the results to the wider audiences attracted to these experiences. 
As such, the next chapter shifts focus to model, predict, and understand user abandonment 
with the interactive TV show in the wider dataset collected when the show was released to 
the public. In addition, the possible relationship between abandonment and engagement is 
explored.

To summarise, the following are the key takeaways from this chapter. Engagement can be 
predicted from audience interactions with an interactive branching narrative, but not with 
an adaptive tutorial. This could be owing to the small sample size or the nature of the more 
involved experience or both. Instead, for the adaptive tutorial, the context that an audience 
member brings to an experience affects their engagement. For the interactive branching 
narrative, audience members with a reported lower engagement appear to skip through the 
content, while those with higher engagement appear to sit-back and consume. Metrics that 
were important in each interactive experience were not shared across both, suggesting that 
experiences may need to be considered individually. 
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Chapter 4

Predicting Abandonment in Interactive 

Media Experiences

Having considered user engagement in interactive media experiences, the focus now shifts 
onto investigating abandonment in interactive media experiences; specifically, whether aban-
donment can be predicted, what interaction metrics are important for its prediction, and 
whether there is a relationship between abandonment and engagement. Abandonment is 
where audience members dropout of the content before reaching its end and is typically a 
signal of a negative experience for the user under the premise that if they were engaged or 
enjoyed the content then they would have stayed until the end. Audience abandonment itself 
is not difficult to measure: a measure of success currently deployed by media producers is 
counting the number of audience members that completed the show, which is a rudimentary 
measure but provides high-level insights into the performance of the content – the higher its 
number with respect to the total audience size, the better.

Prior work has shown that going beyond these types of basic measurements and using the 
interactions of users can provide a more nuanced understanding of abandonment. For ex-
ample, through modelling good (the user finds what they are looking for) and bad (they 
do not) abandonment (J. Li et al., 2009) and understanding the potential underlying causes 
(Diriye et al., 2012; Williams and Zitouni, 2017). Additionally, the previous chapter demon-
strated that interaction data is useful to differentiate between engagement levels, here we 
investigate whether it is also useful in predicting abandonment. Exploring whether aban-
donment is predictable in this context could have interesting downstream benefits for media 
creators, such as the real-time monitoring of a user’s likelihood to abandon through an ex-
perience. But also, if there is an association between the interactions of users and abandon-
ment, then it may facilitate a deeper understanding in the future as to whether it was good 
or bad abandonment.

Much like modelling engagement in the previous chapter, approaches that have been suc-
cessfully deployed in other domains are largely untested with interactive media experiences 
and as this form of media can be more complex compared to traditional media, it is unclear 
how well the approaches translate. Additionally, how abandonment is represented poses a 
challenge. Grouping users into two groups - abandoned and completed - may not provide 
sufficient granularity in the context of a multi-story interactive media experience. Associ-
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ating behavioural proxies to abandonment should provide a more refined and subtle mea-
surement for media creators to deploy. Using this as motivation, this chapter presents an 
exploration of the wider dataset collected from the Click TV show to address the following 
objective: to investigate whether there are signals in interaction data that are predictive of 
abandonment. To direct the investigation, the following research questions are explored:

A-RQ1: Can abandonment in interactive media experiences be modelled using interaction 
data?

A-RQ2: What interaction-derived metrics are important when inferring abandonment?

A-RQ3: Is there a relationship between abandonment and user engagement?

In answering the questions, the analysis focuses on the two main sub-stories of the Click 
TV show rather than the experience as a whole. The reason for this is to simplify the anal-
ysis; one story chosen by the audience member, do they reach the end? Following the moti-
vating example described previously, identifying why someone has left part way through a 
sub-story should provide a more detailed picture of abandonment than simply whether they 
reached the end of the whole experience.

4.1 Method

To investigate whether there are signals in interaction data that are predictive of abandon-
ment, the dataset collected from the national release of the Click TV show is used - intro-
duced in the previous chapter.

The data is split according to which story people chose to view at the first choice and con-
tains the interactions of audiences in both sub-stories. Then, models of abandonment are 
explored to predict the abandonment likelihood of audience members. Each part of the in-
vestigation is presented in more detail in this section, first focusing on the dataset, how the 
interaction metrics were created, and how abandonment was defined as a target for mod-
elling. Following from there, the modelling approach and measuring importance is pre-
sented, all of which aid in characterising the behaviour of audience members who abandon.

4.1.1 Data

The dataset used is from the wider dataset collected from the national release of the Click 
TV show, which includes both those that took part in the engagement study (presented in 
the previous chapter, see Section 3.2) and those that did not. The specific subset of data 
used is from the two main sub-stories in the show, which form a substantial part of the nar-
rative: technology use in Malawi (Malawi) and autonomous vehicles (Cars), shown in Fig-
ure 1.2. The show allowed people to view one or both stories, and in either order. All users 
who started a sub-story are included and there is no differentiation according to what they 
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had done earlier in the show. Audience members that chose to take part in the engagement 
survey are separated from the dataset for later analysis. Approval for the use of data was 
sought from the audience using a privacy notice which is presented at the start of the expe-
rience.

Interaction Metrics

The same process used in the previous chapter to create interaction metrics is followed – 
making use of the custom interaction metrics library developed to work with data collected 
from interactive BBC experiences. Table 4.1 presents all the metrics extracted from the in-
teraction data. To make the analysis and results more applicable to other experiences where 
different actions are collected but can be grouped into the same categories, these categories 
are also shown in Table 4.1. The temporal and pre-sub-story metrics are not included in 
these groupings.

Creating an Abandonment Target

Behind the scenes, the Click TV show is a graph-based structure where nodes are narrative 
elements and edges are choices/paths through the narrative (see Figure 4.1). To create an 
abandonment target, the graphical structure is leveraged to focus on predicting how far the 
audience made it through the story rather than a binary complete/non-complete target. For 
each audience member in the dataset, the number of narrative elements away from each of 
the endpoints in the sub-story is counted and the smallest value is taken, i.e., the shortest 
path to the end of the sub-story. There can be multiple endpoints in both sub-stories, which 
the user visits depends on their choices throughout the narrative, this is shown in 4.1 where 
the green coloured nodes are endpoints in both sub-stories. Creating a target metric that is 
a notion of how far the audience were from the end could provide deeper insight into the 
causes behind the audience leaving; did they leave straight away or half-way through? Ad-
ditionally, a numerical target instead of a categorical target allows for an assessment of the 
relative impact of each feature on the prediction; does an increase in an interaction metric 
push the prediction in a negative (closer to completion) or positive (abandoning earlier) di-
rection?

4.1.2 Analysis

Statistical Analysis

To discover relationships between interaction metrics and abandonment, as well as between 
interaction metrics themselves, an exploration of the data was performed. Correlation anal-
ysis was carried out to discover relationships and statistical difference testing was performed 
to find differences between abandonment distances. As the abandonment metric is ordinal, 
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Table 4.1. The interaction metrics extracted from the interaction data collected in the Click TV Show. 
Includes the how the different metrics are grouped together.

Grouping Interaction Metric

Navigation - Backwards # Back Button
# Seek Backwards

Navigation - Backwards (Proportion) Back Button (Proportion)
Seek Backwards (Proportion)

Navigation - Forwards # Next Button
# Seek Forwards

Navigation - Forwards (Proportion) Next Button (Proportion)
Seek Forwards (Proportion)

Contextual Changes # Window Orientation Changes
# Fullscreen

Contextual Changes (Proportion) Window Orientation Changes (Proportion)
Fullscreen (Proportion)

# Play/Pause
General Video Controls # Volume Changes

# Video Scrubs

Play/Pause (Proportion)
General Video Controls (Proportion) Volume Changes (Proportion)

Video Scrubs (Proportion)

Visibility Changes # Browser Visibility Changes

Visibility Changes (Proportion) Browser Visibility Change (Proportion)

Average NEC Time (Pre)
Norm Average NEC Time (Pre)

# Link Choices (Pre)
# Narrative Element Changes (Pre)

Link Choice Ratio (Pre)
Vertical Orientation (Pre)

Average NEC Time
Normalised Average NEC Time

# Short Pauses
# Medium Pauses

# Long Pauses
# Very Long Pauses

Mobile Device (Inferred)

Spearman’s rank correlation coefficient was used to measure the correlation between inter-
action metrics and abandonment and between the interaction metrics. In the case where the 
interaction metric was a boolean, point-biserial correlation coefficient was calculated. To 
test for significant differences between metrics and abandonment, the Kruskal Wallis test – 
used when there is a single independent variable (the metric) with two or more levels and 
the ordinal dependent variable (abandonment) – was applied.

Modelling Abandonment

The abandonment target is distance-based and produces a non-negative count-based met-
ric where there is a maximum shortest path for each sub-story (Malawi = 4 and Cars = 6). 
As such, the modelling techniques applied to the data to predict abandonment are Poisson 
regression models. A Poisson model works under the assumption that the target variable 
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(a) Malawi

(b) Cars

Figure 4.1. The graphical structure of both the Malawi and Cars sub-stories

has a Poisson distribution and are used in modelling count data. Models are trained for each 
sub-story and are as follows: Poisson Generalised Linear Model, Decision Tree, and Gradi-
ent Boosted Regression Tree (with histogram-based learning). For the Decision Tree (DT) 
regressor, Poisson deviance criterion was used to evaluate the quality of split. A Gradient 
Boosted Regression Tree with histogram-based learning (HGBR) is a tree-based model 
that when building trees, rather than finding splitting points on the sorted input data (mem-
ory intensive), places continuous features into bins and uses the bins to create feature his-
tograms which provides a coarse approximation of the input data (Ke et al., 2017). For this 
model, the loss function used is Poisson deviance.

To evaluate the models and find which to take forward in the analysis, 10-fold cross-validation 
is performed using the mean Poisson deviance as the performance metric to minimise (the 
mean squared error (MSE) and mean absolute error (MAE) are also reported in the results). 
Each model is compared to each of the other models, and a baseline mean regressor, which 
predicts the mean value of the input data, using a paired t-test. Once the best performing 
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model was identified, an optimisation step was performed to find the optimal version of the 
model using a standard train-test set split (80:20) of the data. The Tree-structure Parzen Es-
timator (Bergstra et al., 2013; Bergstra et al., 2011) sampler is used which has been shown 
to outperform other optimisation techniques such as Bayesian optimisation, with pruning 
performed using Hyperband (L. Li, Jamieson, et al., 2017), running for 150 trials and min-
imising the Poisson deviance.

Measuring Importance

In A-RQ2, the focus is on what interaction metrics are important when inferring abandon-
ment. To investigate this, a range of model interpretation techniques are applied to the opti-
mised model for each sub-story. Permutation importance, Accumulated Local Effects (ALE), 
and Shapley Additive Explanations (SHAP) are calculated and estimated from the model 
and each provide different views on the model’s decision-making. All importance measures 
are performed using the hold-out test set.

Permutation importance evaluates the relationship between the features and the target with 
a measure of how much the performance metric decreases when a single feature is ran-
domly shuffled (Breiman, 2001). The mean Poisson deviance is used as the performance 
metric and each feature is shuffled 10 times for a range of performance results. Accumu-
lated Local Affects (Apley and Zhu, 2020) provides a measure of the impact on the predic-
tion for given feature values and are an alternative to a Partial Dependence Plot (Friedman, 
2001). Shapely Additive Explanations (SHAP) measure how individual features contribute 
to the model’s prediction (Lundberg and Lee, 2017). All these approaches are model-agnostic 
and work with black-box models, where there is no easily accessible or interpretable inter-
nal feature representation.

Abandonment & Engagement Relationship

To investigate the relationship between abandonment and engagement (A-RQ3), the inter-
action metrics for the subset of the audience that took part in the engagement survey are 
removed for the analysis presented above and a predicted distance is produced by the mod-
els for each sub-story. It is worth noting that the subset who took part in the engagement 
survey, by definition, will not have abandoned the show. The predicted distance is tested 
for normality using the Shapiro-Wilk test (with 𝛼 = .05); if the predicted distance is non-
parametric then the Mann-Whitney 𝑈 test is performed between the high and low engage-
ment groups, with the common language effect size (𝑓). If the distributions are paramet-
ric, then a one-way ANOVA is performed between the two groups. A difference in the pre-
dicted distance between high and low engagement would suggest that there is a relationship 
between the engagement of users and their perceived likelihood to abandon the experience.
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4.2 Results

4.2.1 Sample

In total, 61,724 (Malawi = 21,169 and Cars = 40,555) users visited one of the two sub-stories 
(3,717 visited both, 17,452 only visited Malawi, and 36,838 only visited Cars). For the 
Malawi sub-story, a total of 1,472,865 events were captured, with users recording an aver-
age of 69.57 (STD = 265,05) events. Whilst, for the Cars sub-story, 3,226,503 events were 
recorded and users had an average of 79.55 (STD = 371.02) interaction events. The larger 
number of users visiting the Cars sub-story could be due to it being positioned before Malawi 
on the default path through the story or it could be a more popular topic.

Abandonment Metric

Most users that visited both sub-stories reached the end and completed, as shown in Fig-
ure 4.2 where zero indicates completion. Abandoning in Malawi tended to occur most fre-
quently at the start of the sub-story (the furthest point from the end, see Figure 4.2a), with a 
moderate rate of abandonment as the story progresses. A similar pattern is observed in the 
Cars sub-story, see Figure 4.2b, with a peak of users abandoning three or four nodes away 
from the end, which is the start of the sub-story.

However, there is a specific limitation in the Cars sub-story. Due to the sub-story structure, 
a user can be further into the story but abandon with a larger minimum shortest path – there 
are more direct paths to the end of the sub-story at the beginning than part way through one 
segment (see Figure 4.1b). Experimentation was performed with alternative measures, such 
as weighting the shortest path by the number of narrative elements seen, but interpretability 
is lost, and as this limitation only affects the Cars sub-story and as there are a small number 
of users that fall into this category, this metric was taken forward and used for the remain-
ing analysis.

4.2.2 Statistical Analysis

Across both sub-stories, there were a small number of interactions recorded by the users. 
For example, Table 4.2 shows that 14.47% (Cars) and 16.06% (Malawi) of users recorded 
at least one general video control event. The rates of interactions across both sub-stories 
were similar, with only minor differences in most cases. There was a noticeable difference 
in the use of forward navigation by users in the Malawi sub-story, with 16.1% of users record-
ing these events compared to 12.3% in the Cars sub-story. An almost equal split between 
mobile and non-mobile users was observed – which is an inferred metric from the inter-
action data and is not explicitly captured – and the majority of users watched the show in 
horizontal mode.
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(a) Malawi

(b) Cars

Figure 4.2. The distance from the end distributions for the Malawi and Cars sub-stories, calculated as per the 
description in Section 4.1.1. Zero means that the user reached the end of the sub-story.
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Table 4.2. Descriptive statistics for the interaction metrics derived from interaction data collected as part of 
the Click experience. The proportion of non-zero statistic describes the percentage of users that have 

registered at least one of the events.

Cars Malawi

Interaction Metric Mean Std. Dev. Median Proportion non-zero Mean Std. Dev. Median Proportion non-zero

# Contextual Changes 0.74 1.72 0.00 37.76% 0.67 1.74 0.00 35.64%
# General Video Controls 0.40 1.89 0.00 14.47% 0.53 2.05 0.00 16.06%

# Visibility Changes 0.93 1.86 0.00 47.60% 0.89 1.63 0.00 47.72%
# Short Pauses 1.49 2.62 0.00 51.40% 1.56 2.71 1.00 53.56%

# Medium Pauses 0.79 1.45 0.00 40.18% 0.80 1.50 0.00 39.28%
# Long Pauses 0.37 0.79 0.00 26.33% 0.50 0.81 0.00 36.62%

# Very Long Pauses 3.40 3.05 3.00 86.21% 2.62 2.17 2.00 84.96%
Navigation - Backwards 0.32 2.11 0.00 5.33% 0.17 1.56 0.00 3.22%
Navigation - Forwards 0.67 2.93 0.00 12.34% 1.00 3.62 0.00 16.13%
# Link Choices (Pre) 7.13 6.22 5.00 97.24% 8.11 6.58 6.00 100%

# Narrative Element Changes (Pre) 6.04 0.48 6.00 100% 6.04 0.57 6.00 100%
Link Choice Ratio (Pre) 1.18 1.02 0.83 - 1.34 1.09 1.00 -

Avg NEC Time (Pre) 55.00 11.75 55.38 - 55.58 12.28 55.57 -
Norm Avg NEC Time (Pre) 0.71 0.13 0.75 - 0.72 0.12 0.75 -

Norm Avg NEC Time 0.70 0.29 0.72 - 0.66 0.30 0.69 -
Avg NEC Time 48.01 28.45 43.71 - 56.52 32.91 43.47 -

Navigation - Backwards (Proportion) 0.009 0.05 0.00 - 0.005 0.03 0.00 -
Navigation - Fowards (Proportion) 0.03 0.10 0.00 - 0.04 0.12 0.00 -
Contextual Changes (Proportion) 0.06 0.10 0.00 - 0.06 0.11 0.00 -

General Video Controls (Proportion) 0.01 0.06 0.00 - 0.02 0.08 0.00 -

Mobile Non-Mobile Mobile Non-Mobile

Mobile (Inferred) 55.26% 44.73% 54.01% 45.98%

Horizontal Vertical Horizontal Vertical

Vertical Orientation (Pre) 98.93% 1.06% 99.59% 0.40%

Figure 4.3a points towards users that do not reach the end of the Cars sub-story recording a 
low average time spend on narrative elements. A similar pattern is observed in the Malawi 
sub-story (Figure 4.3b), with users that abandon early recording low numbers for the aver-
age time spent on narrative elements. In contrast, users that reached the end or close to the 
end tend to spend more time on narrative elements (shown by users going beyond 100%), 
this could be due to revisiting narrative elements – this is not observed in the Malawi sub-
story.

Minor correlations between interaction metrics and abandonment are shown in Figure 4.4. 
The proportion of visibility changes in both sub-stories is positively correlated with dis-
tance, indicating that a higher proportion of visibility changes is associated with leaving the 
experience earlier; this is also demonstrated in the number of visibility change events. The 
number of very long pauses has a negative correlation with distance, in both sub-stories, 
which suggests that users who interact little and watch content either abandon later or com-
plete.

Testing for significant differences between interaction metrics and abandonment produced 
significant results across all interaction metrics except the number of narrative elements 
seen prior to the sub-story. Figure 4.5a shows effect plots for the Cars sub-story, while Fig-
ure 4.5b shows the same plots but for the Malawi sub-story. There are notable differences in 
some of the interaction metrics across both sub-stories, for example, users that complete 
record a significantly lower number of contextual changes compared to users that aban-
doned. This is also true for the number of visibility changes; however, the scale on which 
these differences are found is small. For example, the scale for the number of contextual 
changes is between 0.5 – 1.2 (for the Cars sub-story), means that most users record a small 
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(a) Cars

(b) Malawi

Figure 4.3. The distribution of the normalised average narrative element time across abandonment distances 
for both sub-stories. A normalised average time of 1.0 indicates that a user consumed, on average, 100% of 

the narrative element. The plot demonstrates, in the case for the Cars sub-story, that a high proportion of users 
with lower distances consume more than 100% of narrative elements on average, perhaps through revisiting

number of these events and in most cases, none - shown in Table 4.2.

4.2.3 Modelling Abandonment

When predicting abandonment, the three models trained all significantly outperformed a 
dummy regression model – which constantly predicts the mean value of the target – as shown 
in Table 4.3. The Gradient Boosted Regression Tree with histogram-based learning (HBGR) 
model performed best compared to all other models across all evaluation metrics, signifi-
cantly outperforming the Poisson Regression (Malawi: 𝑡(15749) = −46.87, 𝑝 < .001; 
Cars: 𝑡(33684) = −41.15, 𝑝 < .001) and Decision Tree (Malawi: 𝑡(15749) = −16.15, 𝑝 <
.001; Cars: 𝑡(33684) = −23.19, 𝑝 < .001) models in both sub-stories. As a result, the 
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(a) Cars

(b) Malawi

Figure 4.4. The correlations between interaction metrics and abandonment distances. Correlations were 
calculated using Spearman’s rank correlation coefficient.

HGBR model was taken forward and used in the rest of the investigation.

To tune the model to the data, an optimisation step was performed and the following hy-
perparameters were tuned: learning rate, maximum number of trees, leaf nodes, and depth 
for each tree, the minimum number of samples per leaf, 𝐿2 regularisation, and tolerance. A 
model was optimised and trained for each sub-story using a Poisson deviance loss function, 
and the optimal hyperparameter configuration for Malawi (𝑃𝐷 = 0.39, 𝑀𝑆𝐸 = 0.49, 
𝑀𝐴𝐸 = 0.40) was: learning rate = 0.09, maximum number of trees = 180, leaf nodes 
= 220, and depth = 17, minimum number of samples per leaf = 18, 𝐿2 regularisation 
= 90.74, and tolerance = 1.08−05. Whilst the optimal configuration for Cars (𝑃𝐷 = 0.67, 
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(a) Cars

(b) Malawi

Figure 4.5. The significant differences between the interaction metrics and abandonment distances shown 
through effect plots

Table 4.3. The results of initial modelling. Significance is determined by a paired t-test (significance level: 
***= 𝑝 < .001, *= 𝑝 < .05) between the Dummy Regression and the three other models and is reported based 

on the Poisson Deviance (PD), with Mean Squared Error (MSE) and Mean Absolute Error (MAE) also 
reported.

Malawi Cars

PD MSE MAE PD MSE MAE

Dummy Regression 2.20 (0.14) 3.02 (0.03) 1.63 (0.01) 2.20 (0.18) 3.56 (0.08) 1.69 (0.03)
Poisson Regression 1.32 (0.10)*** 1.51 (0.04) 1.06 (0.01) 1.61 (0.11)*** 2.37 (0.05) 1.29 (0.01)

Decision Tree 0.88 (0.07)*** 1.21 (0.07) 0.52 (0.01) 1.44 (0.08)*** 2.26 (0.11) 0.85 (0.02)
HGBR 0.42 (0.05)*** 0.52 (0.04) 0.40 (0.02) 0.67 (0.06)*** 0.95 (0.04) 0.62 (0.01)
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(a) Malawi

(b) Cars

Figure 4.6. The predicted distance distributions for the Malawi and Cars sub-stories. The plots demonstrate 
that the real distance is broadly captured by the model.

𝑀𝑆𝐸 = 0.95, 𝑀𝐴𝐸 = 0.64) was: learning rate = 0.04, maximum number of trees 
= 183, leaf nodes = 106, and depth = 18, minimum number of samples per leaf = 17, 𝐿2

regularisation = 5.66, and tolerance = 5.14−05.

Figure 4.6 shows the distributions of the distances predicted by the Malawi and Cars mod-
els and demonstrates that the distributions are of a similar shape, including the same peaks, 
to the actual distances (shown in Figure 4.2). These results suggest that the models can cap-
ture the distribution of distances and that abandonment can be modelled and accurately pre-
dicted using interaction data collected from an interactive media experience.
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4.2.4 Feature Importance

Permutation Importance

The results of performing permutation importance are presented in Figure 4.7, which shows 
that the proportion of visibility changes was the most important interaction metric across 
both sub-stories with little variation between tests. The normalised and non-normalised av-
erage narrative element time had differing levels of importance, with the model for Malawi 
placing more importance on the former and the Cars model on the latter. The number of 
very long pauses, a metric representing pauses between interaction events, is important for 
both sub-stories, further demonstrating the reliance on temporal interaction metrics. The 
proportion of contextual changes and the number of browser visibility changes have a mod-
erate level of importance in the accurate prediction of abandonment in both sub-stories, 
with the remaining metrics contributing a smaller effect to the prediction and registering 
a smaller importance.

Accumulated Local Effects

While the previous measure of importance provides an idea of what metrics the models rely 
on to make accurate predictions, accumulated local effects provide a measure of how dif-
ferent metric values effect the prediction, providing a notion of effect direction for metric 
values. Figures 4.8 and 4.9 show the results of calculating the Accumulated Local Effects 
(ALE) using the Malawi and Car models, respectively – the test dataset was used in both 
cases. As shown in the figures, interaction metrics both positively and negatively effect the 
model prediction, and in some cases, have no effect.

The metric with the strongest effects on the prediction in both sub-stories is the proportion 
of browser visibility changes, shown in Figures 4.10a and 4.10b. As the proportion of visi-
bility changes increases, the effect on the model towards a positive prediction also increases 
and is shown in both sub-stories, with a stronger effect in the Malawi model. In contrast, 
there is an opposite effect when considering the number of browser visibility changes, with 
an increase negatively effecting the prediction of the models.

Shown in Figure 4.11, the proportion of contextual changes – including full screen and ori-
entation change events – has a similar effect to the proportion of visibility changes, and 
suggests that if users have a higher proportion of these events then they are predicted to be 
more likely to leave the sub-stories earlier. For the metric that is a count of these events, 
there is an initial negative effect on the Malawi model (Figure 4.11a) and as the value in-
creases, beyond 10, then the effect becomes positive. Whilst for the Cars model (Figure 
4.11b), there is a strong negative effect on the relative prediction which positively increases 
as the number of contextual changes increases. Much like with the visibility change met-
rics, there is a distinction between the proportion of these metrics and the number of times 
they occur, which could demonstrate a difference between user intentions.
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(a) Malawi

(b) Cars

Figure 4.7. The results from calculating permutation importance. The scores presented are averages, with the 
standard deviation shown by the error bares, and are in descending order.
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Figure 4.8. The results from calculating the accumulated local effects for all metrics used as input into the 
Malawi abandonment model.

Pauses are calculated based on the time between interaction events and were previously im-
portant in the modelling of engagement. For abandonment and in both sub-stories, a higher 
number of pauses of any type positively affects the models with varying strength, as shown 
in Figures 4.12a and 4.12b. An increase in the number of pauses demonstrates that the user 
is interacting more, in the case of shorter pauses, and interesting less, in the case of longer 
pauses, and is suggestive of non-abandonment.

For the proportion of backwards navigation events, as shown in Figure 4.13, an increased 
number positively affects the models – with a strong effect in the Malawi model – suggest-
ing that users who move back through the content are more likely to abandon. Similarly, for 
Malawi, a large proportion of forward navigation events has a strong positive effect on the 
prediction, whereas for Cars, there is a minimal, weak effect which changes between posi-
tive and negative that suggests a difference between the two sub-stories. The count of these 
metrics was turned into binary representations due to low numbers and register no effect 
on the model prediction, as shown in Figures 4.8 and 4.9. Regarding the impact of general 
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Figure 4.9. The results from calculating the accumulated local effects for all metrics used as input into the 
Cars abandonment model.

video controls, there is a positive effect (strongest for the Malawi sub-story) on the predic-
tion as the proportion of general video controls increases (see Figure 4.13).

Shapely Additive Values

To further explore how the interaction metrics contribute to the prediction of abandonment, 
we calculated SHAP values for each of the sub-stories models – the results are shown in 
Figure 4.14.

The results, which are ordered on the y-axis by their mean SHAP value (the higher mag-
nitude, the more impact on the prediction), show that there are distinct groupings of users 
for the proportion of visibility changes in both models: low feature values (indicated by the 
light blue colour) all negatively impact the prediction and pushes it towards lower values – 
values closer to zero, where zero is zero nodes from the end. In contrast, values with an in-
creasing feature value (indicated by the transition from blue to red) all positively impact the 
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(a) Malawi

(b) Cars

Figure 4.10. The accumulated local effects for the browser visibility change metric (both proportion and 
counts). The results demonstrate that a high proportion of visibility changes positively effects the model 

prediction (therefore, weighting the prediction towards higher abandonment distances), while the opposite is 
true for the counts.

prediction and push the model towards predicting higher values – predicting values further 
from the end.

The second most important feature for both sub-story models, the number of very long pauses, 
show that a high number negatively impacts the model and pushes the prediction towards 
smaller values, corroborating the findings in the previous section (specifically, Figure 4.12). 
The importance of forward navigation events was evidenced in the application of ALE and 
is further demonstrated here, with the metric being one of the most important in the pre-
diction of abandonment for the Malawi sub-story but not for Cars. In addition to very long 
pauses, higher values for the number of medium pauses push the prediction towards lower 
values for the Cars model, with the metric not registering as important for the Malawi sub-
story, again following a similar trend to that presented in the previous section.
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(a) Malawi

(b) Cars

Figure 4.11. The accumulated local effects for the contextual change metric (both proportion and counts). The 
results demonstrate that a high proportion of contextual changes positively effects the model prediction 

(therefore weighting the prediction towards higher abandonment distances).

4.2.5 The Relationship between Abandonment & Engagement

Out of the 500 users that took part in the engagement survey, 235 visited both sub-stories, 
97 only visited Malawi (and not Cars), and 167 only visited Cars. The distributions of en-
gagement scores between the three groups are shown in Figure 4.15. In terms of differences 
between engagement scores, there was a significant difference between those that visited 
both and only the Malawi sub-story (𝑈(𝑁𝑏𝑜𝑡ℎ = 235, 𝑁𝑚𝑎𝑙𝑎𝑤𝑖 = 97) = 14384.0, 𝑝 <
.001, 𝑓 = .63)) and users that visited both and only the Cars sub-story (𝑈(𝑁𝑏𝑜𝑡ℎ = 235,
N𝑐𝑎𝑟𝑠 = 168) = 24021.5, 𝑝 < .001, 𝑓 = .61)). This difference in engagement suggests 
that users who watched both sub-stories were more engaged than those that only watched 
one sub-story.

73



(a) Malawi

(b) Cars

Figure 4.12. The accumulated local effects for the four types of pauses. The results demonstrate that an 
increase in all pauses have a negative effect on the model prediction (therefore weighting the prediction 

towards lower abandonment distances).

Both models are accurate in their prediction of distance, Malawi: PD = 0.31, MSE = 0.08, 
and MAE = 0.15; and Cars: PD = 0.64, MSE = 0.27, and MAE = 0.32. As all users in 
the engagement dataset finished the Click experience in its entirety – none dropped out of 
the sub-stories – all of their distance values were zero. The prediction distance for both sub-
stories is shown in Figure 4.16 which demonstrate that the majority of predictions are zero 
or close to zero and were found to be non-parametric.

The predicted distance between the high and low engagement groups were significantly dif-
ferent in both the Malawi (𝑈(𝑁ℎ𝑖𝑔ℎ = 149, 𝑁𝑙𝑜𝑤 = 183) = 15800, 𝑝 < 0.05, 𝑓 = 0.57) 
and Cars (𝑈(𝑁ℎ𝑖𝑔ℎ = 201, 𝑁𝑙𝑜𝑤 = 201) = 24887, 𝑝 < .001, 𝑓 = 0.61) sub-stories, 
with a stronger effect in the latter. Users that register low engagement in both sub-stories 
are predicted higher distance values (show in Figure 4.17) which suggests there are signals 
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(a) Malawi

(b) Cars

Figure 4.13. The accumulated local effects for the navigation and general video control metrics. The results 
show that an increase in all of these events has a positive effect on the model prediction, excluding the 
proportion of forward navigation events (in Cars) which fluctuates but remains at a low level of effect.

in the interaction data indicating that low engagement users are more likely to leave the ex-
perience and/or sub-stories.

4.3 Summary

This chapter aimed to address the following objective: to investigate whether there are sig-
nals in interaction data that are predictive of abandonment. Abandonment, much like en-
gagement in the previous chapter, is a facet of success (or non-success) that media creators 
are interested in. It can give a deeper understanding of the user experience and enable them 
to further develop best practice in the field of interactive media experiences. This type of 
media content can have complex narrative structures, where multiple sub-stories make up a 
show with each following their own structure and presenting their own content. This means 
that a more nuanced understanding of abandonment (beyond the basic measure of whether 
an audience member reached the end or not) will be of much more use to media creators. 
The graph-based structure of the interactive experience was used to create a distance-based 
abandonment metric and using interaction metrics, abandonment was modelled and pre-
dicted in the two main sub-stories from the Click experience.

In investigating A-RQ1, it was found that abandonment could be accurately modelled us-
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(a) Malawi

(b) Cars

Figure 4.14. Interaction metric importance based on the contribution to the model in predicting abandonment 
(SHAP values). The position on the y-axis for the metrics is ordered by their mean SHAP value.

ing Poisson-based models. There was little variation across validation steps, with the model 
trained for Malawi performing slightly better than the Cars model – this may be due to the 
Cars sub-story being first on the default path through the experience, with user action be-
ing necessary to view Malawi first, so this group is self-selecting against those who do not 
interact much, providing more informative features for the model. The models were able 
to capture the distribution of the distance metric and suggest that abandonment can be pre-
dicted using interaction data collected from interactive media experiences.

To explore and understand what interaction metrics are important in the prediction of aban-
donment (A-RQ2), permutation importance, Accumulated Local Effects, and Shapely Ad-
ditive Values were extracted, with each providing a different view and interpretation of the 
model’s decision making. As with the engagement model, temporal metrics were found 
to be important, particularly the average time spent on narrative elements and very long 
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Figure 4.15. The User Engagement Scores of users that visited both sub-stories or only one of them

pauses. The accumulated local effects and SHAP both demonstrated the importance of vis-
ibility changes, an increase in the proportion pushes the prediction towards higher values 
(abandonment) and two distinct groups of users were found by SHAP. Low values indi-
cate non-abandonment, while high values indicate abandonment. There is a limitation with 
the metric, however, as if a user only registers a single event in their entire session, then the 
metric could account for a 100% proportion.

The proportion of navigation events – backwards and forwards – suggest that an increase 
in such is likely to lead to abandonment. When investigating engagement, more next events 
were linked to lower engagement, suggesting a relationship between low engagement and 
early abandonment. The effect is more prominent in the Malawi sub-story than in the Cars 
sub-story, suggesting a difference between the two. Similarly, the number of contextual 
changes negatively effects the Cars model but turns positive as the number increases. Po-
tentially demonstrating a difference between users and rationale for looking at abandonment 
from a sub-story perspective.

The previous chapter found that engagement was predictable from interaction metrics and 
A-RQ3 investigated whether there is a link between abandonment and engagement, with 
the hypothesis that users who abandon felt lower engagement with the experience. There 
was a significant difference in engagement scores between users that visited both sub-stories 
as opposed those who just visited a single sub-story. The models that were previously trained 
were able to accurately predict abandonment for the users that took part in the engagement 
survey. When grouping users by low and high engagement – as per the previous chapter 
– there was a significant difference between the distance metric between the two groups. 
Users in the low engagement group are predicted higher values, suggesting that they are 
more likely to abandon in both sub-stories (with a stronger effect in the Cars sub-story). 
The finding demonstrates that abandonment and engagement are linked and that by infer-
ring abandonment, it provides some level of inference about the engagement of users. How-
ever, there are other reasons, external to the experience, that may result in abandonment.
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The work in this chapter has built on the prior chapter, expanding the investigation into 
user behaviour to a larger, real-world dataset collected from interactive media. The find-
ings demonstrate that abandonment can be inferred and predicted from interaction data col-
lected in a production-quality experience and that there are metrics that could enable the 
real-time monitoring of abandonment. The models suggest that people are more likely to 
be engaged and less likely to abandon if they are watching in a relatively passive way: per-
haps one orientation change and a small amount of interaction with the video controls and 
then next or back, which can be thought of as settling down to give the content attention. To 
understand the relationship between user behaviours and abandonment in more depth, be-
yond modelling, then exploring alternative means could be fruitful, for example, qualitative 
user-testing, which would allow for the validity to be assessed.

To summarise, the following are the key takeaways from this chapter. Abandonment can be 
predicted from the interactions of users when posed as a graph-based metric. An increase 
in the browser changing from hidden to visible is an indicator for abandonment (the higher, 
the more likely abandonment will occur). The longer a user spends on a narrative element, 
the less likely they are to abandon. Abandonment is related to low engagement with the 
content. 
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(a) Malawi

(b) Cars

Figure 4.16. The predicted distance for users that completed the UES survey
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(a) Malawi

(b) Cars

Figure 4.17. Predicted Distance for high and low engagement groups
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Chapter 5

Towards a Framework for the Analysis of 

Interaction Data

As presented in Chapter 2, interaction data has been successfully applied in a range of do-
mains and settings to model and understand user behaviour. Often, interaction data is gen-
erated at a high frequency, meaning that analysis is carried out to create descriptive repre-
sentations – statistics or sequences, for example – of how each user interacted throughout 
their session. As in this thesis, statistical tests or machine learning techniques are applied to 
these representations to uncover latent relationships or to predict high-level user character-
istics – for example, engagement, abandonment, or satisfaction.

The literature review (2) highlighted that many approaches and techniques are used when 
working with interaction data. The stakeholders that use the data come from a range of 
disciplines and therefore, clear and consistent communication is important. However, the 
processes used were often unclear, decisions made when handling interaction data not ex-
plained, and the use of terminology – what constitutes a behaviour, for example – is incon-
sistent across the literature. Such issues were particularly prevalent when carrying out the 
empirical work presented in the previous two chapters (Chapters 3 and 4). These issues in-
troduce communication barriers between stakeholders: researchers (those carrying out the 
analysis) and consumers (those wanting to reproduce, apply, or review the work), which re-
duces transparency and hinder reproducibility. So, a fresh analysis of the literature was per-
formed to understand these issues in greater detail. From the analysis and drawing on the 
experiences of carrying out empirical work where these issues were prevalent, a framework 
is presented to move towards providing methodological support when using interaction data 
to understand user behaviours, enabling clear communication between stakeholders.

This work, which presents a move towards providing methodological support, is presented 
at this point in the thesis as a progression from the prior three chapters. More specifically, 
the investigation into creating a framework is motivated by the issues identified in the orig-
inal literature review (Chapter 2) and challenges in carrying out the empirical work (Chap-
ters 3 and 4). Additionally, experiences from the empirical work aids in framing the analy-
sis and the layers presented as part of the framework.
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5.1 Method

5.1.1 Sampling Articles

Two domains that make significant use of interaction data – Human-Computer Interaction 
and Data Science – were used to source the papers for analysis. From these two domains, 
three popular, highly rated, and general-purpose venues that attract a wide range of submis-
sions and are reflective of the field were chosen. To determine the venues, Google Scholar 
rankings1 were used – these were recorded at the time of collection and valid as of October 
19, 2020.

For the Human-Computer Interaction venues, ACM CHI (Ranked 1st), the International 
Journal of Human-Computer Studies (IJHCS; Ranked 7th), and ACM Transactions of Com-
puter-Human Interaction (TOCHI; Ranked 10th) from the Human-Computer Interaction 
sub-category on Google Scholar were chosen. Whilst for the Data Science venues, ACM 
WebConf (Ranked 2nd; Databases & Information Systems), ACM KDD (Ranked 1st; Data 
Mining & Analysis), and ACM RecSys (Ranked 6th; Data Mining & Analysis) were cho-
sen. The top three venues in each category were not chosen as the aim was to pick venues 
that are general-purpose, with higher ranking venues focusing on particular sub-domains 
within their respective field. For clarity, the following venues were in the top ten for the 
Human-Computer Interaction category: 1) ACM CHI, 2) ACM CSCW, 3) IEEE Transac-
tions on Affective Computing, 4) ACM/IEEE HRI, 5) ACM UbiComp, 6) IJHCS, 7) IEEE 
Transactions on Human-Machine Systems, 8) ACM IMWUT, 9) ACM PACMHCI, and 10) 
ACM UIST; Databases & Information Systems: 1) ACM WebConf, 2) IEEE Transactions 
on Knowledge and Data Engineering, 3) ACM SIGMOD, 4) VLBD, 5) ACM SIGIR, 6) 
ACM WSDM, 7) ACM CIKM, 8) Information Processing & Management, 9) IEEE ICDE, 
and 10) AAAI ICWSM; Data Mining & Analysis: 1) ACM KDD, 2) IEEE Transactions on 
Knowledge and Data Engineering, 3) AISTATS, 4) ACM WSDM, 5) IEEE Data Mining, 6) 
ACM RecSys, 7) Knowledge and Information Systems, 8) IEEE Big Data, 9) Journal of Big 
Data, and 10) ACM TIST.

Papers were collected from their respective online libraries, which in all but IJCHS (Else-
vier2) were the ACM Digital Library3. For each, a search was performed for papers that 
contained the terms interaction and behaviour in their title or abstract. The search result 
was then filtered to only include full papers, extended abstracts, and short papers. The re-
sults were then sorted by the date of publication and the top 50 were downloaded (or all of 
the results if less than 50) to collect a broad sample of papers from each venue.

Prior to performing a full analysis on the collected papers, manual filtering was carried 
out to remove papers that were not relevant; this involved an analysis of the title, abstract, 
and keywords to determine whether the paper collected interaction data and/or inferred be-

1Google Scholar metrics: https://scholar.google.com/citations?view_op=top_venues&hl=en&vq=eng
2https://www.elsevier.com/en-gb
3https://dl.acm.org/
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haviours from the interaction data. With a reduced sample of papers, each paper was anal-
ysed in full to ensure it met the criteria.

5.1.2 Analysis

Using the final set of papers, a full analysis was performed. To develop a clearer picture of 
how interaction data is used across the two fields, what techniques and approaches are used, 
and to identify themes in the literature, each paper was evaluated individually with the aim 
of answering the following questions:

• What type of interaction data is collected or used?

• What type of processing is performed? What form is their data in: statistics, sequences, 
or something else?

• How are human behaviours, motives, actions, or decisions represented? Are they in-
ferred through analysis? What techniques are used to determine the differences or sim-
ilarities?

• What outcome are the authors focusing on; understanding, modelling, or exploring?

• What evaluation or validation is performed?

5.2 Results

A total of 282 articles were collected from the sources listed previously. For each of the 
HCI venues, as well as KDD and WebConf, 50 articles were collected, while for RecSys, 
32 articles were sourced. From carrying out the initial screening, where titles, abstract, and 
keywords were evaluated, 204 papers were excluded which left 78 for full review. Of the 
remaining 78, an additional 32 papers that did not use interactions and/or were not infer-
ring/extracting behaviours were removed, leaving a total of 46 articles. These articles are 
the focus of the remaining analysis. From this, we found that the collected samples of arti-
cles cover a range of different themes, from understanding users to proposing new types of 
modelling approaches.

5.2.1 Notes from the Analysis

The following are examples taken from the analysis. For the complete set of notes, we refer 
the reader to the reference in the introduction (see Section 1.4).

(Tanjim et al., 2020) A new modelling approach is proposed to capture user intent from 
the sequential interactions of users on a shopping website. The idea is that by inferring 
intent then better next-item and next-interaction recommendations can be served.
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Data Data is sourced from two open-source repositories and are contextualised se-
quences of actions, e.g., click, add-to-favourite, add-to-cart, and purchase events. 
The actions in the second dataset are not described. There is a third dataset used 
for comparison purposes and is a smaller version of the first dataset.

Metrics Their data is used in its collected form. The authors propose a novel neural 
network-based model architecture.

User Behaviours Their work is motivated by being able to differentiate between a 
user in ‘discovery’ and ‘purchase’ mood and how they capture this user intent 
in their model architecture. However, the actual intent of users is not captured or 
validated – they do not know that a user is in a ‘discovery’ mood. Latent intent 
is learnt from the interaction as part of the modelling process, the authors do not 
capture an explicit notion of intent (e.g., by asking the users).

Outcome of Interest The authors are focused on advancing the state-of-the-art and 
frame their research questions in this way.

Validation Validation is not performed to assess whether their model captures intent. 
The authors state that their model captures intent based on its performance.

(L. Guo et al., 2019) The paper proposes a new modelling approach that captures both 
long-term user intentions and short-term preferences, i.e., the model remembers items 
that the user has clicked on in the past but also uses new information about their inter-
actions. The model is designed to predict the next items that the users are most likely 
to click on.

Data Binary indications whether the user clicked on an item within a session. The 
LastFM dataset is used, along with a dataset from a check-in website called Gow-
alla.

Metrics Their data is organised into sequences. Their model proposes a way to use 
both historical click events and new click events to optimise the set of items rec-
ommended to users. The model performs better than the baselines.

User Behaviours The authors refer to their data as ‘behaviours’ consistently through-
out. They also state that due to their method outperforming another it indicates 
that user intent is being captured.

Outcome of Interest They are interested in next-item recommendations, specifically 
advancing the state-of-the-art.

Validation They do not validate the intentions of the user – in this setting, intention 
is a click on an item. The authors do not know if their model captures the actual 
intent of the users (they have no ground truth or proxy), but that their model per-
forms better for the specific task it was designed for.
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(Chen et al., 2018) The paper presents a new dataset and modelling approach for predict-
ing the attractiveness of videos. The dataset consists of video segments and descrip-
tive statistics. The authors term their statistics as user behaviours and include statistics 
such as view, fast-forward, and fast-rewind counts. The view counts are the target for 
video attractiveness, which are predicted using a neural network model. Throughout 
the paper, the language is inconsistent with the statistics being referred to as engage-
ment indicators or user engagement behaviours.

Data Their dataset contains video segments and statistics derived from interactions 
that users perform on the videos.

Metrics The statistics included in the data are: exit, start of fast-forward, end of fast-
forward, start of fast-rewind, end of fast-rewind, fast-forward skips, fast-rewind 
skips, bullet screens, and likes. All of which are counts. View counts are also in-
cluded as used as their modelling target. Various deep learning-based models are 
trained, with features removed in some cases to compare the performance with 
and without.

User Behaviours The authors do not attempt to understand the behaviours of users, 
even though they present the general trend of the statistics. They do however con-
sistently refer to their statistics as behaviours. The view count is referred to as 
ground truth attractiveness which is not validated or captured directly from the 
users.

Outcome of Interest They are interested in predicting the attractiveness of videos, 
which is represented by the view count for each video – the higher, the more users 
found that video or segment attractive.

Validation Validation is performed on the model to test its ability to predict view 
count. Validating their measure – the view count as a proxy for attractiveness – 
is not performed.

(Z. Li et al., 2018) The paper presents a new next-item recommendation model which in-
corporates two separate models for historical and present user ‘behaviour’.

Data Actions that are performed on a shopping website, i.e., click, add-to-cart, and 
purchase, are collected.

Metrics The actions are organised into sequences. The authors exclude ‘click’ ac-
tions from the input into the user preference model and only include those more 
closely associated with preference, such as collect, add-to-cart, and purchase ac-
tions.

User Behaviours The authors frame their research as capturing the historical and 
present behaviours of users to perform next-item recommendation. They report 
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that because of an increase in performance of the model, the behaviours are be-
ing successfully captured by the model. They use the terms ‘behaviour’, ‘be-
haviour sequences’, ‘sequential behaviours’, or ‘preference behaviours’ to refer 
to the sequences of actions.

Outcome of Interest They are interested in the state-of-the-art next-item recommen-
dation.

Validation No validation is performed beyond comparing their model with other state-
of-the-art models. The authors do not evaluate if their model actually captures 
user behaviour or motivation, nor is it validated with the users directly.

5.2.2 Interaction Data

Across the papers, four types of interaction data were identified: application-specific inter-
action, lower-level interaction events, logs of items on websites click on by users, and inter-
action data that is already in statistical form. These are described in more detail below:

Application-specific interactions: These are a commonly collected form of interaction 
data (Ekstrand et al., 2015; L. Li, Deng, et al., 2017; Z. Li et al., 2018; Lin et al., 2020; 
Z. Liu et al., 2020; Macha et al., 2020; Natarajan et al., 2013; Tanjim et al., 2020; Wan 
and McAuley, 2018; W. Wang et al., 2020; Xu et al., 2020; H. Zhang et al., 2020; Y.
Zhang et al., 2020; X. Zhao et al., 2020). They are descriptive of actions that a user 
can perform on the system in question, for example, add-to-cart-type events on an e-
commerce website (Tanjim et al., 2020), visits and ratings (H. Zhang et al., 2020), and 
picture editing events (Z. Liu et al., 2020).

Lower-level interaction events: A fine-grained form of interaction data which includes 
cursor movements and keystrokes and tends to be more commonly collected by those 
focusing on understanding users (Apaolaza and Vigo, 2019; Vigo and Harper, 2017; 
Vizer and Sears, 2017; Wampfler et al., 2020).

Clicks on items: The collection of clicks on items on websites is popular interaction data 
type (Belletti et al., 2019; Cen et al., 2020; Fan et al., 2019; Ge et al., 2020; L. Guo et
al., 2019; He et al., 2017; Jia et al., 2020; Ma et al., 2020; Niu et al., 2020; Pasricha 
and McAuley, 2018; D. Wang et al., 2020; Yao et al., 2020; Yuan et al., 2020; J. Zhao 
et al., 2019; Zhong et al., 2012), which consist of examples such as: video IDs (Bel-
letti et al., 2019), new articles (Ge et al., 2020), and movies (Zhong et al., 2012).

Pre-processed form: The final data type collected is interaction data that is already in pre-
processed form (Chen et al., 2018; Curmi et al., 2017; Grinberg, 2018; Hariri et al., 
2014; Kulp et al., 2020; Lamba and Shah, 2019; Trattner and Elsweiler, 2017; Zager-
mann et al., 2020). For example, the number of times particular actions on the website 
that are performed by the user (Chen et al., 2018; Grinberg, 2018) or the cumulative 
time spent on the website (Curmi et al., 2017).
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5.2.3 Data Representation

Broadly, articles tend to work with sequences of interactions or statistical representations 
extracted from interaction data, with some focusing on more specific approaches, for ex-
ample, embeddings (translating high-dimensional data into low-dimensional space) (He 
et al., 2017; X. Zhao et al., 2020) and graph-based representations (Ge et al., 2020; Jia et
al., 2020; Niu et al., 2020; D. Wang et al., 2020; W. Wang et al., 2020; J. Zhao et al., 2019; 
Zhong et al., 2012).

Sequences are a popular representation method for interaction data in the sampled liter-
ature, particularly with papers that focus on modelling (Apaolaza and Vigo, 2019; 
Belletti et al., 2019; Cen et al., 2020; L. Guo et al., 2019; Z. Li et al., 2018; Lin et
al., 2020; Ma et al., 2020; Natarajan et al., 2013; Wan and McAuley, 2018; Yao et al., 
2020; Yuan et al., 2020; H. Zhang et al., 2020; X. Zhao et al., 2020). These are rep-
resentations that temporally order the interactions of users, for example, (Cen et al., 
2020; Tanjim et al., 2020) creates sequences of application-specific events, (Belletti 
et al., 2019) uses sequences of video identification numbers that the users have inter-
acted with, and (Wampfler et al., 2020) uses 2D heatmaps of interactions on a web-
page. There are some examples where sequences are used by papers focusing on un-
derstanding users, but these tend to have a modelling component (M. Liu et al., 2019; 
Macha et al., 2020; Tanjim et al., 2020; Teo et al., 2016; Wampfler et al., 2020).

Statistical representations – summaries – of interactions performed over the course of a 
user session are the main alternative method of data representation. The approach of 
summarising interaction sessions is common across the sampled literature but has 
more prominence in papers attempting to understand users than sequences (Curmi 
et al., 2017; Grinberg, 2018; Müller et al., 2017; Trattner and Elsweiler, 2017; Vigo 
and Harper, 2017; Vizer and Sears, 2017; Xu et al., 2020; Youngmann and Yom-Tov, 
2018; Zagermann et al., 2020). For example, the number of times a user scrolled (Vigo 
and Harper, 2017; Youngmann and Yom-Tov, 2018), the dwell time (Grinberg, 2018; 
Vizer and Sears, 2017), and counts or descriptive statistics of interaction events (Trat-
tner and Elsweiler, 2017; Xu et al., 2020; Zagermann et al., 2020).

5.2.4 Behaviour Representation

Often, interaction data - and the representations extracted - are used to develop an under-
standing or infer user behaviours from. A tendency that is exclusive to papers focusing on 
modelling is making the implicit presumption that their data is representative of user be-
haviours, with authors referring to their data as behaviours (Belletti et al., 2019; Chen et
al., 2018; Jia et al., 2020; Lin et al., 2020; Ma et al., 2020; Pasricha and McAuley, 2018; D.
Wang et al., 2020; Yuan et al., 2020; H. Zhang et al., 2020; Y. Zhang et al., 2020; J. Zhao et
al., 2019) – none of the papers that focus on understanding users do this. This tendency and 
inconsistency in language use is demonstrated in Section 5.2.1, with both Cen et al., 2020, 
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and L. Guo et al., 2019, referring to their sequences of actions as ‘behaviour sequences’, 
‘click sequences’, and ‘click behaviours’, and Chen et al., 2018, referring to the statistics 
extracted from interaction data as ‘behaviours’. In some cases, sub-sequences and combin-
ing descriptive statistics extracted from interaction data are used to represent a high-level 
behaviour, while in other instances, the term ‘behaviour’ is used to refer to the data itself 
(as per the examples previously). Similarly, the implicit representation of behaviours in the 
modelling process and the resulting claims about the models ability to capture behaviours 
is again mostly exclusive to papers focusing on modelling. Commonly, authors state that 
their proposed modelling approach captures a behaviour or high-level user trait based on 
the performance of their model over other state-of-the-art approaches. Articles by L. Guo et
al., 2019; Z. Li et al., 2018; Tanjim et al., 2020, in Section 5.2.1 all do this, with others stat-
ing that there is a latent representation of user behaviour or traits such as intent (Fan et al., 
2019; Niu et al., 2020; Wan and McAuley, 2018; X. Zhao et al., 2020), preference (Ge et
al., 2020; He et al., 2017), or interest (Yao et al., 2020; Zhong et al., 2012). In contrast, the 
dominant approach used by those focusing on understanding users is to uncover behaviours 
through combining statistics extracted from interaction data (Apaolaza and Vigo, 2019; 
Curmi et al., 2017; Grinberg, 2018; M. Liu et al., 2019; Macha et al., 2020; Mehrotra et al., 
2020; Müller et al., 2017; Trattner and Elsweiler, 2017; Vigo and Harper, 2017; Xu et al., 
2020; Youngmann and Yom-Tov, 2018). For example, the application of correlation analy-
sis or testing for statistical differences between metrics derived from interactions or groups 
of users (Curmi et al., 2017; M. Liu et al., 2019; Müller et al., 2017; Trattner and Elsweiler, 
2017; Xu et al., 2020). An alternative approach to understanding behaviours shown in the 
literature is through video recording and coding behaviours, providing an accurate measure 
and understanding of physical behaviours performed by people (Kulp et al., 2020; Zager-
mann et al., 2020).

5.2.5 Outcomes

Most articles fit into one of two outcome focuses: improving the state-of-the-art or under-
standing the users.

Improving the state-of-the-art: As shown in Section 5.2.1, all four examples focus on im-
proving the state-of-the-art in next-item recommendation (Cen et al., 2020; L. Guo 
et al., 2019; Tanjim et al., 2020) and video attractiveness (Chen et al., 2018). These 
present the most recent stage in the development of technology; developing models 
and expanding on the latest techniques. This strong focus on aiming to improve the 
state-of-the-art are found in papers proposing modelling approaches (Belletti et al., 
2019; Cen et al., 2020; Fan et al., 2019; Ge et al., 2020; L. Guo et al., 2019; Hariri et
al., 2014; He et al., 2017; Jia et al., 2020; Lamba and Shah, 2019; L. Li, Deng, et al., 
2017; Z. Li et al., 2018; Lin et al., 2020; Ma et al., 2020; Natarajan et al., 2013; Niu et
al., 2020; Pasricha and McAuley, 2018; Tanjim et al., 2020; Wan and McAuley, 2018; 
D. Wang et al., 2020; W. Wang et al., 2020; Yuan et al., 2020; H. Zhang et al., 2020; 
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Y. Zhang et al., 2020; J. Zhao et al., 2019; X. Zhao et al., 2020; Zhong et al., 2012).

Understanding the users: Articles concentrating on understanding users look for differ-
ences, similarities, or specific user traits such as satisfaction (Apaolaza and Vigo, 2019; 
Curmi et al., 2017; Grinberg, 2018; Kulp et al., 2020; M. Liu et al., 2019; Macha et
al., 2020; Mehrotra et al., 2020; Trattner and Elsweiler, 2017; Vigo and Harper, 2017; 
Vizer and Sears, 2017; Wampfler et al., 2020; Xu et al., 2020; Youngmann and Yom-
Tov, 2018; Zagermann et al., 2020). Some articles do, however, explore new approaches 
or tools, for example, segmenting image editing logs (Z. Liu et al., 2020) and a tool to 
assist users in applying pattern mining (Apaolaza and Vigo, 2019).

5.2.6 Evaluation or Validation

The articles focusing on the state-of-the-art evaluate the performance of their proposed 
model. There is a tendency by articles who make claims relating to user traits to not per-
form evaluation or validation on those claims (Cen et al., 2020; Chen et al., 2018; Fan et al., 
2019; L. Guo et al., 2019; Hariri et al., 2014; He et al., 2017; Jia et al., 2020; Lamba and 
Shah, 2019; L. Li, Deng, et al., 2017; Z. Li et al., 2018; Lin et al., 2020; Ma et al., 2020; 
Natarajan et al., 2013; Niu et al., 2020; Pasricha and McAuley, 2018; Wan and McAuley, 
2018; D. Wang et al., 2020; W. Wang et al., 2020; Y. Zhang et al., 2020; J. Zhao et al., 2019; 
X. Zhao et al., 2020; Zhong et al., 2012), instead focusing on the model performance. The 
example articles in Section 5.2.1 demonstrate this, with Tanjim et al., 2020, Z. Li et al., 
2018, and L. Guo et al., 2019, relating an increase in performance to behaviours and traits 
being successfully captured by their proposed models. As additional examples, claims about 
user preference are made by Teo et al., 2016, but are not tested prior to in-the-wild deploy-
ment of their model and both Tanjim et al., 2020, and Xu et al., 2020, do not test whether 
their model captures the intent of users. In some cases, however, articles capture a form of 
ground truth about a user trait and use it as a prediction target or grouping method, which 
results in their conclusions being framed around a more empirical notion of that user trait. 
This is something that is more prominent in papers that focus on understanding users (M.
Liu et al., 2019; Vizer and Sears, 2017; Wampfler et al., 2020; Zagermann et al., 2020). 
Similarly, some articles evaluate their proposed model, system, or findings through user 
studies or with other datasets (Apaolaza and Vigo, 2019; Grinberg, 2018; Macha et al., 
2020) – testing their approach on unseen data or in new settings, providing evidence for the 
veracity of their findings.

5.2.7 Summary

The analysis has shown there are a mixture of approaches used by researchers when work-
ing with interaction data, for example, data representation after processing and the various 
analytical approaches applied. Most prominent is inconsistencies in what constitutes a be-
haviour across the literature. A large proportion of researchers focusing on state-of-the-art 

89



user modelling implicitly presume that user behaviours are represented by their data or la-
tently in the inner workings of complex models, neither of which are evaluated or tested – 
demonstrated by the examples in Section 5.2.1. For example, that a sequence of video IDs 
a user has viewed, or a sequence of clicks, are representative of user behaviours. These are 
more akin to sequences of actions and not behaviours. To add to the confusion, researchers 
also take the approach of uncovering behaviours through combinations of descriptive mea-
sures. The results further expose a tendency by researchers in this space to make claims 
about their findings that require additional validation, for example, that some high-level 
user trait is latently captured by their model as it outperforms other state-of-the-art approaches. 
All these issues create a communication barrier and hinder transparency and reproducibil-
ity. To address this, in the next section, a framework is proposed to provide structure and 
facilitate clear communication of research using interaction data.

5.3 Proposed Framework

As demonstrated in the analysis, there is a communication issue with research in the inter-
action data analysis space. The clear communication of research is evidently important, it 
means that those wishing to consume research fully understand the process undertaken by 
the researchers, it enables the reproduction of results, and encourages open research. For 
those wishing to reproduce, apply, or review the work – the consumers – inconsistency of 
language and implicit presumptions made about data or complex models obfuscates the in-
formation, limiting their ability to do so. This obfuscation is by no means intentional by 
researchers but is rather introduced due to the lack of a consistent and structured method 
to describe and discuss their work. As such, a framework which could be applied to all the 
literature analysed and is intended to improve communication between stakeholders is pro-
posed.

5.3.1 Structure

To define the structure of the framework, a set of definitions are provided in this section - 
shown graphically in Figure 5.1. These definitions are based on the literature and are de-
signed for use within this framework, with their evolution being open to the community.

Interaction Data: The data collected from systems in its raw format: a collection of sin-
gular actions performed by users (e.g., a mouse click or movement) and/or generated 
by the system itself (e.g., an event recording the change of song in a music listening 
context).

Interaction Metrics: An abstraction from the interaction data collected and the analytics 
that are applied to that abstraction. For example, the frequency of changing songs in a 
music listening context.

90



Figure 5.1. The Framework

Behavioural Proxies: The dictionary definition of a behaviour is: “an instance or way of 
behaving. Now usu. of animals or people as objects if study; an observable pattern of 
actions, a response to a stimulus” Oxford Dictionary of English (3 ed.) 2010; in this 
context, we define it as a semantically meaningful and observable pattern of actions 
or groupings of interaction metrics. For example, a high song change frequency in a 
short time period indicates the user skipping through songs. It is worth noting that due 
to the dictionary definition of ‘behaviour’, an event sequence could be literally consid-
ered a behaviour. But, as demonstrated in the analysis of the literature, researchers are 
not being literal, and are using the term as a proxy for something higher level.

Outcome of Interest: The specific characteristic that is being measure, investigated, or 
attempted to be understood. For example, user satisfaction with recommended song 
playlists.

The framework is designed such that when authors use it, they should build-up; so when 
one layer is talked about, the authors should then always provide a complete picture of the 
lower layers which provide context and clarity. For example, when discussing the behavioural 
proxies layer, both the interaction data and interaction metrics layer should also be clearly 
discussed and presented.

5.3.2 Use-Cases

To demonstrate how the framework can be applied to existing literature, how each article’s 
components – their interaction data and analysis – fit into each layer, and how the work is 
structured relative to the framework, use-cases are drawn from the prior analysis. To fur-
ther demonstrate the framework in use, it is applied to the empirical work presented in this 
thesis.
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Z. Liu et al., 2020, explored using interaction data to automatically segment image editing 
tasks into distinct sub-tasks with the goal of supporting editors in their work.

Interaction Data: collected during a think-aloud study with experts who were asked to 
carry out three tasks: poster creation, portrait retouching, and special effect creation. 
Interactions were collected, containing four attributes: layer ID, command (e.g. move), 
image, and timestamp.

Interaction Metrics: derived from the data and categorised into interaction and contex-
tual, which included: command similarity, layer similarity, duration, working region 
overlap, and image diff. A two-stage modelling approach was used, first predicting 
boundaries for low-level task chunks and then using the output to predict high-level 
sub-tasks which make up the task as a whole (for example, position images).

Behavioural Proxies: inferred using the predicted boundaries, sub-tasks groupings, and 
expert generated labels for the tasks. The authors explored variations in individual edi-
tors, finding commonalities and differences: they often make mistakes, they interleave 
different sub-tasks together, perform experimentation through trial and error, and task 
boundaries are intrinsically fuzzy.

Outcome of Interest: the authors frame the work around automatically segment image 
editing tasks, with the aim of supporting editors with additional tools.

An investigation of user behaviours while searching for medical symptoms and how inter-
actions change due to anxiety was performed by Youngmann and Yom-Tov, 2018.

Interaction Data: collected from a production search engine only when a user mentioned 
a medical symptoms in their query. The data was mouse cursor movements and con-
sisted of time-stamped horizontal and vertical coordinates of the cursor location.

Interaction Metrics: summarised the user’s interaction on the search engine result page 
and consisted of descriptive statistics for x and y points, number of local y minimums, 
duration of the session, total mouse distance, rank of deepest clicked result, fraction of 
displayed results clicked, number of clicks below 1st, 3rd, or 5th index, and percentage 
of the screen seen. A learn-to-rank model was trained and the severity of symptoms 
described by the user in their query were predicted.

Behavioural Proxies: a comparison of user query ranks was performed using two inter-
action metrics: the percentage of the screen seen and rank of the deepest click result. 
They found that users with a higher inferred anxiety focus on a smaller proportion of 
the result page and click higher ranked results.

Outcome of Interest: how anxiety affects search behaviour was the focus, with a measure 
being provided by medical professionals asked to rank symptoms described by users 
in their queries. To assure a level of confidence in their measure, lay-people were also 
asked to rank queries based on if they were experiencing the same symptoms, finding 
that both were highly correlated.
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Both use-cases above broadly follow the structure of the framework. Using the information 
presented in each article, the framework can be fitted with relative ease. For the second use-
case, however, the use of the framework would introduce consistency in the language used. 
The authors use the term ‘behaviours’, but using ‘behavioural proxies’ would be more accu-
rate. The differences found between users point towards high-level and untested behaviours, 
which the authors could hypothesise about while referring to them as behavioural proxies.

Moving away from the related literature examples and taking an overall view of the empir-
ical work presented in this thesis, the work can be framed within the scope of the frame-
work.

Interaction Data: collected from interactive media experiences produced by the BBC. 
Application-specific events were captured and consisted of a user ID, timestamp, the 
type of action performed, the name of the action performed, and additional metadata 
about the event (for example, hidden or visible states for a browser visibility change 
event).

Interaction Metrics: descriptive statistics were derived from the data and consisted of ses-
sion length, time to completion, hidden time, pauses between interaction events (short, 
medium, long, and very long), event counts, proportions of events, and the total num-
ber of events. Statistical tests (correlation analysis and difference testing) were per-
formed and models were trained to predict engagement (as per Chapter 3) and aban-
donment (as per Chapter 4), with metric importance being extracted from the models 
and model-agnostic methods applied to the models.

Behavioural Proxies: there is an interest in inferring behaviours as these might provide 
an understanding of the link between the content or context and outcome, to open up 
the opportunity of content adaption or user interface modification. Some proxies are 
speculated about through the results of the analysis but are not tested, for example, 
skipping-type behaviours associated with low engagement.

Outcome of Interest: a measure of abandonment was derived from the story structure and 
engagement was captured through an established survey in two user studies.

The examples above describe their method and results in a manner where fitting the frame-
work and using the provided definitions only requires minor readjustments to terminology 
used. But, as found in the analysis of the literature, there are several issues with the way 
in which research is communicated, one of which is the inconsistent use of language. The 
framework is designed to introduce consistency, to facilitate clearer communication be-
tween the two stakeholders; if authors were to describe and present results in line with this 
framework, the potential confusion caused by the language discrepancies currently found in 
the literature could be significantly reduced. Section 5.2.1 presents some examples of such 
discrepancies, and illustrates how the framework could be used to address the problem. For 
example, the inconsistency when describing data representations extracted from interac-
tion data, with Chen et al., 2018, referring to statistics extracted from their interaction data 
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as ‘behaviour’; and Z. Li et al., 2018, referring to their sequences as either ‘behaviours’, 
‘behaviour sequences’, ‘sequential behaviours’, or ‘preference behaviours’. These terms 
broadly describe the same data type and referring to them as interaction metrics introduces 
a consistency in the language and brings all data representations under the same umbrella 
term. By consistently describing the forms of data (extracted from interaction data) as inter-
action metrics, it prevents the tendency to refer to them as behaviours (incorrectly in these 
instances), which are associated with a higher level of the framework.

There is also a trend to use an increase in the performance of a model over the current state-
of-the-art as evidence that a behavioural proxy or high-level trait is being captured. For 
example, in Section 5.2.1 articles by Tanjim et al., 2020, and L. Guo et al., 2019, say this 
of intent and Z. Li et al., 2018, more generally refers to user behaviours being captured. 
While it is possible that the proposed models capture this, the claims positions their results 
into the top layers of the framework, requiring further validation with respect to a form of 
ground truth, which the authors may not intend. Using the framework, the authors can be 
more consistent in their language and express a degree of confidence in their results, for 
example, while the results may point towards a latent behavioural proxy being captured or 
represented, further validation would be needed to boost confidence in the validity of the 
results.

In some cases, articles use consistent language and frame their results within layers of the 
framework, but earlier parts are missing, hindering reproducibility. For example, Mehrotra 
et al., 2020, investigates user receptivity to divergent music recommendations. The authors 
state that their measure of receptivity is a possible proxy for behaviour and that additional 
work is needed, which is good. However, the interaction metrics used in the investigation 
are described, but not in full with only those associated with user characteristics included, 
and the interaction data to create those metrics is not described or presented in the article. 
With these components missing, the results cannot be reproduced, and while the reason for 
their exclusion may be commercial or limits imposed by the publication template, the au-
thors should publish the data separately and link to it or explicitly state the reasons for not 
including it.

5.3.3 Checklist for Application

In the previous section, the framework was applied to several use-cases where its ability 
to address the issues found in the literature around language use and reproducibility was 
demonstrated. This section provides a checklist for authors to follow when reporting re-
search that uses interaction data to understand or model users. Its application should ensure 
that the work is properly described, can be understood by researchers across disciplines, 
and is reproducible.

It is recommended that the framework is followed consistently, with the correct terms used 
throughout the work to describe the data, the interaction metrics derived from that data, be-
havioural proxies used to refer to the output of analysis and any inference made about user 
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behaviours, and defining the outcome of interest. When discussing and presenting results 
it is important for authors to carefully consider in which layer their contribution lies; the 
framework should help these contributions be framed in a way that ensures they are clearly 
stated and robustly supported by the data. Similarly, application of the framework could 
also make it clearer that when discussing layers above the main contribution, these state-
ments are essentially hypotheses forming the basis for future work. To aid in the application 
of the framework, the layers are first restated:

Interaction Data: The data collected from systems in its raw format: a collection of sin-
gular actions performed by users (e.g., a mouse click or movement) and/or generated 
by the system itself (e.g., an event recording the change of song in a music listening 
context).

Interaction Metrics: An abstraction from the interaction data collected and the analytics 
that are applied to that abstraction. For example, the frequency of changing songs in a 
music listening context.

Behavioural Proxies: The dictionary definition of a behaviour is: “an instance or way of 
behaving. Now usu. of animals or people as objects if study; an observable pattern of 
actions, a response to a stimulus” Oxford Dictionary of English (3 ed.) 2010; in this 
context, we define it as a semantically meaningful and observable pattern of actions 
or groupings of interaction metrics. For example, a high song change frequency in a 
short time period indicates the user skipping through songs. It is worth noting that due 
to the dictionary definition of ‘behaviour’, an event sequence could be literally consid-
ered a behaviour. But, as demonstrated in the analysis of the literature, researchers are 
not being literal, and are using the term as a proxy for something higher level.

Outcome of Interest: The specific characteristic that is being measure, investigated, or 
attempted to be understood. For example, user satisfaction with recommended song 
playlists.

The following checklist is provided as a list of prospective elements for authors to consider 
and use when applying the framework to their work:

� Interaction data is presented in full and in a clear, interpretable, and transparent man-
ner, hosted on an open data repository4, or provided in supplementary material;

� How the data was collected is described;

� The attributes of each event are reported;

� If data cannot be included, the reason why is explicitly stated;

� The omission as well as the inclusion of events are reported (whether related to the 
goal of the research, ethical or privacy concerns, or limitations of the system);

4A list of example open data repositories can be found here: https://www.nature.com/sdata/policies/repositories
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� The processing applied to the interaction data is clearly described, including the step(s) 
taken to create the abstraction and what its final form is;

� Abstractions from the interaction data (e.g., statistics or sequences) are referred to as 
interaction metrics throughout;

� If multiple interaction metrics are derived from the data, then each are described;

� The analysis, whether statistical test, modelling, or another approach, that is performed 
on the interaction metrics is described;

� Behavioural proxies are referred to as behavioural proxies throughout and are not re-
ferred to as behaviours;

� Validation against a form of ground truth is performed and reported when establishing 
how representative of a behaviour as result is;

� Speculation about results is made clear, for example, results fitting different levels of 
the framework;

5.4 Summary

In this chapter issues previously identified in the literature were explored in greater detail. 
Through a fresh analysis of the literature, it was found that there were issues in the way that 
research is communicated, with the term ‘behaviours’ being used inconsistently, and that 
there is an unintentional tendency for researchers to make unsupported claims about their 
results. To address these issues, a framework was proposed to allow for clearer commu-
nication between two stakeholders, the consumers of research and the researchers, and to 
provide methodological support for those carrying out user behaviour research using inter-
action data. The framework is composed of four layers, providing a structure and consistent 
language foundation for research in the space. The studies reported in this thesis (Chapters 
3 and 4) use the framework: interaction data is presented in full (and open-sourced), the ex-
tracted statistics referred to as interaction metrics, behavioural proxies are inferred, and the 
outcome is clearly stated in each (engagement and abandonment). Across domains there is 
a wider trend towards open research, particularly around the transparent collection and use 
of datasets (Gebru et al., 2021). The framework presented here is one such solution to the 
problems found with reproducible research and it is open to evolution by the community, 
but the problem is clear and applying a framework like this would improve the quality of 
science and science communication in the area. The framework is a move towards provid-
ing methodological support and does, however, require validation to ensure that it is both 
usable and practical. The validation of the framework is discussed in the future work (see 
Section 7.1 in Chapter 7). 
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Chapter 6

Discussion

Media is changing, with a move towards content which is more tailored to the needs of the 
individual audience member. One important and common aspect of personalisation is in-
teractivity, where viewers or listeners are given the opportunity to directly or indirectly in-
fluence the content they consume. This interactivity presents an opportunity to collect user 
interactions which we might be able to evaluate the user experience and provide a measure 
of success for the content. Therefore, this thesis investigated two aspects of success – user 
engagement and abandonment – and whether user interactions collected from interactive 
media experiences could be used to understand and model them. In reviewing the litera-
ture and investigating both engagement and abandonment, it was found that the literature 
around interaction data analysis, specifically for modelling and understanding users, had in-
consistencies. As such, a framework was also presented to aid in the clear communication 
of research in the space, to facilitate reproducibility, and to increase transparency.

Engagement

User engagement with interactive media experience was the first point of investigation. 
Developing an understanding of user engagement (and abandonment) for media produc-
ers would allow retrospective insights to be fed into the creative process to improve future 
media. By leveraging user interactions, there is a possibility for engagement to be moni-
tored at scale and in real-time. Before moving into the realms of real-time monitoring of 
engagement, an understanding of user engagement within the context of interactive media 
experiences first needs to be established. Therefore, the following aim was proposed: to in-
vestigate whether there are signals in interaction data that are predictive of engagement. To 
develop this understanding and to direct the research, the following three research questions 
were also proposed:

E-RQ1: Can user engagement with interactive media experiences be inferred from interac-
tion data?

E-RQ2: What interaction-derived metrics are important when inferring engagement?

E-RQ3: Are there commonalities between interactive media experiences?
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Two differing interactive media experiences were the focus: one an adaptive tutorial and the 
other an interactive branching narrative; each having a different structure, interaction oppor-
tunities for the audience, and content. For both experiences, user studies were carried out to 
collect interaction data and a measure of engagement. In the studies, models of engagement 
were trained using interaction metrics derived from the data and evaluated.

In evaluating the models to assess the extent to which engagement can be predicted (E-
RQ1), it was found that both engagement and the individual factors (perceived usability, 
focused attention, aesthetic appeal, and reward) could be predicted with reasonable accu-
racy in the adaptive tutorial. However, the inclusion of demographics – which had a statisti-
cally significant effect on engagement and perceived usability and a data type not collected 
as part of the interactive branching narrative – tended to reduce the model’s predictive ca-
pability. These results are counterintuitive and demonstrate that the results can not be relied 
on. A potential explanation is that it is due to the lack of interaction by users that found the 
experience less usable and therefore less engaging. Whereas, those with higher engagement 
(along with more origami making and technology experience) made more use of the inter-
action opportunities.

For the interactive branching narrative, where participants were divided into two engage-
ment groups (high and low), it was found that group membership could be accurately pre-
dicted. These findings demonstrate that engagement, as captured by the User Engagement 
Scale, a close to ground truth measure, can be predicted using interaction metrics derived 
from two differing interactive media experiences.

The second research question (E-RQ2) was to understand what interaction metrics were 
important in modelling engagement, and whether there were any signals of behavioural 
proxies. To answer this, the internal representation of importance and model-agnostic ap-
proaches were extracted and calculated.

From the models trained to predict engagement and the individual factors in the adaptive 
tutorial, it was found that most relied on a single interaction metric to make predictions. 
Relying on a single metric limits the inference that can be made to understand whether there 
are behavioural proxies, and suggests that there were not reliable signals in the data.

External factors were found to affect the engagement of participants in the adaptive tuto-
rial. Participants with no prior experience making origami and with less experience in us-
ing technology found the tutorial less usable. The interaction metrics showed that these 
groups of participants used the experience in different ways, with differences in the number 
of times participants switched camera angles between high and low usability and engage-
ment. These suggest that media producers need to consider the backgrounds of their audi-
ence, for example, by taking a direct approach by including questions up-front which could 
then alter the tutorial to better suit the individual.

For the interactive branching narrative, behavioural proxies relating to different levels of 
engagement were found. In the high engagement group, we found an increase in the time 

98



it takes a user to finish the show, a higher number of narrative element changes, and more 
very long pauses. This suggests that these users were sitting back and consuming the con-
tent, which can be considered a consumption-type behaviour. In the low engagement group, 
we found a higher next button count, narrative element change frequency, and shorter pauses 
between interactions. The combination of these metrics suggest that the users were skip-
ping around the content and exploring what was available, which can be considered a ski-
pping-type behaviour. By monitoring the interaction metrics that make up these behavioural 
proxies media producers could do a number of things, from retrospectively assessing the 
success of the content to the real-time measurement of engagement. The latter could further 
enable media producers to react to changing engagement levels, perhaps through a change 
in story structure or by nudging users in a direction that may increase their engagement.

A shared importance of interaction metrics or similar behavioural proxies across multiple 
experiences would allow for media producers to have a set of common evaluation meth-
ods (E-RQ3). It was found that the metrics that were predictive of engagement differed 
between the two experiences. The differing content in each of the experiences is likely to 
be a factor - there are different interaction opportunities in each - along with the nature of 
how the data was collected: one a more controlled study and the other an in-the-wild study. 
Additionally, the goals of the users are likely to be different, which affects their interactions. 
More widely, however, it demonstrates that forms of interactive media experiences need to 
be evaluated in slightly different ways to understand engagement. It is possible that in ex-
periences sharing a similar format – another branching narrative with a different subject 
matter – users may express more closely related or the same behavioural signals, enabling a 
common set of evaluation metrics to be used, but this is left for future work.

The investigation into engagement has demonstrated that it can be predicted using interac-
tion data, that there are signals in the interactions of users to differentiate between engage-
ment levels, but these relationships differ between the experiences studied. These results 
suggest that this is an avenue of research that is worth pursuing, and that analysis of interac-
tion data offers production teams a potential route for large-scale unobtrusive measurement 
of audience engagement.

There are, however, limitations. Drawing actionable conclusions from the findings is con-
strained by the small sample size in both studies which limits the generalisability. Another 
major limitation is the specific nature of the experiences - we have only explored two. As 
demonstrated by the adaptive tutorial, the wider context of the user is important in under-
standing their engagement. In the interactive branching narrative, no information about the 
users were collected which limits what can be said about the audience drawn to the expe-
rience. Also, the non-random sampling of those who took the engagement survey, whether 
audience members visited the show or completed the survey more than once was not col-
lected; a technique has since been implemented to avoid this in future studies while ensur-
ing the privacy of the audience is respected. Finally, for the interactive branching narrative, 
it is not clear as to why users are skipping - are they unable to engage with the content be-
cause they are skipping or are they skipping because they are not engaged with the content? 
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Future observational studies could address this by collecting additional data on user intent 
before using an interactive media experience.

Abandonment

The following aim was proposed: to investigate whether there are signals in interaction 
data that are predictive of abandonment. To assess whether predictive signals exist and to 
direct the research, the following questions were also proposed:

A-RQ1: Can abandonment in interactive media experiences be modelled using interaction 
data?

A-RQ2: What interaction-derived metrics are important when inferring abandonment?

A-RQ3: Is there a relationship between abandonment and user engagement?

The dataset used was the wider dataset collected from the deployment and release to the 
public of the interactive branching narrative. To simplify the analysis, the two main sub-
stories of the Click TV show were the focus. The show is a single story, with two main sub-
stories where one focuses on technology use in Malawi and the other on self-driving cars. 
A model was build that used the interaction metrics to predict how far from the end of the 
story a user would abandon.

It was found that it can be accurately modelled, and that the distribution of the distance-
based metric could be captured by the model (A-RQ1). Between the two sub-stories, aban-
donment could be more accurately predicted in the Malawi sub-story, likely due to the users 
having to interact with the experience to enter the sub-story and therefore providing more 
information to the model.

A notable factor in the dataset were the low levels of interaction with the experience, limit-
ing the usefulness of most interaction-based metrics – for most types of interaction, a high 
proportion of users recorded zero events, and the median counts were below one. There-
fore, when investigating how the models made their choices and what interaction metrics 
were relied upon (A-RQ2), temporal metrics were found to be important and relied on by 
the models – as with engagement previously. More specifically, the average amount of time 
that a user spent on narrative elements and the number of very long pauses (longer than 30 
seconds of no interaction between interactions) were important in predicting abandonment.

By applying more in-depth, model-agnostic interpretation techniques, it was found that an 
increase in the proportion of visibility changes – where the user’s web browser tab becomes 
visible or hidden – increased the likelihood of the models’ predicting abandonment. This 
could provide a metric for media producers to monitor as users move through an experi-
ence, continually evaluating their likelihood of abandonment and potentially opening op-
portunities to reduce or gather additional data on why. The proportion of navigation events 
(backwards and forwards) were indicative of an increased likelihood of abandonment. This 
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could demonstrate users exhibiting an exploratory-type behaviour where they are exploring 
the new form of content by moving backwards and forwards and then leaving. The relation-
ship between the behaviour and abandonment was stronger in the Malawi sub-story, and 
could provide motivation for media producers to look at abandonment at a per-story level.

In a search context, there is a relationship between satisfaction (analogous to engagement) 
and abandonment. In exploring whether a similar relationship existed in this context (A-
RQ3), the models trained previously were used to predict the distance (abandonment) for 
users that had taken part in the user engagement survey – all of which finished the story. In 
the evaluation of the predicted distances, it was found that low engagement users were pre-
dicted to have higher values and that there was a significant difference between the high and 
low engagement groups. This implies that users with lower engagement express signals in 
their data similar to those who abandoned earlier in the story. It establishes a link between 
engagement and abandonment in this context, and that through the modelling of abandon-
ment a level of inference can be made about the engagement of users.

The investigation into abandonment has demonstrated that it can be predicted from the in-
teractions of users, that temporal metrics are important in its prediction but there are also 
pointers to exploratory-type behavioural proxies, and that there is a link to engagement. 
Additionally, the utility of an abandonment metric that can be generated from any interac-
tive media experience was also demonstrated.

However, there are limitations to the findings. The dataset was collected prior to an imple-
mented solution to track users across multiple sessions, so we do not know if an abandon-
ment was temporary (closed window and then came back to the experience later) or perma-
nent. The distinction is important when assessing success. While it has been demonstrated 
that abandonment can be modelled, the reasons may be external to the experience which do 
not manifest themselves in the interactions of users, so some level of abandonment will be 
present without explanation by data.

The link between engagement and abandonment requires further study with additional data 
collected to strengthen the link. One potential way to achieve this, and to understand whether 
external factors are at play, is to take an approach similar to that in Diriye et al., 2012 where 
abandonment is detected and users were asked for rationale. This would allow for engag-
ement-based questions to be asked and whether some external factors caused them to leave.

Framework

This is not the first piece of work that brings together approaches from two domains (human-
computer interaction and machine learning) to understand the mapping between interaction 
data, user behaviours, and high level user traits. However, potential issues in the commu-
nication of research were identified and that there is a need to be more rigorous, creating 
reproducible and transparent research. As such, the following aim was proposed: based on 
the above, we will investigate whether a generic framework can be established to guide and 
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assist researchers when working with interaction data.

A fresh review of the literature was performed to further explore issues identified as part of 
the literature review. As a result, issues in the way research is communicated were found, 
namely the use of the term ‘behaviour’ and authors unintentionally making unsupported 
claims about their results – creating barriers to the reproducibility of the work and reducing 
transparency.

To address these issues and provide methodological support for those researching user be-
haviour through interaction data, a framework consisting of four layers and providing lin-
guistic guidance was proposed. The framework enables reproducible research to be pro-
duced and encourages open-research in the area, with researchers able to frame their work 
in a consistent way and the consumers of the research able to better understand the work. 
It is, however, a possible approach to addressing the problems identified and it is open to 
evolution by the community; nonetheless, the problems identified are clear and by using a 
framework such as this the quality of science and science communication in the area should 
improve.

Summary

With a new form of media emerging, methods to evaluate the success are needed. Due to 
the interactive nature of these media experiences, the interaction data generated by users 
provides the opportunity to evaluate success at scale and without directly questioning the 
audience. However, its utility in this emerging domain is untested. The work in this thesis 
aimed to evaluate the usefulness of interaction data to gather an understanding of user en-
gagement and abandonment, providing measures for two aspects of success for media pro-
ducers. It was found that both engagement and abandonment could be predicted using inter-
action data and that there were suggestions of behavioural proxies exhibited by users which 
could be monitored by media producers to gauge levels of engagement and the likelihood of 
abandonment.

The findings demonstrate and establish that interaction data can be used to understand and 
model users in interactive media experiences, providing a scalable and objective measure 
of success for media producers. Alongside the empirical work presented, a framework to 
enable clear communication to aid in producing reproducible and open research was also 
presented. The application of such a framework should improve cognate activity. 
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Chapter 7

Conclusions

Media content is moving from a traditional one-size-fits-all narrative to a more personalised 
experience which can adapt to audience context, knowledge, and needs. In the same way 
that movie pioneers had to discover and develop the craft of film-making, creators of in-
teractive content must learn what works and what does not in this new domain. To do so, 
it is essential to understand how different aspects of their production – the interaction de-
sign, the ways in which it adapts, and the content itself – impact on audience experience, of 
which two key measures will be engagement with, and the abandonment of, content.

Measuring both aspects of success is challenging, but an approach from other domains that 
is relatively cheap and works at scale is to capture user interactions and infer engagement 
and modelling abandonment from these. The thesis aimed to test whether this approach can 
be applied in this domain.

Signals in interaction were found that can differentiate between levels of engagement and be 
predictive of abandonment. It was found that engagement can be predicted, that there were 
behavioural proxies which could differentiate between levels of engagement, and that the 
user context affects engagement. Whilst for abandonment, it was demonstrated that it can 
be predicted from the interactions of users, that audience members also exhibit behavioural 
proxies indicative of abandonment, and that there is a link to engagement. The findings 
demonstrate that interaction is a viable method to evaluate the success of experiences, specif-
ically in capturing signals for engagement levels and predicting abandonment. Overall, 
points of consideration for media creators were highlighted. Metrics which are useful to 
monitor and collect to understand engagement and abandonment rates were found, and be-
havioural proxies that link interaction metrics to engagement and abandonment were identi-
fied.

There are limitations in the work. For example, the users that took part in the engagement 
survey were self-selecting which limits the generalisability of the findings. However, while 
engagement measures were not collected for every audience member, a further limitation, 
the findings demonstrating the link between those with low engagement and behaviours in-
dicative of abandonment provide promising avenues for future work.

Metrics which were found to be useful in the work have been implemented into production 
environments at the BBC and are actively being collected as part of the analytics1. These 

1https://github.com/bbc/storyplayer/blob/main/docs/analytics.md#segment_completion

103

https://github.com/bbc/storyplayer/blob/main/docs/analytics.md#segment_completion


include the duration, event counts, amount of the time paused, the hidden time, visible time, 
and playing time, which are all collected in real-time on the client-side at the narrative el-
ement level. The work demonstrated that there is value in the client-side analysis of inter-
actions and sending summaries back to the analytics database, rather than large quantities 
of data, which has improved the quality of data in the backend and increases privacy. By 
performing client-side analysis, it means that the story could react and adapt to the met-
rics. The changes identified by the work impacted both the data collected – the analytics 
– as well as the data model of the story itself, particularly in the case of a default length (for 
the narrative element) becoming a core component of the model. Taking another step for-
ward, the collection of these metrics allows for analytical tools to be developed from this 
data. For example, an analytical dashboard presenting a retrospective summary of success 
and real-time insights into experience performance.

Meta-issues relating to the communication of research in the interaction data analysis space 
were identified, with the use of language and lack of transparency (owing to the cross-discipli-
nary nature of the field) hinder reproducibility and fully understanding the research. As a 
result, and via a fresh analysis of the literature, a framework was proposed that addressed 
the issues and provides methodological support for those undertaking research in the area. 
It is conjectured that using such a framework should improve the quality of science and sci-
ence communication in the area, with more reproducible and transparent research being 
produced.

7.1 Future Work

There are several opportunities for further research, building on the empirical work pre-
sented in Chapters 3 and 4; this section presents and discusses these possible directions. In 
the first instance, a reflection on the work is presented and how it might change if additional 
data were available, along with immediate future work mentioned in previous chapters, is 
presented. Following this, two alternative, and potentially fruitful, analysis methods which 
slightly reframe the modelling of abandonment and the users are considered. Finally, natu-
ral step in the analytics pipeline, i.e., deployment, is presented; some of the challenges asso-
ciated with this are discussed and some approaches that could be used to address these are 
outlined.

It was shown that user context affects engagement and when expanding the work to a wider 
sample, contextual data was not collected, nor did we have access to a broader user profile 
for each audience member. Having access to a broader profile would allow for contextual 
data to be introduced into the analysis process. For example, historical data on what content 
the user has watched could provide a more detailed understanding for content preferences 
within a multi-story branching narrative. An analysis of the data could then be performed 
by exploring whether those who historically preferred the content shown were engaged, and 
how likely they were to abandon. One further aspect that could be investigated is whether 
those less familiar with the content were engaged and less likely to leave, a potential strong 
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signal of success for media producers.

The framework presented in Chapter 5 is a move towards providing methodological sup-
port for practitioners. However, whether it is useable and provides the support it aims to 
provide is currently unknown. Validation is required to ensure that it is both useable and 
practical. One method of validation is to discuss the framework with the practitioners for 
whom it is designed to assist. For example, by using semi-structured interviews to gather 
their thoughts on the identified issues, which motivated its creation, and asking them to ap-
ply the framework to their work to find out how their work might change as a result. These 
conversations could further confirm the identified issues and be used to adapt and alter the 
framework to make it more applicable.

7.1.1 Survival Analysis

Survival analysis is an approach to analysis where the outcome of interest is the time un-
til an event occurs (Kleinbaum and Klein, 2010). The technique has had successful appli-
cation within the clinical domain, where it originates, for example in the modelling of re-
mission time for leukaemia patients or the survival time after receiving a heart transplant. 
Much like in other modelling approaches, important features from modelling the survival 
time can be extracted from the models which makes the approach useful when wanting 
to understand what factors affect survival. Most traditional survival analysis methods lie 
within the realm of non-/semi-parametric and parametric statistical approaches, such as 
Kaplan-Meier, Cox regression, and Accelerated Failure Time. However, machine learn-
ing methods have grown in popularity due to their ability to model non-linear relationships 
(P. Wang et al., 2019), and there are a range of established methods to use: survival trees, 
bayesian methods, neural networks, and support-vector machines.

Why might these methods be interesting to explore in the domain of interactive media ex-
periences? User abandonment in media experiences could be a fertile place for this type 
of analysis, enabling modelling of the time until an audience member leaves an experience 
and investigating what interaction metrics are important in the prediction. Having a notion 
of when an audience member is likely to abandon, much like predicting their distance from 
the end, goes beyond a simpler measure such as a binary (complete/abandon) representa-
tion. The results could provide media creators with an understanding as to whether a user 
is likely to leave part-way through, what types of behavioural proxies are observed before 
abandonment, and dynamically reorganising the content to suit the predicted time left on 
the experience.

Due to the adaptive nature of interactive experiences, where their length is variable depend-
ing on the content or the choices the user makes, modelling the time to an event poses a 
challenge. In interactive media experiences the relationship between time spent in an expe-
rience and whereabouts in it a user is not constant. This is due to experience being person-
alised to the user, the enablement of back-tracking in the narrative, or allowing the audience 
to choose their own path, all of which impact the measurement of time. Censoring is also a 
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challenge, as is the case in most survival analysis problems. Briefly, censoring is where the 
event of interest, a user abandoning a piece of media for example, is not observed for some 
audience members. There are three types of censoring: right-censoring (the most common) 
where the period of observation finishes before the event is recorded; left-censoring where 
the event occurs at some point before being observed (exact time of infection prior to a pos-
itive test result, for example); and interval-censoring which is where the event occurs dur-
ing a known time window (Kleinbaum and Klein, 2010; P. Wang et al., 2019).

Depending on how survival analysis is applied to the problem within the context of inter-
active media experiences, there are different challenges introduced based on the two issues 
previously discussed. Investigating an experience as a whole, for example modelling the 
survival of audience members in the Click TV show, introduces issues around variable time 
– the show can have a variable time based on their path and there is no accurate notion of 
how long the show lasts, beyond that of the default path. An alternative solution is to look 
at the components of the show, similar to how sub-stories in the Click TV show were fo-
cused on in Chapter 4, as there is less variation in the amount of time users could spend. 
This would introduce a challenge with censoring, as those that do finish the sub-story may 
abandon right after, but it is a smaller limitation in comparison to time. A potentially pros-
perous approach to both is training a global, multi-level model which allows for group-level 
effects to be modelled, for example the story visited or path taken, and which may have an 
effect on the outcome of interest (Austin, 2017).

7.1.2 Sequential Modelling

Through the application of statistical tests and modelling, behavioural proxies were found 
when investigating both engagement and abandonment. Some of these proxies point to-
wards having a sequential nature, for example, skipping through the content (engagement) 
and exploration (abandonment). This raises a question as to whether sequence-based mod-
elling would effectively capture the dynamics of the audience interaction, leading to more 
accurate models and an alternative method to understand user differences between engage-
ment levels or abandonment distances.

The sequential modelling of interactions is a popular method, with many state-of-the-art 
approaches using sequences of clicks or interaction events as their data of choice (Quad-
rana et al., 2018) - as shown in the review of the literature that led to the proposal of the 
framework (Chapter 5). In large-scale systems, users generate a large quantity of interaction 
events, for example, 100 million distinct users’ generating interaction-based events in a mu-
sic listening context (Anderson et al., 2020). Due to the scale of the data, Neural Network-
based approaches are popular and an often the deployed model of choice, with variations 
of Recurrent Neural Network architectures used which can effectively capture the dynam-
ics of sequential data (Lipton et al., 2015; Pouyanfar et al., 2018) and yield highly accurate 
models.

With these types of approaches, however, there is a trade-off. Whilst highly accurate mod-
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els can be trained, fully interpreting the factors in the data that contribute to the prediction 
is difficult – it is harder to gain a full understanding of why decisions are made. Techniques 
exist that can be applied to interpret models, for example anchors (Vizer and Sears, 2017) 
which identifies words that need to be present to ensure a prediction and integrated gra-
dients (Curmi et al., 2017) which attributes an importance value to each input feature of a 
model based on the model’s gradients. However, these add an additional layer of complex-
ity, and the output relies on being able to infer the semantic connection between words that 
are identified as important – which may not be as straightforward when looking at interac-
tion events.

Alongside methodological challenges, considerations need to be made about the data col-
lected from the interactive media experiences. For example, there are an abundance of nar-
rative element change events, where the audience member moves from one segment of con-
tent to another, both due to the nature of the experience and as audiences choose not to in-
teract but rather watch the content. One solution is to encode the number of narrative ele-
ments seen into the event itself, for example, rather than a sequence of eight narrative el-
ement change events, it is compressed into a single event with the number eight part of it 
(i.e, NEC_8). Whilst there are several challenges and considerations, the application of se-
quential modelling could yield highly accurate models – important in an application con-
text, with the caveat that there is an understanding of how decisions are made – and supple-
ment the statistical-based findings presented in the thesis, giving media producers further 
information about differences in engagement and the actions leading up to abandonment.

7.1.3 Real-Time Modelling

The empirical work presented in the thesis focuses on how the results from modelling en-
gagement and abandonment can be used to assess the success (or failure) of interactive ex-
periences a posteriori. However, the adaptable nature of the experiences – their underlying 
construction – mean there is an opportunity to create a more dynamic feedback loop, where 
predictions based on the interactions of users are fed back into the content in a real-time 
manner. Investigating this area would be a natural progression of the work in Chapters 3
and 4; putting into practise the models that have been trained.

Predicting engagement or abandonment in real-time could enable a multitude of different 
possibilities for the content, either through further personalisation, nudging the audience 
member, or to gather additional data to have a clearer picture about user engagement or 
abandonment rationales. Further personalising the content could include re-organising on-
the-fly – previously mentioned as a motivating factor for investigating engagement and aban-
donment – for example, if the user is likely to abandon or is predicted to be exhibiting low 
levels of engagement then the user could be given a shorter or simpler version of the narra-
tive. Alternatively, if the audience member is predicted to have low levels of engagement or 
more likely to abandon, nudging them towards another path in the story could boost their 
engagement or reduce the likelihood of them abandoning the content early.
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Different from the other two research directions, using the models in real-time to predict 
engagement or abandonment also presents the opportunity to gather more detailed data 
about the user. For example, when predicting the engagement of audience members, a sub-
set could be asked to provide feedback on their experience to gather more data on why they 
appear not to be engaged with the content or whether the prediction is accurate (you ap-
pear to be highly engaged with this content, would you agree?). Gathering this type of data 
would allow media creators to have a more in-depth view of their audience and evaluate the 
models’ predictions. This approach has found success in the search domain, with Diriye et
al., 2012, investigating rationales for abandonment by directly questioning the users using a 
pop-up survey.

This direction of future research does, however, have a number of practical challenges as-
sociated with it. In the deployment of models, there will always be audience members pre-
dicted to be highly engaged with a piece of media but who actually have low levels of en-
gagement. Similarly, a user predicted to have a high likelihood of abandonment may not, in 
fact, be about to leave the experience. Handling such misclassifications is crucial, as they 
could be damaging to the narrative as well as the user experience. One approach could be 
to use prediction thresholds where action, for example nudging the user, should only be 
taken when the likelihood is over a given threshold. Alternatively, taking an ensemble ap-
proach to the problem, where multiple models predict the likelihood of abandonment or en-
gagement, with a prediction threshold could provide additional confidence. Subtle changes 
to the story, for example, presenting shorter or simpler versions to the audience based on 
their predicted likelihood of abandoning, may not have an adverse effect on the user expe-
rience, but nudging the user or asking the user questions could detract from the media cre-
ator’s goal with the story. Additionally, nudging the user, could itself have a negative im-
pact on their experience and increase their likelihood to abandon, and there arises a chal-
lenge in explaining to the audience their abandonment likelihood or that they appear to not 
be overly engaged with the content. There should be clarity to the predictions being made 
and the approach would have to be balanced and carefully considered alongside the ulti-
mate goal of the media creator and narrative.

A challenge that affects the deployment of predictive models is the inconsistent format of 
interactive media experiences, which is natural given the newness of the area. The differ-
ing formats and interaction opportunities for audiences mean that training and deploying a 
one-size-fits-all model would pose challenges. As historical data is needed from similar ex-
periences to train the models, the differences in underlying content will result in a mismatch 
of signals where the importance of a metric in one experience may be different in another 
experience. For example, with engagement being dependent on external demographic fac-
tors in the Make-along: Origami Frog experience (Chapter 3.1) and temporal interaction 
metrics being important in predicting engagement with the Click TV show.

A potential approach which addresses some of the challenges listed above is to develop a 
centralised federated learning approach to model deployment and continual training. Fed-
erated learning is a collaborative model training method where a global model is trained, 
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distributed to the device (often and routinely used on mobile devices (“Federated Learn-
ing: Collaborative Machine Learning without Centralized Training Data”, 2017)) which 
then improves the model by learning from data local to the device, and then updates are 
propagated to the global model (Q. Li et al., 2021). In the context of interactive media ex-
periences, federated learning could be applied by training a global model for engagement or 
abandonment on all data captured in previously deployed experiences, providing a starting 
point for predictions. When a new experience is published, the global model is attached to 
the experience and becomes the local model which continuously learns from the data cap-
tured as part of the deployment, sending updates back to the global model. There is an en-
gineering overhead, as well as a potential issue with performance of the global model, but 
it could be achievable as interaction data is already automatically captured from the experi-
ences.
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