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Abstract

FOCUS SET SUBONTOLOGIES AND SEMANTIC DIFFERENCES FOR

LARGE ELH ONTOLOGIES

Ghadah Abdulrahman S Alghamdi
A thesis submitted to The University of Manchester

for the degree of Doctor of Philosophy, 2022

Ontologies have been widely used in a variety of fields to serve as sources for for-
mally structured knowledge. The Systemized Nomenclature of Medicine – Clinical
Terms (SNOMED CT) ontology, among others, is widely used in the (bio-)medical
domain, as it provides a comprehensive multilingual vocabulary for capturing all as-
pects of electronic health records and clinical knowledge, resulting in a very large and
complex ontology. Ontology extraction methods enable efficient use of such large on-
tologies by splitting them into interconnected smaller parts.

This thesis presents a novel method for extracting focus set subontologies from
ELH ontologies for a set of symbols selected by the user. The resulting subontologies
satisfy the requirements sought by SNOMED CT users, including providing complete
semantics for the description of input symbols while being concise and conforming to
SNOMED CT modelling principles. The findings show that, in comparison to locality-
based modularisation and uniform interpolation, the resulting subontologies satisfy the
requirements of SNOMED CT in terms of size, encapsulating the entire semantics of
the definitions solely for the set of input symbols, and retaining the original ontology’s
structure.

This thesis also investigates the computation of semantic differences between ex-
tracted subontologies using a combination of our notion of subontologies and the uni-
form interpolation-based semantic difference method in order to constrain the devel-
opment of such differences to a particular subdomain of the ontology identified by the
user. The findings demonstrate that our method is capable of revealing differences in
the meaning of focus concept definitions associated with a particular subdomain of the
ontology, where some of these differences would not have been generated without this
focused approach to tracking semantic differences between ontologies.
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Chapter 1

Introduction

In computer science, ontologies are a type of knowledge representation that is used to
identify and establish a topic’s vocabulary in order to facilitate information exchange.
Ontologies convey knowledge through the use of axioms, which are logical statements
that precisely describe the meaning of concepts and roles within a domain. Ontologies
are typically constructed using description logics (DL); a family of knowledge rep-
resentation languages that are composed of several decidable fragments of first-order
logic, which comes in a variety of expressivity ranges [BCM+07]. Automated reason-
ing systems can be used to infer implicit information from ontologies.

The Web Ontology Language (OWL) [W3C12] is a family of machine-processable
languages developed by the World Wide Web Consortium (W3C), whose semantics
are based on the DL languages. The W3C has developed tractable sublanguages (so-
called profiles [MGH+12]) of OWL, such as OWL EL, to account for the scalability
of reasoning and other services that employ ontologies. OWL EL profile is based on
the ELH family of description logics [Bra04, BBL05].

Ontologies have been widely applied in a range of fields, including Medicine
[Spa00a,GFH+03], Biology [WNS+11], Engineering [DdME+08], Energy [BEF+21],
and Law [HBBB09]. These ontologies are used for a variety of purposes, including
providing a source of formally structured knowledge, and have evolved from being
used for a particular purpose to providing a range of services such as decision support
and resource management.

In particular, in the (bio-)medical domain, the Systemized Nomenclature of Medicine
– Clinical Terms (SNOMED CT) ontology [Spa00b], the National Cancer Institute
(NCI) Thesaurus (NCIt) ontology [GFH+03], and the Gene Ontology (GO) [The18]
are prominent. These ontologies are materials that have been collaboratively generated,

12
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generally by groups of engineers, using principled design and deployment processes.
The increasing complexity and size of these ontologies pose significant challenges to
ontology modellers, maintainers, and potential users. For example, the latest version
of SNOMED CT (February 2022) consists of 356 813 axioms, 355 235 concepts and
125 roles.

SNOMED CT is widely recognised as one of the most extensive ontology initia-
tives in the biomedical industry, providing a complete, multilingual vocabulary for
capturing all parts of electronic health records and clinical knowledge. The ontology
is based on a multihierarchical taxonomy of over 350 000 concpets, describing many
subdomains of biomedicine, including acupuncture, infectious diseases, chronic disor-
ders, and pharmaceutical products. The primary goal of SNOMED CT is to standardise
clinical terminology globally by linking information from diverse clinical information
systems and research data [Inta]. As a result, it is used in 42 countries and by over
5000 affiliate individuals and organisations. The SNOMED CT international edition is
managed and maintained by SNOMED International1 organisation in the UK.

Ontology extraction methods enable efficient use of such massive ontologies by
dividing them into interconnected smaller parts. Modularisation is one of these meth-
ods; it generates subsets containing the axioms of the original ontology for a given
set of symbols. These subsets preserve the original ontology’s semantic relation-
ships and syntactic shapes of the axioms [SS20, CMG+22]. Therefore, modularity
is relevant in the biomedical domain, and has been extensively studied to determine
its potential for supporting novel applications to enhance scientific research [PJC09].
Furthermore, the application scenarios for modularisation in relation to semantic an-
notation are diverse, ranging from clinical notes for acute care services to medical
photographs [WSB11, LBIS12].

Because the majority of information contained in ontologies is implicit and the
entities contained inside an ontology may interact in non-trivial ways, comprehend-
ing and managing a complex ontology requires the usage of appropriate tool support.
Uniform interpolation, a logic-based method for constructing compact representations,
can be utilised for this purpose [KWW09,LK14,NR14]. Uniform interpolation aids in
the extraction of implicit information from an ontology for a given set of symbols. The
resulting information is a constrained view of that ontology that use just the symbols
from the specified signature while preserving all the ontology’s logical entailments.
Uniform interpolation may be used to assist with a variety of ontology-related tasks.

1snomed.org

snomed.org
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It can be used to extract portions of an ontology for analysis or to remove confidential
information, among other tasks.

A range of applications can be satisfied through ontology extraction using modu-
larisation and uniform interpolation [SPS09,GHKS08,KWZ10,KLWW13,CLMW19,
MCNK15, LW11, WWTP10]. Such applications include ontology analysis; for ex-
amining and understanding the semantics of definitions and hierarchy relevant to a
specific domain. Another application is ontology authoring; allowing extracting stan-
dalone ontologies that can be utilised as a starting point or enhancement to existing
extendable ontologies, enabling scalability of evolution and maintenance. Addition-
ally, decomposing an ontology into smaller portions simplifies ontology debugging;

this enables easier ontology repair by ensuring that such portions are consistent and
coherent. Moreover, segmenting the ontology into smaller parts facilitates ontology

usability; allowing content comprehension and context awareness (personalization), as
well as reuse of extracted content; providing extracted content as a standalone ontology
in a format compatible with existing technologies. Furthermore, ontology extraction
enhances computability tasks by increasing the efficiency of reasoning tasks, such as
querying data.

Another significant application is tracking semantic difference between ontology

versions [KWW08, KLWW12]. Identifying changes between two versions of a docu-
ment is a common problem in information technology, and it is especially important for
text processing and software development. Significant changes are even more impor-
tant in the context of knowledge representation, because differences in the knowledge
recorded by ontologies are typically more significant than syntactic changes. A purely
syntactic diff operation is hardly useful to compare ontologies. Therefore, tracking

differences in the meaning of ontologies that have occurred as a result of ontology re-
visions or updates regardless of its syntactic structure is typically more important for
ontology engineers to keep track of.

Semantic difference computation based on uniform interpolation aid in discover-
ing implicit differences within an ontology’s deductive closure [LK14]. Additionally,
computing semantic difference via uniform interpolation assists in eliminating sym-
bols that appear in one of the ontology versions but not the other in order to determine
whether ontology entailments (consequences) after forgetting such symbols is equiv-
alent in both versions (before and after updates) [LK14]. This semantic difference
detection is beneficial for a variety of applications, including those that need the inte-
gration or mapping of several ontologies while ensuring that the integrated information
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does not overlap [SGW+18].

1.1 Ontology Extraction for SNOMED CT

At present, the large size of SNOMED CT is dealt with by the use of reference sets.
Reference sets are domain-specific subsets of concept names that are used to limit
querying, searching, and data entry to a subset of the application area, e.g., the ERA-
EDTA reference set [NCS+18]. They are carefully created to represent precise concept
definitions from the ontology indicating their intended function. Typically, searching
for information associated with such reference sets implies utilising the original ontol-
ogy to query data pertaining to the reference sets in concern. Despite ongoing efforts
to enhance storage and querying systems, their performance is impacted by the ontol-
ogy’s size and complexity, necessitating the development of effective methodologies
for ontology extraction.

For SNOMED CT users, ontology extraction is relevant for maintenance, develop-
ment and quality assurance. It is inevitable that editors and content maintainers will
focus their editorial work on a subset of the content. As an example from the litera-
ture, the work in [OCP16] focuses on remodelling of the bacterial infectious disease
subhierarchy in SNOMED CT. Additionally, methods for segmenting the SNOMED
CT ontology into several subhierarchies based on a structural analysis of the underly-
ing SNOMED CT hierarchy were also introduced in [OCP17, OGP+15, LS16]. Such
methods were developed for the purpose of improving the analysis and debugging of
SNOMED CT content.

Currently, SNOMED CT users do not use modularisation or uniform interpolation.
Modules are not used by SNOMED CT users since they generally do not meet their
specific requirements. On the one hand, the notion of syntactic locality-based modules
was established to efficiently generate modules for a given set of terms [GHKS07].
However, when applied to very large ontologies such as SNOMED CT, the resulting
modules are quite large, limiting their use and evolution [dSSS09]. On the other hand,
other module notions such as semantic modules [KLWW13] and minimal subsumption
modules [CLW18] may be too small in size, in the sense that the generated module
does not contain the complete semantics of definitions for the given set of concepts,
resulting in issues with other criteria such as connectedness [dSSS09]. Moreover, they
can be computationally expensive due to the large size of SNOMED CT.

Uniform interpolation, which was evaluated in this thesis for its practicality when
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applied to SNOMED CT, has a number of shortcomings that render it unsuitable. One
of these limitations is the small size of the resulting uniform interpolants, which may
not contain all of the specified symbols’ definitions. Additionally, the axioms’ structure
in the resulting uniform interpolants is notably different from the original ontology,
which violates SNOMED CT’s modelling guidelines. Another significant issue is the
high complexity of generating uniform interpolants, as uniform interpolation is a chal-
lenging non-standard reasoning task. A case in point is the computation of uniform
interpolants for a very small number of symbols from the very large SNOMED CT.
Most real-world signatures such as those found in SNOMED CT’s standard reference
sets have a small number of symbols in relation to the original ontology’s large size.
This indicates that when used to such a use case, uniform interpolation must elim-
inate a large number of symbols from the original ontology (99% of the ontology’s
symbols), which is computationally infeasible on SNOMED CT.

SNOMED CT users at SNOMED International are looking for extracts that satisfy
a number of predefined criteria. The first criterion is the provision of complete defini-
tions for the set of symbols from which a subontology is to be extracted. The second
criterion is that the generated subontologies retain the structure of the axioms as spec-
ified by the modelling guidelines. A third criterion is that the information contained
inside the created subontologies remain brief, i.e., containing only definitions of the
concepts of interest and other additional hierarchical relationships that exist between
the symbols of such definitions.

One of the two main aims of this thesis is to introduce a new functionality for
creating SNOMED CT subontologies that meet the aforementioned criteria. We want
subontologies to be used in place of reference sets, which are simply a flat list of
concept names. Subontologies, on the other hand, should incorporate all semantic
relationships between the concepts in the reference set from the original ontology. Our
method should be applicable to ontologies that are expressed in the ELH language.

1.2 Semantic Difference for SNOMED CT

A real-world ontology, such as SNOMED CT, is regularly updated to reflect domain
changes through the inclusion of new concepts, the retirement of obsolete concepts,
and the modification of existing concepts. Typically, updating the terminology re-
sults in a significant number of changes in a SNOMED CT release. For instance,
roughly 192,000 changes were made to the content of SNOMED CT in the January
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2015, July 2015, and January 2016 releases [OPEC16]. To track such modifications,
the ontology’s changes are published as delta release files that allow for the review of
changes to the ontology’s axioms. The delta files describe the changes that have oc-
curred to the ontology’s structure, i.e. if new axioms have been added or deleted. Such
changes within the delta files are scattered over the ontology’s various subhierarchies.
Without the ability to extract certain subdomains from the ontology, it is envisaged
that users will be overwhelmed by the volume of changes to analyse. As a solution,
the work [OPEC16], provided a method for visualising and segmenting the data con-
tained in delta files. This is to facilitate the user’s reading and tracking of changes to
SNOMED CT content.

There is presently no technique for tracking differences in the semantics between
SNOMED CT versions that are exclusive to a particular subdomain of the ontology.
As previously mentioned, uniform interpolation can be used as a means to compute
logical differences between ontology versions [LK14]. Moreover, given that our pro-
posed method of generating subontologies adheres to the requirements of SNOMED
International, we found that it is a suitable approach to track semantic differences. In
this case, the computed semantic differences are focused on particular subdomains of
the ontology defined by the given set of terms.

The second main aim of this thesis is to develop a new method for tracking seman-
tic differences between extracted subontologies for a given set of symbols from the
ontology versions the user wishes to audit. This method is based on our proposed no-
tion of subontologies suited for SNOMED CT users and utilises the notion of uniform
interpolation to compute semantic differences. With the assumption that the input sym-
bols are specific to a certain subdomain of the original ontology, the user will be able
to generate the axioms describing the change in meaning within the chosen domain of
the ontology.

1.3 Aims and Contributions

In summary, the main focus the thesis is to develop novel functionalities for (i) extract-
ing subontologies and (ii) tracking semantic differences for SNOMED CT and other
possible ELH ontologies.

The introduced methods were evaluated using implemented prototypes, which demon-
strate that it is indeed possible to compute subontologies for target ontologies as large
as SNOMED CT for real-world signatures, as well as to track semantic differences
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within the specified subdomain of the ontology.
The following summarises the main contributions of the thesis:

1. We present a novel method for extracting focus set subontologies for a user-
selected set of symbols. This method is capable of resolving the concerns raised
in the preceding methods such as modularisation and uniform interpolation in
order to generate extracts suitable for users of SNOMED CT.

2. We present a novel method for tracking focus set semantic differences that is
based on the combination of our notion of subontologies and the uniform inter-
polation based semantic difference method in order to limit the development of
such differences to a certain subdomain of the ontology that the user identifies.

3. An investigation and evaluation of the combination of modularisation and uni-
form interpolation to generate uniform interpolants suitable for the use case of
real-world signatures. Though not achieving the desired usability requirements,
this work was a useful precursor that led to the development of the subontol-
ogy extraction and the semantic difference computation methods. (See points 1
and 2).

4. As part of the modularisation-uniform interpolation workflow, we developed sig-
nature extension and partitioning algorithms that can be used with real-world
signatures, such as those included in SNOMED CT’s standard reference sets.

5. Evaluation of our method to generate focus set subontologies with related meth-
ods namely, locality-based modularisation and uniform interpolation. The find-
ings showed that the resulting subontologies in comparison to those generated
by the other methods satisfy the requirements that are relevant to SNOMED CT
domain experts in terms of size, capturing the whole semantics of the defini-
tions solely for the set of input symbols, and retaining the original ontology’s
structure.

6. Evaluation of our method to generate focus set semantic differences focused on
specific domains for real-world-signatures provided by a SNOMED CT domain
expert. The findings showed that our method was capable of generating dif-
ferences in the meaning of the definitions of focus concepts associated with a
particular subdomain of the ontology, where some of these differences would
not be generated without this focused approach to tracking semantic differences
between ontologies.
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7. In our evaluation of the focus set subontology generator method and the uni-
form interpolation-modularisation workflow, we have incorporated biomedical
ontologies other than SNOMED CT, such as the Gene ontology and NCIt to
highlight critical aspects of our methods while utilising these ontologies.

1.4 Published Results

Throughout the course of my PhD research, I actively contributed to several projects,
which resulted in the following papers published at international workshops and con-
ferences.

1-1 [SGW+18] Giorgos Stoilos, David Geleta, Szymon Wartak, Sheldon Hall, Mo-
hammad Khodadadi, Yizheng Zhao, Ghadah Alghamdi, and Renate A. Schmidt.
Methods and Metrics for Knowledge Base Engineering and Integration. In Pro-

ceedings of the 9th Workshop on Ontology Design and Patterns (WOP 2018) co-

located with 17th International Semantic Web Conference (ISWC 2018), Mon-

terey, USA, October 9th, 2018, volume 2195 of CEUR Workshop Proceedings,
pages 72–86. CEUR-WS.org, 2018

1-2 [ZAS+19b] Yizheng Zhao, Ghadah Alghamdi, Renate A. Schmidt, Hao Feng,
Giorgos Stoilos, Damir Juric, and Mohammad Khodadadi. Tracking Logical
Difference in Large-Scale Ontologies: A Forgetting-Based Approach. In The

Thirty-Third AAAI Conference on Artificial Intelligence, AAAI 2019, The Thirty-

First Innovative Applications of Artificial Intelligence Conference, IAAI 2019,

The Ninth AAAI Symposium on Educational Advances in Artificial Intelligence,

EAAI 2019, Honolulu, Hawaii, USA, January 27 - February 1, 2019, pages
3116–3124. AAAI Press, 2019

1-3 [ZAS+19a] Yizheng Zhao, Ghadah Alghamdi, Renate A. Schmidt, Hao Feng,
Giorgos Stoilos, Damir Juric, and Mohammad Khodadadi. Tracking Logical
Difference in Industrial-Scale Ontologies. In Proceedings of the 32nd Interna-

tional Workshop on Description Logics, Oslo, Norway, June 18-21, 2019, vol-
ume 2373 of CEUR Workshop Proceedings. CEUR-WS.org, 2019

The above publications are the result of a collaboration between Babylon Health®
and the University of Manchester. The project used a prototype tool built by
Yizheng Zhao to compare semantic differences between various versions of
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SNOMED CT International edition and country extensions. I contributed to the
project by analysing the resulting differences. The analysis involved partition-
ing the differences based on whether they are stated or inferred in the respective
ontologies. The analysis provided Babylon collaborators with a better under-
standing of the type of differences generated in the Australian extension.

The work [ZAS+19a] is an extended abstract of the work [ZAS+19b].

2-1 [CAS+19a] Jieying Chen, Ghadah Alghamdi, Renate A. Schmidt, Dirk Walther,
and Yongsheng Gao. Modularity Meets Forgetting: A Case Study with the
SNOMED CT Ontology. In Proceedings of the 32nd International Workshop

on Description Logics, volume 2373. CEUR-WS.org, 2019

2-2 [CAS+19b] Jieying Chen, Ghadah Alghamdi, Renate A. Schmidt, Dirk Walther,
and Yongsheng Gao. Ontology Extraction for Large Ontologies via Modularity
and Forgetting. In Proceedings of the 10th International Conference on Knowl-

edge Capture, K-CAP’19, pages 45–52. ACM, 2019

The publications are the result of a proof of concept project conducted in collab-
oration with SNOMED International. The aim was to use the uniform interpola-
tion method and modularity notions to generate abstracts for different SNOMED
CT reference sets while soliciting feedback from the collaborator. My contribu-
tion included the development of signature adjustment algorithms, the execution
of experiments utilising the workflow, namely with the systems LETHE and UI-
FAME, the analysis of the results, and the authoring of parts of the manuscripts.

The work [CAS+19a] includes our initial results of the work in [CAS+19b].

Chapter 4 of this thesis contains a more detailed presentation of the evaluations
in [CAS+19b].

3-1 [LLA+21a] Zhao Liu, Chang Lu, Ghadah Alghamdi, Renate A. Schmidt, and
Yizheng Zhao. Tracking Semantic Evolutionary Changes in Large-Scale Onto-
logical Knowledge Bases. In CIKM’21: The 30th ACM International Conference

on Information and Knowledge Management, Virtual Event, Queensland, Aus-

tralia, November 1 - 5, 2021, pages 1130–1139. ACM, 2021

3-2 [LLA+21b] Zhao Liu, Chang Lu, Ghadah Alghamdi, Renate A. Schmidt, and
Yizheng Zhao. Tracking Semantic Evolutionary Changes in Large-Scale On-
tological Knowledge Bases. In Proceedings of the 34th International Work-

shop on Description Logics (DL 2021) part of Bratislava Knowledge September



1.5. THESIS OVERVIEW 21

(BAKS 2021), Bratislava, Slovakia, September 19th to 22nd, 2021, volume 2954
of CEUR Workshop Proceedings. CEUR-WS.org, 2021

The papers were the outcome of a collaboration with Nanjing University on the
development of a tool for tracking semantic differences across versions of ELH
ontologies as a continuation of the research started with Babylon Health®. I con-
ducted the experiments of generating focused semantic differences related to the
General Dentistry reference set, wrote the results and provided overall feedback
on the paper. My part in [LLA+21a] is included and expanded in Chapter 6.

The work [LLA+21b] is a short version of the work [LLA+21a].

4-1 [ASDG21a] Ghadah Alghamdi, Renate A. Schmidt, Warren Del-Pinto, and
Yongsheng Gao. Upwardly Abstracted Definition-Based Subontologies. In Pro-

ceedings of the 34th International Workshop on Description Logics (DL 2021)

part of Bratislava Knowledge September (BAKS 2021), Bratislava, Slovakia,

September 19th to 22nd, 2021, volume 2954 of CEUR Workshop Proceedings.
CEUR-WS.org, 2021

4-2 [ASDG21b] Ghadah Alghamdi, Renate A. Schmidt, Warren Del-Pinto, and
Yongsheng Gao. Upwardly Abstracted Definition-Based Subontologies. In K-

CAP’21: Knowledge Capture Conference, pages 209–216. ACM, 2021

The above publications are the result of a continuation of our collaboration with
SNOMED International on extracting focused extracts for their reference sets. I
devised a novel method for generating focus set subontologies in this research.
The resulting subontologies are more beneficial and relevant to SNOMED In-
ternational. I wrote the manuscripts, developed the system and conducted the
experiments.

The work [ASDG21a] includes our initial results of the work in [ASDG21b].

Chapter 5 is an extended version of the paper [ASDG21b].

1.5 Thesis Overview

The following gives a summary and synopsis of each chapter of this thesis.

• Chapter 2 provides background material about ontologies and description logics.
Our review highlights description logics used in biomedical ontologies. Addi-
tionally, we define the various standard reasoning services that can be employed
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with description logic-based ontologie and cover the ontology tools that were
used in this thesis. Furthermore, we provide a comprehensive overview of the
medical ontology SNOMED CT as well as the identification of significant real-
world signatures (standard reference sets) that are actively employed in appli-
cation contexts. Finally, we discuss additional ontologies that were used in our
method’s evaluations, including the NCIt and Gene ontologies.

• Chapter 3 covers the state-of-the-art approaches for ontology extraction and dif-
ference computation. We review, among other ontology extraction methods, on-
tology modularity and uniform interpolation methods and point out their short-
comings related to our research problem. In terms of difference computation
methods, our review focuses on a method for computing semantic differences
using uniform interpolation, among other methods.

• Chapter 4 is the first main chapter of the thesis. In it, we present our workflow
to assess the practicality of computing uniform interpolants which is based on
pre-processing stages including signature adjustment and modularisation steps.
We evaluate the workflow with real-world ontologies, namely SNOMED CT and
NCIt.

• The most important chapter of the thesis is Chapter 5. In it, we introduce a novel
method for extracting focus set subontologies from large ELH ontologies. We
evaluated the quality of our subontologies and compared them to relevant meth-
ods in the area, namely locality-based modularisation and uniform interpolation
in terms of different proposed quality measures. The findings showed that the
subontologies are more concise than locality-based modules and uniform inter-
polants while providing the complete semantics of the given symbol definitions.

• In Chapter 6 we present a method for computing a new notion of semantic dif-
ferences named focus set semantic differences. We evaluated the method using
several SNOMED CT reference sets in order to produce focused semantic dif-
ferences relating to such reference sets. We demonstrate the method’s outcomes
by illustrating how modellers might use it to compute semantic differences.

• Finally in Chapter 7, we draw conclusions regarding the results of our methods
introduced in this thesis. We discuss potential applications of focus set subon-
tologies and semantic differences as well as some ideas for future work.



Chapter 2

Ontologies and Description Logics

Ontologies are a type of knowledge representation used in computer and information
sciences to identify and establish the vocabulary of a topic of interest in order to enable
information exchange. In this chapter, we establish the foundations for description
logics ontologies and the central background notions that will be used throughout the
thesis.

In Section 2.1, we define the fundamental concepts of popular description logics
languages. We discuss the Web Ontology Language (OWL) in Section 2.2, which is a
standard machine-processing language based on description logics. In Section 2.3 we
go through the tools we used during the project of the thesis. In Section 2.4, we discuss
the medical ontology SNOMED CT, which is the target ontology for our methods.
Lastly, in Section 2.5 we discuss some other ontologies in the field of biomedical
science that were used in our evaluations in Chapters 4, 5, and 6.

2.1 Description Logics

Description logics (DLs) are decidable fragments of first order logic (FOL), well suited
for expressing domain knowledge [BN07]. The knowledge of a domain is expressed
by first establishing domain concepts and then utilising these concepts to specify the
properties of objects and individuals found in the domain. DLs enable a variety of
reasoning tasks, including satisfiability of knowledge bases, axiom entailment, and
instance retrieval [BN07].

We now define the description logic SHOIQ, which is the union of all previously
considered classical description logics.

23
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Concept descriptions are defined inductively in DLs using a set of three construc-
tors that are countably infinite and mutually disjoint, beginning with a set of concept
names NC, a set of role names NR, and (potentially) a set of instance names NI. The
union of such sets form the signature of an ontology O. The signature sig(ξ) is a set
of concept and role names that occur in ξ, where ξ is any syntactic object or ontology.
The signature sigC(ξ) is a set of concept names that occur in ξ.

A concept is an expression of one of the following forms, where A ∈ NC, C,C1

and C2 are any concepts, R is any role, n and m are natural numbers with n ≥ 1,
m ≥ 0, respectively, and a1, . . . , an ∈ NI.

⊤ | ⊥ | A | ¬C | C1 ⊓ C2 | C1 ⊔ C2,

∃R.C | ∀R.C | ≥ nR.C | ≤ nR.C,

{a1, . . . , an}

The concepts in the first row are concept descriptions, which are referred to from
left to right as top, bottom, negation of the concept C, conjunction of the concepts C1

and C2, and disjuntion of the concepts C1 and C2. The concepts in the second row
are role restrictions which are referred to from left to right as existential restrictions,
universal restrictions, ≥-number restrictions and ≤-number restrictions.

The axioms in DL ontologies are categorised into three different types:

• TBox, which contains terminological information about concepts and their rela-
tionships, describing how a knowledge base is conceptualised,

• RBox, representing role axioms, and

• ABox, which encapsulates knowledge of facts or assertions about individuals
that fall under a particular concept.

A TBox T is a finite set of axioms consisting of the following forms:

• C1 ⊑ C2 (concept inclusion axiom)

• C1 ≡ C2 (concept equivalence axiom)

where C1 and C2 are any concepts. The axiom C1 ≡ C2 is a short hand for the two
concept inclusion axioms C1 ⊑ C2 and C2 ⊑ C1.

An RBox R is a finite set of role axioms, which consists of the following forms:
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• R ⊑ S, (role inclusion axiom)

• R ≡ S, (role equivalence axiom)

• trans(R) (role transitivity axiom)

where R and S are any roles. R ≡ S is a short hand of the two role inclusion axioms
R ⊑ S and S ⊑ R.

An ABox A is a finite set of axioms of the following form:

• C(a) (concept assertion axiom)

• R(a, b) (role assertion axiom)

Definition 1 (Ontology O). An ontology O is the union of a TBox T , an ABox A, and

an RBox R.

In the remainder of the thesis, the terms TBox and ontology are used interchange-
ably.

The semantics of description logics is defined in terms of an interpretation I =

⟨∆I , ·I⟩, where ∆I is the domain of the interpretation (a non-empty set), and ·I de-
notes the interpretation function, which assigns to every concept name A ∈ NC a set
AI ⊆ ∆I , and to every role name r ∈ NR a binary relation rI ⊆ ∆I ×∆I . The
interpretation function ·I is inductively extended to concepts as shown in Table 2.1.

Table 2.1: Concept constructors for the ALC DL

Constructor Syntax Semantics
Bottom ⊥ ∅
Top ⊤ ∆I

Negation (Complement) (¬C)I ∆I\CI

Conjunction (intersection) (C ⊓D)I CI ∩DI

Disjunction (union) (C ⊔D)I CI ∪DI

Existential restriction (∃r.C)I {x ∈ ∆I | ∃y.(x, y) ∈ rI ∧ y ∈ CI}
Universal restriction (∀r.C)I {x ∈ ∆I | ∀y.(x, y) ∈ rI → y ∈ CI}

Let I be an interpretation, an axiom α is true (i.e., I |= α) when the following
conditions hold:

• α as a general concept inclusion C ⊑ D is true in I iff CI ⊆ DI .

• α as a general concept equivalence C ≡ D is true in I iff CI = DI .
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• α as a role inclusion r ⊑ s is true in I iff rI ⊆ sI .

• α as a role equivalence r ≡ s is true in I iff rI ≡ sI .

• α as a role transitivity trans(R) is true in I iff RI is transitive.

• α as a concept assertion C(a) is true in I iff aI ∈ CI .

• α as a role assertion R(a, b) is true in I iff (aI , bI) ∈ RI .

I is a model of an ontology O, written as I |= O, iff every axiom in O is true in I.
An axiom α is a logical entailment of an ontology O, written as O |= α, iff α is true
in every model I of O.

Given a signature Σ, an interpretation I is restricted to symbols in Σ denoted as
I|Σ when ∆I|Σ = ∆I and XI|Σ = XI for all X ∈ Σ.

2.1.1 Different DLs and DLs for Biomedical Ontologies

We obtain different description logics by limiting the operators that can be used to
construct concepts and roles. Table 2.2 summarises the operators that are allowed in the
description logics EL, ALC and S. A description logic is typically denoted by prefixes
that specify the additional permitted operators for one of these description logics, as in
ELH for EL with role hierarchies. Table 2.3 shows the allowed constructors that can
be used as extensions for the description logics names shown in Table 2.2.

Table 2.2: Description logics families

Description Logics Name Constructors
EL A, C ⊓D, ∃R.C and ⊤
ALC EL+ ∀R.C + ¬C
S ALC + trans(R)

Table 2.3: Some extensions that are allowed for a description logic

Extension Name Constructors Description
H R ⊑ S, R ≡ S Role hierarchies
O {a1, . . . , an} Nominals
I r− Inverse roles
F ≤ 1R.⊤ Functional role restrictions
Q ≥ nR.C,≤ nR.C Qualified number restrictions
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An ELH ontology O is called an ELH terminology if its TBox consists of the
following form of axioms:

• A ⊑ C (primitive concept axiom, where A is a primitive concept name)

• A ≡ C (defined concept axiom, where A is a defined concept name)

where A ∈ NC, r, s ∈ NR and C is an EL-concept, with A appearing not more than
once on the left-hand side of an axiom. In primitive concept axioms A ⊑ C, C

specifies the necessary conditions for the concept A, while in defined concept axioms
A ≡ C, C specifies the necessary and sufficient conditions of the concept A.

An ELH ontology is normalised iff it only contains axioms of the forms A ⊑ C,
A ⊑ ∃r.C, r ⊑ s and ∃r.C ⊑ A, where A ∈ NC, r, s ∈ NR and C is an EL-concept.

An ELH-TBox O is in clausal form if every axiom in O is in clausal form. In
clausal form, an axiom is referred to as a clause. The clausal form of an axiom is a
disjunction of literals of the form A, ¬A, ∃R.C or ∀R.C where A ∈ NC, r ∈ NR and
C is in negation normal form. A concept is in negation normal form when the negation
operator is applied only to concept symbols.

Figure 2.1 shows transformation rules of axioms into clausal forms [Zha18]. Rules
a. to g. can be used to transform concepts into negation normal forms. The rule
h can be used to distribute disjunctions over conjunctions. Such rules are standard
clausal form transformation rules where the left-hand side of the =⇒ relation is logi-
cally equivalent to its right-hand side [Zha18].

Let O be an ELH-TBox and A,Bi ∈ NC (1 ≤ i ≤ n) be atomic concepts in O. We
say that A directly depends on B (A ≺ B) iff the clausal form of O includes a clause
in which A occurs positively and B negatively (or vice versa). We say that A depends

on Bn iff there is a chain of A, B1, . . . , Bn such that A ≺ B1 ≺ . . . ≺ Bn. O is acyclic

if there is no concept name in O that depends on itself; otherwise it is cyclic.

Biomedical ontologies such as SNOMED CT and NCIt share similar modelling
features. One of the main features is the elementary concepts that form the skeleton
of such ontologies. These elementary concepts are referred to as natural kinds accord-
ing to [Rec95]. Natural kinds are defined in terms of primitive concept subsumption
axioms. They lack of sufficient conditions to be fully defined. Such concepts are
rather recognised than inferred [Rec95]. For example, the concept Normal anatomy

(body structure) is a natural kind in SNOMED CT, which is expressed by a primitive
concept axiom as being subsumed by Body structure, which is another natural kind.
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Negation normal form transformation rules

• De Morgan’s Laws: a. ¬(C ⊔D) =⇒ ¬C ⊓ ¬D
b. ¬(C ⊓D) =⇒ ¬C ⊔ ¬D

• Duality between ∃- and ∀- restrictions:
c. ¬∃r.C =⇒ ∀r.¬C
d. ¬∀r.C =⇒ ∃r.¬C

• Duality between ⊤ and ⊥: e. ¬⊤ =⇒ ⊥
f. ¬⊥ =⇒ ⊤

• Double negation elimination:
g. ¬¬C =⇒ C

Distributivity law

h. C ⊔ (D1 ⊓D2) =⇒ C ⊔D1, C ⊔D2

Figure 2.1: Rules used to transform axioms into clausal forms [Zha18]

Definitions, with both necessary and sufficient conditions (A ≡ C), are critical in
biomedical ontologies because they assist in determining which concepts are classified
under them in the concept hierarchy. On the other hand, concepts described by neces-
sary conditions only (A ⊑ C) affect how a concept is classified, but have no effect on
which concepts can be classified under them [Rec95].

2.1.2 Standard Reasoning Services

Among the several reasoning services provided by standard reasoners, we discuss the
following [BHLS17]:

• Satisfiability: a concept C is satisfiable in O when there exists at least one
model I of O that is non-empty (CI ̸= ∅). When CI = ∅ for all models of O
then C is unsatisfiable.

• Entailment: an axiom α is entailed by an ontology O, denoted as O |= α, if in
every model I of O we have that I |= α.

• Consistency: an ontology O is consistent when there is a model I that satisfies
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every axiom in O, i.e., I |= O.

• Realisation: a given instance a is entailed by an ontology O when O |= C(a)

where C is any concept.

• Classification: is the task of computing all of the subsumption axioms between
atomic concepts, deriving a concept hierarchy H.

A concept hierarchy H is a finite set of subsumption axioms A ⊑ B such that O |=
A ⊑ B, where A and B are concept names in sig(O). A concept hierarchy is a partial
order of inclusion relations A ⊑ B.

The transitive closure of the concept hierarchy H is the set of all subsumption
axioms representing all possible paths between concept names in H. For example, the
transitive closure of the concept hierarchy {A ⊑ B, B ⊑ C} is H itself and the axiom
A ⊑ C, which was formed under the transitive closure from A to C.

In A ⊑ B, the concept A is the subconcept (i.e., child concept) of B, while the
concept B is the superconcept (i.e., the parent concept) of A.

2.2 OWL: The Web Ontology Language

The Web Ontology Language (OWL) is a machine-processing oriented language de-
veloped by the World Wide Web Consortium (W3C) [W3C12]. The language was
extended to a second version (OWL 2) [GHM+08], whose semantics are built on de-
scription logics.

OWL documents are expressed in a format built on the XML standards for ob-
jects, referred to as Resource Description Framework (RDF). The RDF language al-
lows query languages like SPARQL to retrieve and manipulate data from ontologies.
The abbreviation SPARQL represents SPARQL Protocol and RDF Query Language
[PS08].

Depending on the semantics expressed by OWL, different variants of OWL 2 exist;
we will discuss two of them below:

• OWL 2 EL: based on EL++ DL, which has PTime worst case complexity for
reasoning tasks [BBL05].

• OWL 2 DL: built on top of the SROIQ DL. For several inference services, the
complexity of processing OWL 2 DL reaches 2NExpTime [HKS06].
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In addition to the semantics of classical description logics, OWL builds on DLs
with concrete domains to enable the description of concrete properties of concepts and
instances, such as age, weight, height, and temperature [Baa00, BH91, Lut99, Lut02].
To make use of concrete domains, OWL includes what are known as data properties,
which assign a concrete value of a datatype to a class or individual [MH08b]. The
OWL specification accepts datatypes from the XML Schema Datatypes specification1,
the RDF specification2, and the specification of plain literals3.

OWL is widely utilised and has quickly become the standard for ontology build-
ing and data sharing. Several ontology editors such as Protégé, process inputs and
outputs as ontologies in the OWL/XML (.owl) or RDF formats [GHM+08]. In fact,
since the January 2019 version of SNOMED CT, the stated relationships file, writ-
ten in a SNOMED CT special format, was replaced by the OWL expression types file
including definitions specified in OWL expressions for concepts, and relationships of
SNOMED CT [Intb]. This was for the purpose of allowing proper data representa-
tion when feeding data into DL reasoners, as well as OWL expression validation and
ontology building.

Two types of axioms are allowed in OWL 2: logical axioms and annotation axioms
(non-logical) [GHM+08]. Logical axioms are assertions that are affirmed to be true
under well-defined semantics, enabling inference of axioms that are true but are not
explicitly stated, referred to as entailments (or consequences). On the other hand,
annotation axioms are analogous to comments in programming languages. They allow
for the addition of additional (and optional) information about the ontology’s concepts,
roles or axioms.

OWL ontologies can be written and serialised in a variety of syntaxes, including
RDF/XML (the primary exchange format), OWL/XML, Functional, Manchester, and
Turtle.

The OWL language specification uses the terms classes, object properties, and in-
dividuals to refer to description logic concepts, roles, and instances.

2.3 Ontology Tools Used in this Thesis

This section describes the tools that were used throughout the project of the thesis.

1http://www.w3.org/TR/xmlschema11-2/
2http://www.w3.org/TR/2004/REC-rdf-concepts-20040210/
3http://www.w3.org/TR/rdf-plain-literal-1/

http://www.w3.org/TR/xmlschema11-2/
http://www.w3.org/TR/2004/REC-rdf-concepts-20040210/
http://www.w3.org/TR/rdf-plain-literal-1/
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2.3.1 OWL API

The OWL API is a high-level Application Programming Interface (API) that supports
a variety of ontology-related functions, including loading, creating, managing, and
saving ontologies [HB09]. Its general-purpose reasoning functionality enables the con-
struction of numerous OWL editors and reasoners by allowing for the use of ontologies
in various reasoner implementations [HB09]. Additionally, it supports the more recent
second version (OWL 2).

The OWL API is based entirely on the OWL 2 structural standard. This permits the
provision of a high-level view without being bound by a specific syntax structure, in
contrast to other APIs such as the Jena API [CDD+04], which display class expressions
and axioms as RDF triples [HB09]. Additionally, the OWL API can automatically
parses all of the syntaxes that it processes, eliminating the need to install a syntax-
specific parser [HB09]. This can permit editors based on the OWL API to facilitate
conversion between multiple syntaxes.

Figure 2.2: OWL API Interfaces [HB09]

The API architecture consists of a set of interfaces to manage ontologies, where the
main interface is the OWLOntology interface (see Figure 2.2). The OWLOntology
interface has a number of OWLAxiom objects that can be used to obtain information
about an ontology’s axioms, for example, whether an ontology contains an axiom re-
ferring to a particular concept. It also contain a number of OWLAnnotation objects in
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order to access, create and change an ontology’s labels (or annotations).

Each ontology is created, loaded, or changed via the OWLOntologyManager in-
terface. This interface provides a central point for creating, loading, changing and
saving ontologies. Moreover, it enables client applications to have a single point of
access to ontologies, to implement redirection procedures and other customisations for
ontology loading, and to monitor all changes made to any loaded ontologies.

The classes, object properties or individuals of an OWL ontology can be recog-
nised by the IRI, via the OWLOntologyID interface. Internationalized Resource Iden-
tifiers (IRIs) are used to identify ontologies and their components. An IRI is an ab-
solute (not relative) address that refers to a specific ontology entity [OWL]. Con-
sider the address: http://www.owl-ontologies.com/travel.owl#Accommodation,
which refers to the Accommodation class in the travel ontology [Knu].

The OWL API provides an OWLReasoner interface that is used to perform rea-
soning tasks on ontologies such as consistency checking, computing class or object
property hierarchies, and axiom entailment. Incremental reasoning is supported via the
OWLReasoner interface, which enables an initialised reasoner to listen for changes as
they occur. For example, an ontology may be modified within an ontology editor, and
a reasoner should respond to ontology changes as they arrive for further classification
or reasoning services.

Different existing reasoners provide libraries to be controlled via the OWL API
such as ELK [KKS12b], HermiT [GHM+14] and CEL [BLS06].

The OWL API provides additional capabilities, such as the generation of expla-
nation axioms and modularisation. These explanation axioms are the minimal set of
axioms required to hold an entailment. The OWL API supports generating expla-
nation axioms which enables ontology users and developers to easily integrate basic
explanation functionality into client applications. Additionally, the OWL API includes
a library for extracting syntactic locality-based modules from ontologies [GHKS07],
which are modules built on the notion of conservative extensions [GLW06]. Such no-
tion ensures that entailments of an ontology are preserved over a particular signature.
(For an overview of the literature on modularisation, see Section 3.1.1).

The OWL API was primarily used to develop the methods in this thesis, specif-
ically the focus set subontology generator in Chapter 5, the modularisation-uniform
interpolation workflow in Chapter 4, and the focus set semantic difference generator
in Chapter 6. The development was based on the OWL API in order to take advantage
of the API’s various functionalities, including loading, invoking reasoner functions
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bundled with the ELK and Hermit reasoners, and saving the output.

2.3.2 Standard Reasoners

ELK

The ELK reasoner was developed to provide comprehensive reasoning services of
OWL EL capabilities, high reasoning performance, and ease of expansion and use
[KKS14]. The reasoner is based on goal-directed inference rules and eliminate re-
dundant inferences without violating completeness. It employs a consequence-based
reasoning engine that is capable of performing parallel inferences, taking advantage of
existing multiprocessor platforms [KKS14]. As an example of the reasoner’s perfor-
mance, it can classify SNOMED CT in less than 5 seconds on a quad core machine.
The reasoner supports ELH TBoxes and ABoxes extended with reflexive roles, transi-
tive roles and role chain axioms.

ELK has been utilised in a range of biomedical applications since its 2011 re-
lease, including the development of different ontologies such as, the neuroanatomy of
flies [ORM+12] and the Ontology for Biomedical Investigations (OBI) [BBB+16].
Moreover, it has been used for integrating databases of diseases, genes, and med-
ications [HLB+13, HDG12, HHH+12], and validating and querying genetic ontolo-
gies [JSH12, The18].

Additionally, the reasoner was employed as a building block in the development
of various systems, such as the method proposed in [AKM+17] for learning features
from biological knowledge graphs, and the method in [SGH19] which generates vector
representations of biological entities in ontologies. Other examples of systems that
uses the ELK reasoner are [DBLM15, JBD+19, DBF+14, HAG+16].

The reasoner can be used as a standalone tool, a Java-based library or as a plugin
within the well known ontology editor, Protégé [KKS14]. The Java-based library binds
the ELK reasoner to the OWL API and can be used as a library managed via the OWL
API.4

The ELK reasoner is the backbone of our focus set subontology generator (Sec-
tion 5.2) and the subontologies verifier (Section 5.3).

4https://github.com/liveontologies/elk-reasoner

https://github.com/liveontologies/elk-reasoner
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HermiT

The HermiT reasoner supports all of the features of the OWL 2 ontology language
[GHM+08], including all of the OWL 2 datatypes [MH08b]. Along with concept
classification, the reasoner supports object and data property classification, which no
other OWL reasoner completely supports [GHM+14].

Additionally, HermiT supports SPARQL query answering and makes use of a vari-
ety of optimisations such as blocking via signature caching, individual reuse, and core

blocking to ensure that real-world ontologies are processed efficiently [GHM+14]. 5

HermiT is built on the hypertableau calculus [MSH14]; a hybrid calculus combin-
ing resolution and tableau that avoids the nondeterministic behaviour of existing OWL
reasoners such as Pellet [SPG+07] and FaCT++ [TH06].

Due to its support for all features of the OWL 2 language, HermiT has been
a critical component in the creation of a wide variety of systems that make use of
OWL 2 ontologies. Among these systems are the one described in [GEE17]; a recog-
nition system that simulates an occupant’s various activities, and the work described
in [AKGBGS18], which demonstrated the use of a machine learning method that
uses an unsupervised hybrid technique based on inductive and deductive reasoning
to detect occupant behaviours and associated potential waste in real time.6 Addi-
tional examples of work that made use of the HermiT reasoner can be found in [HZS-
BHM15, ZGN+15, HJRS+17, SGD+18].

The HermiT reasoner was used in our evaluation of the upwardly abstracted defi-
nitions in Chapter 5 (Section 5.5). Moreover, it was used to check entailments within
our focus set semantic difference generator in Chapter 6 (Section 6.2).

5Blocking is a tableau reasoning technique used to detect cycles during the construction of ontology
models in order to guarantee that only finite model abstractions are created. Blocking in HermiT is op-
timised using different strategies including blocking via signature cashing, core blocking and individual
reuse. Blocking via signature cashing is a technique that works on ontologies without nominals and
can significantly improve the performance of reasoning tasks involving multiple iterations of the hyper-
tableau algorithm [GHM+14]. On the other hand, core blocking reduces reasoning times by identifying
core individuals [GHM10]. Such strategy reduces the number of tests needed to identify which indi-
viduals that block each other during model construction. Individual reuse is an optimisation technique
that deals with existential assertions [MH08a]. This technique is a tableau calculus that attempts to non-
deterministically reuse individuals from previously generated model individuals to satisfy existential
assertions. This aids in minimising the size of the constructed pre-model.

6Unsupervised learning is a machine learning method, which learns from data without explicit inter-
vention through manual annotation or provision of training data [HS99]. Inductive reasoning is a form
of reasoning that draws generalisations or behaviours from particular events and observations [CCF05].
Deductive reasoning is a style of reasoning that uses general principles or rules (i.e., conclusions) to
predict specific outcomes (i.e., future observations) [Cum13].
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2.3.3 Other Tools

Protégé

Developed as collaboration between the University of Manchester and Stanford Uni-
versity, the ontology editor, Protégé, provides a variety of services that facilitate the
use of ontologies, including navigation of large ontologies, visualisation, components
for viewing complex term relationships, and a programming interface for developing
terminology-driven applications [Mus15].

Protégé is available as Java-based tool that provides a convenient “plugin” architec-
ture. This plugin environment allows the tool to be extended with a variety of semantic
web application services. Examples of these plungins are the SeMCQ plugin [TC09]
for generating Semantic Multiple Choice Questions (SeMCQs) for any topic of knowl-
edge, the ProtegeVOWL [LNB14]; a plugin that provides an accessible and interactive
visualisation that is also easily understood by users who are unfamiliar with ontolo-
gies, the Protege-TS plugin [HS20]; supporting a number of operations that enable
users to create and adjust signatures of ontology concept and role names, and the Bio-

Portal plugin [NTW+11], which supports the import of entities from ontologies and
terminologies stored in the BioPortal repository.

Protégé is also available via the Web as a collaborative ontology editing applica-
tion [HMT+13]. This web based editor is called “WebProtégé 2”. It acts as “Google
Docs” environment for ontologies, allowing users to upload their ontologies and col-
laborate on ontology projects. It includes a variety of tools for collaborative on-
tology editing, including ontology change tracking, alerting, and issue monitoring.
At any moment in time, users can obtain a snapshot of an ontology. Additionally,
WebProtégé 2 includes an intuitive user interface for modifying axioms and class
constructors, which is well-fitted for biomedical ontologies that often adhere to the
lightweight OWL 2 EL profile.

The Protégé editor was mostly utilised to analyse the results of our experiments in
Chapters 4, 5 and 6.

OWL Justification Tool

The tool can be used by end-users for explaining entailments in their ontologies, which
is available as a Protégé plugin and a Java-library. Generating justification or expla-
nation axioms can be useful for debugging ontologies or understanding the reason of
consequences (entailments) of the ontology.
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A justification J of an entailment α is defined as a ⊆-minimal subset of an ontol-
ogy O and it is sufficient for α to hold, that is J ⊆ O, J |= α and there is no J ′ ⊂ J
such that J ′ |= α [KPHS07].

We utilised the OWL Justification tool to generate explanatory axioms for several
of our results in Chapter 6’s experiments.

2.4 The Medical Ontology SNOMED CT

The College of American Pathologists (CAP) created a committee in 1955 to develop
anatomic pathology terminology. Ten years later, the CAP released the first nomencla-
ture for anatomic pathology, titled Systemizes Pathology Nomenclature (SNOP). This
vocabulary defined four categories of terms linked with pathology findings: topogra-

phy (affected anatomic site), morphology (structural changes associated with disease),
aetiology (cause of disease), and function (physiologic alterations associated with dis-
ease). SNOP was the first multi-axial coding system to be employed in the healthcare
industry [BG16].

SNOP was expanded in 1975 to form the Systematized Nomenclature of Medicine
(SNOMED). This nomenclature had a greater amount of information, describing dis-
eases and procedures. In 1979, a second edition of SNOMED was published, which
included a total of seven axes for characterising various medical terminology, including
topography, abnormal anatomy, etiology, function, procedure, and occupation [CR80].
By 1993, SNOMED III had been developed and expanded to SNOMED 3.5 in 1998,
with revisions to terms totaling 11 axes and 157,000 records [BG16].

CAP then produced a logic-based version of SNOMED 3.5, which was published in
2000 as SNOMED Reference Terminology (RT) [SCC97,Spa00a]. By 2002, SNOMED
CT had been produced by the merging of SNOMED RT and Clinical Terms Version 3
(CTV3); a code schema developed in the United Kingdom at the national health care
centre [Spa00b, WBB+01]. Following the merger, the first release of SNOMED CT
comprised over 300,000 medical terms, which was considered a significant increase.
It was initially released in January 2002 and has been upgraded on average every six
months since then.

Since 2002, SNOMED CT has been a comprehensive and widely utilised medical
ontology covering a wide variety of clinical specialties and requirements.7 It defines

7https://www.snomed.org/

https://www.snomed.org/
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standard medical terms used in health records with the goal of facilitating interoper-
ability between health care systems in multiple countries such as Australia, Canada
and UK. As a result, various country extensions exist for SNOMED CT that are based
on the core (international) edition. These extensions specify additional terms that are
country-specific.

SNOMED CT is actively managed, curated and distributed by SNOMED Inter-
national (aka International Health Terminology Standards Development Organisation
(IHTSDO)). The July 2017 version of the international edition of SNOMED CT con-
tained 335 245 concept names, 97 role names and 335 225 logical axioms.

SNOMED CT contains codes, concepts, and definitions for medical concepts that
are commonly used in clinical documentation [Spa00b, Spa00a, SCC97]. In the termi-
nology, each concept is identified by a unique concept identifier, and the concepts are
related to one another by a set of relations between them. One of the most fundamen-
tal relationships is the is-a relationship, which connects a specific concept to a more
generic concept [Intc].

SNOMED CT consists of an acyclic directed graph. By utilising is-a relations,
concepts in SNOMED CT form a polyhierarchical structure of relationships. The root
concept, called SNOMED CT Concept, is the superconcept of all other concepts and all
other concepts are subconcept of the root concept [Intc]. More than one is-a relation-
ship can exist between SNOMED CT concepts, and it is highly typical for a concept
to have several alternative paths that lead to a more generic concept.

A total of 19 top level concepts are defined immediately below the root concept.
This results in the SNOMED CT generic structure, which has an overall hierarchical
structure of 19 concept sub-hierarchies. The deeper one traverses along a concept
sub-hierarchy, the more granular the concept becomes. Figure 2.3 shows the top level
concepts that are subsumed by the root concept SNOMED CT concept. As can be seen
in the figure, top-level concepts in SNOMED CT occur immediately under the root
concept SNOMED CT Concept. The 19 top-level concepts are:

1. Body structure (body structure),

2. Clinical finding (finding),

3. Environment or geographical location (environment / location),

4. Event (event),

5. Observable entity (observable entity),
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Figure 2.3: The 19 top level concepts beneath the root concept SNOMED CT concept,
visualised using the OntoGraf plugin in Protégé [Fal].

6. Organism (organism),

7. Pharmaceutical / biologic product (product),

8. Physical force (physical force),

9. Physical object (physical object),

10. Procedure (procedure),

11. Qualifier value (qualifier value),

12. Record artifact (record artifact),

13. Situation with explicit context (situation),

14. SNOMED CT Model Component (metadata),

15. Social context (social concept),

16. Special concept (special concept),

17. Specimen (specimen),
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18. Staging and scales (staging scale) and

19. Substance (substance)

Another type of relationships is called attribute relationships. Attribute relation-
ships are used to illustrate a characteristic of a concept’s meaning, known as a defining

characteristic. These defining characteristics are analogous to existential restrictions
in the context of description logics. The domain, attribute, and range of the attribute
make up attribute relationships. The concept for which the attribute is applicable is
the domain concept, while the concept that applies to the attribute is the range con-
cept [Intd]. Figure 2.4 shows an example of two defining characteristics exist in the
definition of the concept Pneumonitis (disorder). Because of the attribute relationships,
concepts that belong to different concept sub-hierarchies are interconnected [Intc].

Figure 2.4: Two attribute relationships (defining characteristics) in the definition of
Pneumonitis (disorder) within the red box. The axiom is viewed using the official
SNOMED CT browser.

Attribute relationships in SNOMED CT are grouped using a unique role called
RoleGroup [SDMW02, CS09]. The use of this role is particularly useful to group
attribute relationships that must be be linked with one another. For instance, in the
definition of Tetralogy of Fallot, the finding site: right ventricle is paired with its asso-
ciated morphology hypertropy. As a result, correct inferences and semantic meaning
of concept definitions is maintained, specially when a concept relationship contains
more than one attribute of the same type such as multiple finding sites and multiple
morphologies [SDMW02].

Due to the existence of RoleGroup, nested existential restrictions occur in con-
cept axioms, which can result in expensive computation when inference services are
utilised on the ontology. Additionally, the RoleGroup’s existence results in existential
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Table 2.4: Mapping of SNOMED CT expressions to their corresponding DL expres-
sions
SNOMED CT Form Description Logics Form
is-a relation ⊑ (subsumption relation)
Attribute role
Attribute relationship Existential restriction (∃r.B)
Primitive concept A A ⊑ C, C is a necessary condition of A
Fully defined concept A A ≡ C, C is necessary and sufficient condition of A

restrictions with a maximum depth of two in every concept description that appears in
SNOMED CT [Intd].

Concepts in SNOMED CT have two statuses, they are either primitive or fully de-

fined. A concept is fully defined if the defining characteristics (attribute relationships)
of a concept are sufficient to distinguish its meaning from other concepts, otherwise
the concept is primitive [Inte].

The logical profile of SNOMED CT is ELH. As of the January 2018 release, the
SNOMED CT terminology has begun to support higher expressive language construc-
tors, including role chains, transitive and reflexive roles, as well as GCIs of the type
C ⊑ A where A is a concept name and C is an EL-concept [Intf].

In SNOMED CT, is-a relations correspond to subsumption relationships in DL
form. The attributes in SNOMED CT correspond to roles in DL form. Table 2.4
summarises the SNOMED CT expressions and their corresponding form in description
logics.

The SNOMED CT relationships can be browsed via the SNOMED CT official
browser,8 which is developed and maintained by SNOMED International. The browser
allows users to search, navigate, and view terminology content of the international edi-
tion and the national extensions used in several SNOMED CT member countries. The
SNOMED CT browser is capable of displaying terminological attributes at various lev-
els of detail and makes use of other SNOMED CT standards, including the SNOMED
CT compositional grammar for expression generation and the SNOMED CT diagram-
ming standard for concept diagram display. Furthermore, the browser enables search
result filtering as well as various user-specific customizations and preferences [Intg].

The SNOMED CT terminology is released every six months by SNOMED Inter-
national. Three distinct types of release files exist, including [Inth]:

• Full release files: These contain every version of every SNOMED CT component
8https://browser.ihtsdotools.org/

https://browser.ihtsdotools.org/
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such as concepts, attributes, and relationships. Among other uses of the full
release, it is used for implementations that require a comprehensive history of
SNOMED CT’s components.

• Snapshot release files: These include the most recent version of each component
in SNOMED CT. The snapshopt release is advantageous when only the most
recent version of the components is required.

• Delta release files: These contain just changes made to the current release ver-
sion since the previous one. This is advantageous when an older release must be
upgraded to the current one.

Release files are written in a special format called RF2 (release-format 2). Prior
to January 2012, the release files were written in the RF1 format. Since then, the
release files have been modified to RF2, which is an updated version of the previous
format [Inti]. Among the different files that are contained in each release type, we
discuss two of these files. The first one is the stated relationships file, which has a list
of asserted relations that have been authored using an authoring modelling approach.
The second file is the inferred relationships file. This file contains the inferred view
of SNOMED CT, which is constructed mostly through the use of a description logic
reasoner [Inth].

The concept definitions and inclusions in SNOMED CT are modelled according to
different types of modelling approaches such as (a) the proximal primitive modelling,
(b) compose and refine modelling, and (c) maximal modelling [Cha]. The proximal
primitive modelling is a type of modelling used to model concept relationships (defi-
nitions and inclusions) by assigning the immediate proximal primitive parent and at-
tribute relationships based on their relevance to the concept’s defining characteristics.
This is an alternative approach to relying on a concept’s inheritance and refinement of
relevant attributes from immediate, defined super concepts [Intj]. This modelling has
been standardised, and is used in the international edition. SNOMED International is
refining and implementing a quality assurance project for concept definitions that do
not conform to such modelling [Intj]. Our upwardly abstracted definitions are inspired
by such modelling to meet SNOMED CT requirements in providing full definitions for
the input focus symbols (see Chapter 5).
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2.4.1 Normal forms

Normal forms are used to state concept relationships (axioms) that are included in
the stated relationships file [Spa01]. After generating the stated relationships file, a
description logic reasoner is used to build the inferred view of SNOMED CT, which
is then included in the inferred relationship file [Intk]. When a reasoner is applied
to concept relationships, it produces a normal form of such relationships that is not
identical to the normal form stated initially (while generating the stated relationship
file). These normal forms represent the conjunction of concept names and existential
restrictions (defining characteristics) of the concept defined by any of the following
normal forms. Such normal forms differ syntactically but are logically equivalent.

We now discuss some of these normal forms [Spa01].

Short canonical form. This form is compatible with proximal primitive modelling.
The form consists of possible conjunctions of proximal primitive concept names and
existential restrictions (defining characteristics). As mentioned previously, all new
concepts in the international version of SNOMED CT are modelled using the proximal
primitive modelling, which results in the short canonical form.

Long canonical form. This is similar to the short canonical form, however, it allows
possible redundant existential restrictions in order to include all of the concept’s defin-
ing characteristics (existential restrictions). This form is inferred, i.e., it is generated af-
ter applying a description logics reasoner in order to include all of the concept’s defin-
ing characteristics. According to [Spa01], such normal forms that were introduced
among others have a number of advantages in the area of SNOMED CT authoring and
distribution. The studies in [DSM02, SRP+13] highlight the utility of the long canon-
ical normal form for SNOMED CT query-based applications. Such form can help
in eliminating redundant concept representations when querying or retrieving clinical
information using the selective retrieval approach described in [DSM02] [HG12].

The long canonical form was adopted in SNOMED CT RF1 release files. However,
after January 2012, when RF1 was replaced by RF2, it is no longer utilised in the
various relationships files.

Distribution normal form. Another name for this form is the Necessary Normal

Form as described in [Intk]. This form is used in the inferred relationships file. It is
generated as a result of applying a description logics reasoner on the stated concept
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axioms, which were written in short canonical form. The form is similar to the long
canonical form, in which it lists all of the defining characteristics of the concept name.
Here, the concept is defined in terms of the proximal parent, regardless as to whether
it is defined or primitive [Intk].

2.4.2 Reference sets

Reference sets (or refsets) were developed as a means to manage SNOMED CT exten-
sions, data structures, and release formats. Reference sets enable the creation of subsets
of SNOMED CT content that are relevant to specific clinical area of information. This
increases the clinical utility of SNOMED CT by limiting the recording, retrieval, and
processing of information in an electronic health record (EHR) to a specific subset of
content [Intl].

Examples of standard reference sets includes the ERA-EDTA refset which contain
concepts about renal diseases [VRTG+12] (see below for further information about the
ERA refset). The use of the ERA refset is illustrated in [VRTG+12], which demon-
strates that a clinical terminology system typically provides a list of code choices each
of which has a corresponding meaning in the source ontology. These are the codes that
the ERA refset provides. The system allocates a code to the patient in accordance with
the patient conditions entered by the doctor.

In most cases, standard reference sets contain concept names that are descendant
concepts of one of the SNOMED CT top-level concept hierarchies. For example, as
described in [VRTG+12], concepts contained inside the ERA refset were established
carefully and have working definitions about renal diseases in the source ontology.
Other concepts such as those describing the finding sites of renal diseases are not in-
cluded in the refset. Therefore, concepts in these refsets work as seed symbols for
extracting concept definitions (the right hand side) from the source ontology. Addition-
ally, as can be seen from Table 2.5, these refsets often contain a small number of con-
cepts in comparison to the size of concept names in the original ontology (SNOMED
CT), which has over 335 000 concept names.

Throughout our experiments in Chapters 4, 5, and 6, we use a number of refsets.
Some of these refsets were provided by one of the SNOMED CT leading terminol-
ogists, while others were already publicly available but were revised with feedback
from the terminologist. These reference sets are listed as below. Table 2.5 summarises
our analysis of the refsets (see the first column for the refset name). The second col-
umn indicates the version of the refsets that were used. The third column indicates the
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proportion of concepts that belongs under a top-level concept hierarchy of SNOMED
CT. The last column indicates the size of these refsets, i.e., the number of concepts
contained within them.

NHS refsets The National Health Services Digital (NHS Digital) in the UK provides
release files, refsets, mappings, and other supporting documentation for users who use
SNOMED CT UK Edition in their systems.9 These are offered in a variety of bundles
to assist in identifying the sets of files required [Dig]. The NHS refsets’ purpose is to
facilitate the focusing on certain set of concepts for a particular requirement, for in-
stance, concentrating on concepts pertaining to ophthalmology clinic operations [nhs].

CSP The Chartered Society of Physiotherapy in the UK has developed a set of
SNOMED CT refsets to support physiotherapists. The purpose is to use the refsets
to serve as the foundation for their Electronic Health Records (EHR) in any clinical
settings [oPa]. The list of refsets is published publicly at [oPb]. The total number of
produced refsets is 10, and they cover physiotherapy concepts such as mobility and
gait. All of the concepts contained within the ten refsets are classified as clinical find-

ing concepts.

Medical conditions The experiments of [ACSDD+19] used a list of medical condi-
tions that affect humans and animals including heart failure, asthma, epilepsy, glau-

coma, chronic kidney disease, osteoarthritis, anaemia, arthritis, diabetes, hyperten-

sion, and obesity. The development of these terms was done by mapping SNOMED
CT concept identifiers (that correspond to a medical condition) to Unified Medical
Language System (UMLS) Concept Unique Identifier (CUI) pairs validated with BMJ
Best Practice content [Pra]. The supplementary information of [ACSDD+19]’s exper-
iments includes a list of 19–39 concept names for each medical condition.10

ERA-EDTA The European Renal Association-European Dialysis and Transplant As-
sociation (ERA-EDTA) registry maintains a subset of concept names about renal dis-
eases. The refset can be used by affiliated registries (renal centres). The concepts in the
refset are aligned with international coding standards supported by the World Health
Organization International Classification of Diseases (WHO ICD) and SNOMED CT

9https://isd.digital.nhs.uk/trud/users/guest/filters/0/home
10https://tinyurl.com/medical-conditions-signature

https://isd.digital.nhs.uk/trud/users/guest/filters/0/home
https://tinyurl.com/medical-conditions-signature
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[VRTG+12]. All of the concepts within this refset reside under the clinical finding

concept hierarchy.

MRI The list of concept names about Magnetic Resonance Imaging (MRI) branches
from the Procedure concept hierarchy in SNOMED CT [Intm]. In 2009, among other
lists related to imaging modalities, the MRI list was adopted as the national standard
for the UK and has since been mandated for the country’s Diagnostic Imaging Dataset
(DID) [Eng] [GAB]. All of the concepts within this refset are under the Procedure

concept hierarchy.

GPFP The General Practitioner/Family Practitioner (GPFP) reference set contains
SNOMED CT concept names pertaining to two data categories that are often used
in electronic health records for general/family practice, including (i) Reasons For En-
counter (RFEs) and (ii) health issues [Intn]. Concepts in this refset belong to four main
concept hierarchies in SNOMED CT, namely Clinical finding, Event, Procedure and
Situation with explicit context. We analysed the number of concepts from January 2016
to July 2017 versions of this refset to determine the percentage of concepts falling into
each of these four primary concept hierarchies. Our analysis shows that one of the
concepts in the GPFP refset belongs to the Body structure concept hierarchy in each
refset version (as shown in Table 2.5).

ICNP Diagnoses The International Classification of Nursing Practice Diagnoses (ICNP
Diagnoses)11 refset contains concepts that map to those in the nursing diagnoses (prob-
lems) refset, which was created to enhance terminology standardisation and interop-
erability in health information systems for nursing diagnoses [Into]. Concepts within
this refset belong to two main categories of SNOMED CT including Clinical finding

and Situation with explicit context. Table 2.5 shows how many concepts belong to the
main concept hierarchies in versions January 2016 through to July 2017.

ICNP Interventions The International Classification of Nursing Practice Interven-
tions (ICNP Interventions) refset has the same function as the ICNP-Diagnosis ref-
set [Intp]. As documented in [Intp], concepts within this refset only belong to the
Procedure hierarchy in SNOMED CT. However, our analysis revealed that 4% out of

11https://www.icn.ch/what-we-do/projects/ehealth-icnptm/about-icnp

https://www.icn.ch/what-we-do/projects/ehealth-icnptm/about-icnp
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the total number of concepts in this refset belong to the Situation with explicit context

concept hierarchy (see Table 2.5).

GD A group of SNOMED International Dentistry (SIG) members based in the United
States collaborated to develop a set of diagnostic terms that are standarised and could
be simply understood by all dental doctors and simple to adopt for electronic records
system vendors. The General Dentistry (GD) set of diagnostic terms is intended to
offer dentistry with a set of terms that encompasses the majority of dental care [Intq].
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Table 2.5: SNOMED CT Refsets

SNOMED CT Refset Version Top-Level Concept Hierarchy Size
ERA-EDTA 201707 Clinical findings (100%) 177
MRI 201707 Procedure (100%) 590
General Dentistry 201707 Clinical findings (89.38%) 226

Body structure (5.31%)
Procedure (0.88%)
Qualifier value (0.88%)
Observable entity (0.44%)

GPFP 201607 Clinical findings (86.44%) 4330
Procedure (10.79%)
Situation with explicit context (1.55%)
Event (1.20%)
Body Structure (0.02%)

201607 Clinical findings (86.44%) 4330
Procedure (10.79%)
Situation with explicit context (1.55%)
Event (1.20%)
Body Structure (0.02%)

201701 Clinical findings (86.43%) 4327
Procedure (10.79%)
Situation with explicit context (1.55%)
Event (1.20%)
Body Structure (0.02%)

201707 Clinical findings (86.60%) 4374
Procedure (10.65%)
Situation with explicit context (1.53%)
Event (1.19%)
Body Structure (0.02%)

ICNP 201601 Procedure (99.38%) 486
Situation with explicit context (0.62%)

201607 Procedure (99.38%) 485
Situation with explicit context (0.62%)

201701 Procedure (99.38%) 486
Situation with explicit context (0.62%)

201707 Procedure (98.68%) 529
Situation with explicit context (1.32%)

ICNP-Interventions 201601 Procedure (96.43%) 953
Situation with explicit context (3.57%)

201607 Procedure (96.43%) 953
Situation with explicit context (3.57%)

201701 Procedure (96.43%) 953
Situation with explicit context (3.57%)

201707 Procedure (95.96%) 991
Situation with explicit context (4.04%)
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2.4.3 SNOMED CT Versioning

SNOMED International keeps the SNOMED CT international (core) edition up to date
with frequent updates. A standard SNOMED CT release is published every year on
the last day of January and July. Interim releases are occasionally distributed in spe-
cific months in response to specific occurrences; for example, the COVID-19 situa-
tion resulted in the March 2020 interim release, which incorporates updates relating
to COVID-19-specific terminology [Intr]. Likewise, country members’ extensions of
international editions are updated on a regular basis by their respective organisations.
SNOMED CT is updated on a regular basis for a variety of reasons, including main-
taining the content current in light of new research, new healthcare approaches, and
other changes in clinical practise. Another purpose is to broaden the formal defini-
tions of primitive concepts in order to ensure that they are sufficiently defined, and to
remedy flaws or inconsistencies that may have been discovered by the SNOMED CT
community [Ints].

One of the release files of SNOMED CT is the Delta release (see Section 2.4 for
an overview about the different types of releases in SNOMED CT). It is useful for
recognising changes made to the current release since the prior one, such as what has
been added or altered. In terms of reading changes that has been lost from the current
release since the previous one, it is not possible to read changes of relationships that
have been lost using the delta release alone. However, using the full release, one can
generate the changes for a specific date range [Intt]. The delta release can be used to
determine which concepts were active in a previous release but are no longer active in
the current one. If a concept is not active in the current release, it is not used in the
current release. Additionally, the delta release assists in determining whether a concept
remains a primitive concept or has evolved into a defined concept (sufficiently defined)
(or vice versa) in the current release.

The changes in the delta files are based on a structural difference rather than a
semantic difference [OCP17]. (See Section 3.2 for an overview about ontology diffing
methods).

2.5 Other Ontologies

During the evaluations of our methods, we have used biomedical ontologies other than
SNOMED CT including the Gene ontology and the NCIt ontology described below.
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Gene Ontology The Gene Ontology (GO) is a significant project in the biological
domain aimed at standardising the representation of concepts related to genes and gene
products across all organisms [DS17]. Three main functional aspects of gene products
are defined in GO including: biological processes, molecular functions and cellular
components. The main usage of the gene ontology is to associate gene products to
their functions using the knowledge within the ontology via gene annotations.

The latest version of GO is expressed in ELHI extended with transitive, reflexive
roles and role chain axioms.

The developers and other users of GO created subset/slim files from the gene on-
tology [The]. Each subset is a flat list of entities that are specific to certain species or
organisms. In basic areas of biology, GO subsets are useful for addressing particular
research needs. For example, if a researcher is solely interested in a particular field of
biology, such as ageing or fruit development, they may not require terms from other
branches and may concentrate exclusively on those terms.

NCIt the National Cancer Institute (NCI) Thesaurus (NCIt) ontology is a thesaurus
of biomedical terminology covering different cancer-related information [GFH+03].12

The ontology is hierarchically organised into 19 distinct sub-domains related to cancer
research, e.g., neoplastic diseases, molecular abnormalities, genes, and cancer vac-
cines [HJ15]. The thesaurus is updated on a monthly basis, and provides a range of
vocabularies including cancer terms, a drug dictionary and genetic terms. The latest
release 22.01e (2022 January) includes more than 23 000 axioms. The DL expressivity
of the NCIt is SH (ALC with role hierarchies and transitive roles), though more than
99.9% axioms are formulated in ELH.

Other biomedical ontologies expressed in EL are available through well-known
repositories such as the Open Biomedical Ontologies (OBO) Foundry and the BioPor-
tal repository.1314 The Chemical Entities of Biological Interest (ChEBI) ontology is
one example of these ontologies.

CheBI [HOD+16] is an ontology of chemical entities with biological relevance that
includes a large number of manually curated data items. In the ontology, there are three
primary concept hierarchies: chemical entity, role, and subatomic particle. The con-
cept hierarchy for chemical entities contains concepts that are categorised according
to their shared structural characteristics. The role concept hierarchy contains concepts

12https://ncit.nci.nih.gov
13https://obofoundry.org/
14https://www.bioontology.org/

https://ncit.nci.nih.gov
https://obofoundry.org/
https://www.bioontology.org/
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classified according to their biological and chemical activities. The subatomic parti-

cle concept hierarchy classifies concepts of particles that are smaller than atoms. The
logical profile of the CheBI ontology is ELHI+ (October 2021 version), which is EL
extended with role hierarchies, inverse roles, and transitive roles.

Another example of a biomedical ontology is the Sequence Ontology (SO), which
is a controlled structured vocabulary for the various components of a genomic anno-
tation to aid in the exchange, analysis, and management of genomic data [ELM+05].
The logical profile of the Sequence ontology is ELHI.



Chapter 3

Ontology Extraction and Difference
Computation

In this chapter, we review state of the art ontology engineering methods in the extrac-
tion and diffing areas. The review is mainly focused on the extraction area, since it is
the main focus of this thesis.

3.1 Extraction Methods

Ontology extraction is the process of extracting a segment, or a module from an on-
tology according to preset criteria. Because of the variety of knowledge representation
methodologies and the required qualities of the resulting extracts, the literature on on-
tology extraction is rich with such methods. The approaches to generating ontology
extracts vary according to whether the extract is intended to ensure proper knowl-
edge encapsulation or not [SS20]. Without logical guarantees, module extraction and
decomposition techniques frequently rely on some type of syntactic traversal of the
ontology’s class hierarchy [NM09,SK04,SR06]. In this section, we discuss notions of
knowledge extraction that preserve the knowledge of the original ontology within the
extract for a given set of input symbols. Several notions in the literature exist that meet
the knowledge preservation criteria. Among these notions, we focus in this section on
three notions of modularisation as well as the notion of uniform interpolation.

51



52CHAPTER 3. ONTOLOGY EXTRACTION AND DIFFERENCE COMPUTATION

3.1.1 Modularisation

Module extraction computes a subset of the original ontology that captures all the
consequences over the input signature. The below definition defines generally what
a module means. The definition applies to OWL 2 ontologies, i.e., those that are ex-
pressed in SROIQ.

Definition 2 (Module [Tsa12]). Let O be an OWL 2 ontology and Σ be a signature. A

subset M of the ontology is a module of O for Σ if M |= α iff O |= α for every axiom

α with sig(α) ⊆ Σ.

Several approaches exist to extracting modules. Among these approaches are locality-
based modularisation, semantic modularisation and minimal subsumption modulari-
sation. The latter two notions are defined according to Σ-inseparability notion (see
Definition 5). The condition in Definition 2 applies to the three module notions.

Locality Based Modularisation (LBM)

Locality-based modules are built on the notion of conservative extensions [GLW06],
which guarantees the preservation of ontology entailments over a given signature.

To identify which axioms to include in the module for a given set of symbols Σ, the
method determines locality of axioms in the input ontology with respect to the input
signature Σ. Locality of axioms is defined as follows.

Definition 3 (Locality [Tsa12]). An axiom α is called ⊤(⊥)-local w.r.t a signature Σ

if replacing all named entities in sig(α)\Σ with ⊤ (respectively ⊥) makes that axiom

a tautology. An axiom α is called a tautology if it is local w.r.t sig(α). An axiom α is

called global if it is non-local with w.r.t. ∅.

Determining the locality of axioms can be done by checking the entailment of α
by the empty ontology i.e., ∅ |= α. This check can be done semantically by using
a reasoner or syntactically by parsing the ontology axioms [GHKS08]. Syntactic lo-
cality attempts to simulate the entailment check by exploring the axiom structure to
determine locality [GHKS08].

Locality-based modules are defined as follows.

Definition 4 (Locality-based module [GHKS08]). Let O be an OWL 2 ontology and

Σ a signature set. We say that M ⊆ O is a locality-based module of O w.r.t Σ when

all the axioms in O\M are local w.r.t. the signature Σ ∪ sig(M).
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The syntactic type of Locality-Based Modularisation (LBM), which we referred to
as SLBM, is available as part of the OWL API tool [HB09] and is frequently used to
extract subsets of an ontology for further localized, and frequently easier, processing
with other tools such as reasoning, querying, retrieval, ontology mapping, reuse and
import [JGS+08, DTPP09, HS18, SSZ09, vDQCF18, QMMAN+18, ACSDD+19].

LBM accepts ontologies expressed in OWL 2. The method takes as input an on-
tology O and a seed signature Σ, and supports computing three distinct module types:
bottom (⊥), top (⊤), and nested (⊥⊤∗) modules. In essence, the method internally
extends Σ to cover the upward (downward) views of Σ until it reaches the top (bot-
tom) symbol in O, as specified by the ⊥ (⊤) types. Specifically, the ⊥-type of LBM
computes a module that includes all super symbols of the input seed signature Σ. This
results in the upward view of the symbols in Σ from the input ontology O. The ⊤-type
is the total opposite of the ⊥-type. It generates a module containing all sub symbols as-
sociated with the symbols in the input seed signature Σ. The ⊥⊤∗-type is an iteration
of the ⊤ and ⊥ types. For a given set of seed signature Σ the method computes a mod-
ule by first computing a ⊤-module, then from the resulting ⊤-module it computes a
⊥-module. The iteration stops when the size of the module of the previous round (Mi)
is equal to the size of the module of the next round (Mi+1). This iteration results in a
module that is smaller in size than modules generated for the ⊥-(⊤)-types [VKP+13].

The following example illustrates the three different locality-based modularisation
types.

Example 1. Let

O = {A ⊑ B1,

B1 ⊑ B2,

B2 ⊑ B3,

A2 ⊑ A,

A3 ⊑ A2,

A4 ⊑ A3}.

and Σ = {A}. Extracting a ⊥-module from O for Σ gives the following ⊥-module
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(M⊥), where the module contains axioms that represent all the upward relations (su-

per concepts) of the concept A in Σ.

M⊥ = {A ⊑ B1,

B1 ⊑ B2,

B2 ⊑ B3}.

In contrast, extracting a ⊤-module from O with the same signature yields the follow-

ing ⊤-module (M⊤), in which the axioms represent all the downward relations (sub

concepts) of the concept A in Σ.

M⊤ = {A2 ⊑ A,

A3 ⊑ A2,

A4 ⊑ A3}.

Extracting the nested type results in an empty module. This is as a result of the

iteration that begins with the extraction of an x-module where x ∈ {⊤,⊥}. In the

second iteration, an x-module is extracted, which is the opposite type of the module

from the first iteration. Because the module from the second iteration was computed

from the module of the first iteration which lacked the required concepts to compute a

meaningful/non-empty module, the module from the second iteration is empty.

Algorithm 1 shows how a locality-based module is computed [SSZ09]. Computing
a locality-based module starts with an empty module. Then, the algorithm checks if
every axiom in the input ontology O is non-local w.r.t. to the current signature (Lines
4–7). In each repetition of this step, the signature Σ is augmented with the signature
of the identified non-local axiom α (Line 7). Those non-local axioms α are added
to the module Mx. The iteration stops when the signature reaches a fixpoint (Line 8).
Depending on the type of locality check chosen x = ⊤ or x = ⊥, the generated module
type is either a ⊤-module (M⊤) or a ⊥-module (M⊥). As previously mentioned, the
step of determining locality in Line 5 can be performed syntactically or semantically.

Computing nested locality-based modules is done using Algorithm 2 [SSZ09]. The
algorithm calls Algorithm 1 recursively to compute a nested locality-based module
(M⋆). The recursive function terminates when the size of the current nested module is
equal to the size of the module from the previous call.
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Algorithm 1 ComputeLocalityBasedModule(O, Σ)
Input: An OWL 2 ontology O, Signature Σ
Output: Locality-based x-module Mx where x ∈ {⊥,⊤}

1: Mx := ∅, Σ0 := ∅
2: repeat
3: Σ0 := Σ
4: for α ∈ O do
5: if α ̸∈ Mx and is not local w.r.t Σ ∪ sig(Mx) then
6: Mx := Mx ∪ {α}
7: Σ := Σ ∪ sig(α)
8: until Σ ̸= Σ0

9: return Mx

Algorithm 2 ComputeNestedLocalityBasedModule(O, Σ)
Input: An OWL 2 ontology O, Signature Σ
Output: Locality-based ⊤⊥∗-module M⋆

1: M⋆ := ComputeLocalityBasedModule(O,Σ)
2: if |M⋆| ≠ |O| then
3: M⋆ := ComputeNestedLocalityBasedModule(M⋆,Σ)

4: return M⋆

The semantic type of LBM is excessively expensive to compute since it neces-
sitates the employment of a reasoner capable of dealing with OWL 2 expressivity.
SLBM, on the other hand, is less expensive to compute because it is based on the
syntactic structure of the ontology and generates the module without utilising a rea-
soner. The underlying algorithm of SLBM runs in polynomial time in the size of the
ontology [VKP+13].

Due to the fact that extracting syntactic locality-based modules is based primarily
on the ontology’s syntactic structure, extracting nested ⊥⊤∗-modules may result in the
loss of some of the related axioms to the set of input terms. For instance, if the input
ontology states the axioms in the form (i) A ⊑ B ⊓ C or equivalently stated as (ii)
A ⊑ B, A ⊑ C, the resulting nested module in the second case (ii) might exclude
either A ⊑ B or A ⊑ C because B and C are not syntactically linked via ⊓.

LBM retains the original forms of axioms in the resulting modules. However, for
the purpose of extracting definitions of concepts in Σ, modules computed contain a
significant number of symbols not in the seed signature [KLWW13, VKP+13]. Very
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low average precision rate (1.14%) was obtained in a research examining module ex-
traction using SNOMED CT, performed for usability purposes [LBIS12].

While the practicality of the SLBM method makes it ideal for use in ontology engi-
neering scenarios [vDQCF18, QMMAN+18, ACSDD+19], evaluations have revealed
that when used with large ontologies such as SNOMED CT, it generates extremely
large modules [LBIS12, RU15, KK14].

In [vDQCF18], LBM was used to produce modules for the purpose of comparing
their method’s axioms to those in locality-based modules. Their approach generates
axioms based on lexical regularities found in concept annotations. These lexical regu-
larities are a set of patterns with a shared lexical structure. The size of the concepts in
the created module “congenital” is 64.21% larger than the size of the concepts in the
seed signature, while the size of the concepts in the other module “chronic” is 94.9%
larger. This demonstrates the vast size of the modules, which contain a large number
of symbols that are not within the range of the symbols of interest (the seed signature).
The authors emphasised that smaller modules are preferable for their analysis since
it necessitates manual inspection of the axioms specified by their method and those
included in the module.

The work [QMMAN+18] makes use of OWL ontologies to augment Clinical Prac-
tice Guidelines (CPGs) by developing ontologies for the clinical domain of Computer-
Interpretable Guidelines (CIG). These ontologies can be used in conjunction with elec-
tronic health records (EHR). To produce these ontologies, an alignment technique is
used to automatically identify ontological terms relevant to the clinical domain of CIG,
and then locality-based modules are computed for the identified terms. According to
the authors, the generated modules may be unmanageable for the purpose of analysis
due to their massive size.

The work [ACSDD+19] generated modules from SNOMED CT using the seman-
tic locality-based ⊥-type modularisation for 11 well-known medical conditions that
impact both humans and animals. Employing the modules, they queried for phrases
extracted from unstructured free-text using their deep learning approach. This is to get
reliable knowledge about the diagnosis and treatment of well-known medical condi-
tions affecting humans and animals. Their experiments to extract ⊥-modules showed
that the size of the concepts contained within the module has been significantly in-
creased in contrast to the number of concepts contained in the seed signature. For ex-
ample, the size of the concepts contained within the module extracted for the anaemia
seed signature has been raised by 99.85% in comparison to the seed signature’s size (34
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concepts).

Due to the efficiency of SLBM, it is desirable as a way to optimise the imple-
mentations of a variety of methods, such as the LETHE tool for generating uniform
interpolants [Koo20] and the OWL justification tool for generating subsets of the on-
tology representing explanation axioms [Hor11], as well as in [RGHJ13, Tsa12] for
reasoning on ontologies.

Given that SLBM is primarily used by ontology engineers for its practicality, we
use it as a primary method in our evaluation experiments in Chapters 4 and 5.

Semantic Modules

Two types of Σ-inseparability relations are defined as follows. In the following defini-
tions, L ranges over EL, ELH, ELHr, and ALC.

Definition 5 (Σ-inseparability [KLWW09, SSZ09]). Let O1 and O2 be two L ontolo-

gies and Σ be a signature

1. O1 and O2 satisfy the subsumption inseparability relation if for every L-entailment α

such that sig(α) ⊆ Σ we have O1 |= α if and only if O2 |= α. In this case O1

and O2 are called subsumption inseparable and we write O1 ≡⊑
Σ O2.

2. O1 and O2 satisfy the model inseparability relation mod if

{I|Σ| I |= O1} = {J |Σ| J |= O2}

In this case O1 and O2 are called model inseparable and we write O1 ≡mod
Σ O2.

The formalisation of semantic modules uses the model-theoretic inseparability re-
lation ≡mod

Σ [KLWW09, KLWW13]. Three different semantic modules exists and are
defined in the following definition.

Definition 6 (Semantic modules [KLWW09,KLWW13]). Let O be an L-TBox and let

Σ be a signature. Then MS ⊆ O is

• a plain Σ-module of O if MS ≡mod
Σ O,

• a self-contained Σ-module of O if MS ≡mod
Σ∪sig(MS)

O, and

• a depleting Σ-module of O if O\MS ≡mod
Σ∪sig(MS)

∅.
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Algorithm 3 ComputeSemanticModule(O, Σ)
Input: An ELI terminology O, Signature Σ
Output: Semantic module MS

1: MS := ∅
2: Σ := Σ ∪ sig(MS)
3: MS := ApplyRules(O,Σ ∪ sig(MS))

Removing a depleting module computed for a signature from an ontology, results
in an ontology that has no information about the module’s signature. If an ELI
ontology (with inverse roles) does not contain trivial concept definitions (see Theo-
rem 29 [KLWW13]), the notions of self-contained Σ-module and depleting Σ-module
coincide. From ELI-terminologies [KLWW13], the MEX tool1 extracts minimal de-
pleting and self-contained semantic modules.

The algorithm implemented within the MEX tool is presented in Algorithm 3
[KLWW13]. The main objective of this algorithm is identifying axioms that have di-
rect or indirect dependencies among the symbols in the signature Σ [KLWW13]. The
notion of Σ-dependency is defined as follows.

Definition 7 (Direct or indirect Σ-dependencies [KLWW13]). Let O be an L-TBox, Σ

a signature, and A ∈ Σ. We say that A has a direct or indirect Σ-dependency in O if

depend(A) ∩ Σ ̸= ∅. We say that O contains a direct or indirect Σ-dependency when

there is an A ∈ Σ that has a direct or indirect Σ-dependency in O.

The set depend(A) is defined as depend(A) = {X|A ≺+ X} where ≺+ is the
transitive closure relation of ≺. This set contains all symbols used in the definitions or
inclusions of A in O [KLWW13].

Algorithm 3 utilises rules to identify axioms with Σ-dependencies. These rules are
implemented recursively (Algorithm 4). The rules applied by the LocateAxiomDe-
pendencies method (Algorithm 5) identify axioms with Σ-dependencies, where Σ is
the set Σ ∪ sig(MS). Those identified axioms with such a dependency are added to
the output, which is the semantic module MS .

With respect to the size of semantic modules, these are considered to be smaller
in size than locality-based modules, which meets the requirement for conciseness in
our problem, but the generated modules retain a range of symbols that are undesir-
able [CLW18].

1https://cgi.csc.liv.ac.uk/˜konev/software/

https://cgi.csc.liv.ac.uk/~konev/software/
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Algorithm 4 ApplyRules(O, Σ ∪ sig(MS))
Input: An ELI terminology O, Signature Σ ∪ sig(MS)

1: LocateAxiomDependencies(O, Σ ∪ sig(MS))
2: if LocateIndirectAxiomDependency(O, Σ ∪ sig(MS)) then
3: ApplyRules(O, Σ ∪ sig(MS))

Algorithm 5 LocateAxiomDependencies(O, Σ ∪ sig(MS))
Input: An ELI terminology O, Signature Σ ∪ sig(MS)
Output: Semantic module MS

1: for α ∈ O do
2: A := GetSubConceptInChosenAxiom(α)
3: depend(A) := ComputeDepend(A)
4: if depend(A) ∩ Σ ̸= ∅ then
5: MS := MS ∪ {α}
6: Σ := Σ ∪ sig(MS)

Minimal Subsumption Modules

The work on minimal subsumption modules introduced in [CLMW17,CLW18,KC17]
preserve subsumption queries. In the following definition, L ranges over EL, ELH,
ELHr, and ALC.

Definition 8 (Subsumption modules [CLW18]). Let O be an L-TBox and let Σ be a

signature. A subset M⊑ of O is called an L-subsumption module of O w.r.t. Σ iff for

all L-inclusions α with sig(α) ⊆ Σ it holds that O |= α iff M⊑ |= α. M⊑ is called

a minimal subsumption module of O w.r.t. Σ iff for any M′
⊑ ⊊ M⊑, M′

⊑ is not a

subsumption module of O w.r.t. Σ.

An L-inclusion is referred to as any axiom in the ontology O for some logic L
where O is an L-TBox.

Algorithms to compute approximated minimal subsumption modules are provided
in [CLW18]. Algorithm 6 shows the basic principle underlying the computation of
minimal subsumption modules, which depends on removing an axiom from the input
ontology O only when the logical difference with respect to the input signature Σ

between the ontology before and after removing the axiom is empty. If this is the case,
then the axiom can be safely deleted from the ontology, and the remaining axioms that
lead to such a logical difference will remain in the returned module M⊑.
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Algorithm 6 ComputeMinimalSubsumptionModule(O, Σ)
Input: An ELHr terminology O, Signature Σ
Output: Semantic module M⊑

1: M⊑ := O
2: for α ∈ O do
3: if the logical difference restricted to Σ between O and M⊑\{α} is empty then
4: M⊑ := M⊑\{α}
5: return M⊑

Optimisations were taken into account when computing minimal subsumption mod-
ules according to the algorithms detailed in [CLW18]. The condition in Line 3 of Algo-
rithm 6 can give exponentially many subsumption modules M⊑ of the ontology O. As
stated by the authors in [CLW18], the interest is in computing subsumption modules
that are smallest. The detailed algorithms in [CLW18] show procedures for computing
all smallest minimal subsumption modules.

Deciding the preservation of subsumption queries in minimal subsumption mod-
ules can be expensive [CLW18]. The algorithm for computing minimal subsumption
modules for ELHr-terminologies runs in exponential time, making it impractical for
real-world applications.

Minimal subsumption modules are often substantially smaller than semantic mod-
ules, as demonstrated by empirical evaluations [CLW18]. The resulting minimal sub-
sumption modules had axioms ranging of size 50–118 for a 100 input signature con-
sisting of randomly selected 50 concept names and all role names from SNOMED
CT [CLW18]. This is in contrast to the semantic modules, which had axioms of
size 401–720 for the same input signature. This demonstrates that minimal subsump-
tion modules of SNOMED CT are at least six times smaller than the semantic mod-
ules [CLW18].

Relationship Between the Three Module Notions

The following example demonstrates the differences between the three modularisation
notions: nested locality-based modules, semantic modules and minimal subsumption
modules. To aid with presentation, the concept names A, A1, A2, B, X , and Y are
used to abbreviate SNOMED CT concept names as follows:
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Example 2.

A Mesoblastic nephroma

A1 Neoplasm uncertain whether benign or malignant

A2 Complex mixed AND/OR stromal neoplasm

B Neoplasm

X Neoplasm and/or hamartoma

Y Tumor

Let Σ = {A,B} and

O = {A ⊑ A1 ⊓ A2,

A1 ⊑ B,

A2 ⊑ B,

B ⊑ X}.

There are two minimal subsumption modules of O w.r.t. Σ. According to Al-

gorithm 6, such minimal subsumption modules are computed by first initialising the

variable M⊑ with the ontology O. Then the procedure starts iterating through every

axiom α in O. In each iteration, the algorithm checks if there is a logical difference

between O and M⊑\{α} that is entailed by O but not by M⊑\{α}. If there is no

logical difference, then the axiom α is removed from M⊑, otherwise, the axiom is kept

in the module M⊑. The order of the axioms that were chosen during the iteration can

lead to a different minimal subsumption module. Applying Algorithm 6 to compute

minimal subsumption modules from O using Σ leads to the following module:

M⊑1 = {A ⊑ A1 ⊓ A2,

A1 ⊑ B},

and changing the order of axioms during the iteration (Algorithm 6) leads to another

minimal subsumption module, which is the following module:

M⊑2 = {A ⊑ A1 ⊓ A2,

A2 ⊑ B}.
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Neither M⊑1 nor M⊑2 is sufficient to preserve the entailment A ⊑ B that only uses

symbols in Σ. The semantic module MS and nested locality-based module M⋆ of O
w.r.t. Σ are each

MS = M⋆ = {A ⊑ A1 ⊓ A2,

A1 ⊑ B

A2 ⊑ B}.

Algorithm 3 computes semantic modules by identifying axioms that contain direct

or indirect Σ-dependencies in the ontology O. In accordance with Algorithm 5 (Lo-
cateAxiomDependencies), we assume that a selected axiom in the iteration through

the axioms of the ontology O is α := B ⊑ X . Then, we construct the set depend(B)
:= {X} and test its intersection with Σ ∪ sig(MS) := {A,B} (see Definition 7). This

test returns an empty set, indicating that the axiom B ⊑ X will not be added to the

final module MS . Following the same procedure for the remaining axioms in O yields

the aforementioned semantic module MS .

By using the method ComputeNestedLocalityBasedModule (Algorithm 2), the

nested locality-based module is computed from the ontology O for Σ recursively. This

recursive function stops when the current nested locality-based module has the same

size as the module from the preceding call. Assuming the initial call to ComputeLo-
calityBasedModule computes a ⊥-module for Σ from O. This produces the bottom

module M⊥, which is identical to O. Then, the second call to ComputeLocality-
BasedModule computes a ⊤-module from the ⊥-module computed by the first call;

this returns the ⊤-module = {A ⊑ A1 ⊓ A2, A1 ⊑ B,A2 ⊑ B}. Then, a third call is

made to ComputeLocalityBasedModule to compute a ⊥-module from the preceding

⊤-module. Here, the resultant ⊥-module has the same size as the ⊤-module, therefore

the recursion ends (Line 3 of Algorithm 2). This results in the nested locality-based

module M⋆ mentioned above.

For

O′ = {A ⊑ A1 ⊓ A2, (3.1)

A1 ⊑ B, (3.2)

A2 ⊑ B, (3.3)

B ≡ Y }, (3.4)
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the nested locality-based module w.r.t. Σ is O′ itself. However, the minimal subsump-

tion modules and semantic module of O′ w.r.t. Σ coincide with corresponding those

of O, respectively. Note that in SNOMED CT, the terms Neoplasm (B) and Tumor (Y )

are considered as synonyms and have the same identifier. To emphasise the distinction

between semantic and nested modules, the axiom B ≡ Y is included in this example.

The semantic (minimal depleting) module of an ELI-terminology for a signature Σ
is always a subset of the respective nested locality-based module for the same sig-
nature Σ [KLWW13]. When the terminology lacks concept definitions of the form
A ≡ C (cf. Proposition 38 in [KLWW13]), a nested locality-based module corre-
sponds to a semantic minimal depleting module. As demonstrated in Example 2, the
nested locality-based module is equal to the semantic module when O does not contain
the axiom B ≡ Y . In contrast to the semantic module notion, which is defined using
a model-theoretic inseparability relation, the minimal subsumption module notion is
defined in terms of entailment queries. This notion of minimal subsumption modu-
larisation produces modules that are subsets of the semantic module computed for the
same signature [Che18].

Both semantic and nested locality-based modules produce a unique subset of a
given TBox in terms of a signature. On the other hand, as previously mentioned, there
may be multiple, potentially exponentially many, minimal subsumption modules for a
terminology (see Example 6 in [CLW18]).

As a property of semantic modules and nested locality-based modules, the follow-
ing proposition is stated in [CAS+19b]:

Proposition 9 ( [KLWW09, SSZ09]). Let L be a description logic language ranges

over EL, ELH, ELHr, and ALC. Let O be an L-TBox and let Σ be a signature.

Additionally, let MS be a semantic module and M⋆ a nested locality-based module

of O w.r.t. Σ. Then for all L-inclusions α with sig(α) ⊆ Σ, it holds that O |= α iff

MS |= α and O |= α iff M⋆ |= α.

In the remainder of the thesis, we denote nested locality-based modules, semantic
modules and minimal subsumption modules by M⋆, MS and M⊑, respectively.

3.1.2 Uniform Interpolation (Forgetting)

Uniform interpolation (or forgetting) extracts inferred information from an ontology
based on a predefined set of concept and role symbols (the input signature Σ). This re-
sults in a restricted view of the input ontology that uses only symbols from the specified
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signature while preserving all of the ontology’s logical entailments [LR94, LLM03,
EIS+06, KWW09, KWW09, WWTP10, KWZ10, KS13a, NR14, ZS18b].

Uniform interpolation can be used for a variety of ontology applications, which
include, logical (semantic) difference: facilitating the detection of possible semantic
differences between different versions of ontologies [KWW08, KLWW12].
Ontology analysis: when a developer wants to analyse a large and complex ontology,
it is preferable have smaller fragments to assist the analysis process [WWTP10].
Information hiding: when an ontology is to be published but a portion of it must re-
main hidden from the public, this portion can be erased by forgetting its associated
symbols [GM14].
Ontology summary: providing a focused extract that aids in ontology comprehen-
sion [LW11, WWTP10]. Additionally, it can be utilised to reveal implicit, hidden
relationships between symbols, which aids in the comprehension and maintenance of
ontologies.

A definition of uniform interpolation that is applicable to any logic L -TBox is as
follows [CAS+19b].

Definition 10 (Uniform Interpolation). Let O be an L-TBox and let Σ be a signature.

A finite set UI of L-inclusions is an L-uniform interpolant (UI) of O for Σ if the

following conditions are satisfied: (i) sig(UI) ⊆ Σ, and (ii) for every L-inclusion α

with sig(α) ⊆ Σ, O |= α iff UI |= α.

Intuitively, uniform interpolation computes an ontology (UI) which has the same
logical entailments of the original ontology O up to the symbols in Σ.

The following example from [CAS+19b] demonstrates an application of forgetting
from SNOMED CT. To make the presentation easier to follow, the concept and role
names are abbreviated as follows.
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Example 3.

A Drug interaction with drug (finding)

A1 Drug interaction (finding)

A2 Drug or medicament (substance)

B Substance (substance)

X Adverse drug interaction with drug (disorder)

Y Adverse drug interaction (disorder)

r Associated with (attribute)

Let

O = {A ⊑ A1,

A2 ⊑ B,

X ⊑ Y ⊓ A ⊓ ∃r.A2}

be an ontology and let Σ1 = {A1, X} and Σ2 = {A1, B,X, r} be two sets of signature

of interest. Then, UI = {X ⊑ A1} is a uniform interpolant of O for the smaller

signature Σ1, while the set containing additionally the axiom X ⊑ ∃r.B is a uniform

interpolant of O for the larger signature Σ2. The nested locality-based module of O
for Σ1 is

M⋆ = {A ⊑ A1,

X ⊑ Y ⊓ A ⊓ ∃r.A2}

which contains the concept names A,A2, Y and the role name r that are not in Σ1.

In some cases, generating uniform interpolants (UIs) for an input set of concept
names results in ontologies that are too small to contain full definitions of the symbols
in the input set. Hence, generating informative UIs mainly depend on the specified
set of input symbols. For example, generating a UI from O in Example 3 for Σ3 =
{A,A2} results in an empty UI.

While determining the existence of a uniform interpolant is 2ExpTime-complete
for ALC-TBoxes, a uniform interpolant is not always present in EL- and ALC-TBoxes



66CHAPTER 3. ONTOLOGY EXTRACTION AND DIFFERENCE COMPUTATION

[LW11]. However, according to [KWZ10], for DL-Lite ontologies, a uniform in-
terpolant always exists. Determining the existence of uniform interpolants for EL-
ontologies, is ExpTime-complete [LSW12].

There are tools for computing uniform interpolants for light-weight description log-
ics EL [LW16, NR14, LSW12] and DL-Lite ontologies [WWTP10] despite the prob-
lem’s high computational complexity. Additionally, several tools in the literature were
developed to generate uniform interpolants from expressive description logics. In the
following, we give brief overview about some of them.

LETHE The LETHE tool supports different forgetting algorithms to forget concept
and role names of three types of ontologies, including ALCH [KS13a], SHQ [KS14]
and SH TBoxes [KS15] and knowledge bases [Koo20]. The tool computes uniform
interpolants using a resolution-based method. The tool is available as a standalone
application and a Java-based library.

FAME Different versions of the tool exist. The UI-FAME tool computes uniform
interpolants by forgetting concept and role names from ALCH ontologies. The method
of the tool is based on hybrid approach that combines both resolution and Ackermann’s
Lemma [WDL+20]. The tool is available as a standalone application and a Java-based
library. An older version of UI-FAME was introduced in [ZAS+19b].

The tool in [ZS18a] performs semantic forgetting for ALCOIH ontologies, which
is a stronger notion of forgetting than uniform interpolation. The tool in [ZS19] also
performs semantic forgetting, which works with ALCOQH ontologies.

ELH forgetting tool The tool introduced in [LLA+21a] supports forgetting from
ELH ontologies. The underlying method is a hybrid approach of resolution and Ack-
ermann’s Lemma.

NUI The NUI tool forgets concept and role names from EL acyclic terminologies
[KWW09]. The tool is based on a recursive algorithm for computing instance Σ-
interpolants.

The UI-FAME, LETHE and NUI tools were used as part of our proposed workflow
to evaluate the uniform interpolation method with real-world signatures in Chapter 4.
The ELH forgetting tool is used as part of our method to generate focus set semantic
differences in Chapter 6.
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Algorithm 7 ComputeUniformInterpolants(O, Σ)
Input: Ontology O, Signature Σ
Output: Uniform interpolant UI

1: N := NormaliseOntology(O)
2: for r ∈ Σ do
3: N r := r-localisation(N , r)
4: N r

d := IntroduceDefiners(N r, r)
5: UI ′ := UI ′ ∪ ApplyCombinationRules(N r

d , r)
6: for A ∈ Σ do
7: NA := A-localisation(N r

d , A)
8: NA

d := IntroduceDefiners(NA, A)
9: UI ′ := UI ′ ∪ ApplyCombinationRules(NA

d , A)
10: UI := PostProcess(UI ′)

On medium-sized ontologies, the LETHE and UI-FAME tools performed well in
terms of runtime and success rates [Koo20, WDL+20]. NUI uses a direct generation
approach to compute UIs, unlike LETHE and UI-FAME tools which create UIs by
forgetting concept and role names that are not present in the input signature. Due
to the fact that the problem is generally unsolvable for ALC, the UIs generated by
LETHE and UI-FAME are expressed in an extended language employing fresh definer
concept names to finitely represent infinite UIs. These definer concept names exist
in the resulting UIs when there are cyclic dependencies over the forgetting symbols
[KS13c, WDL+20].

Algorithm 7 shows the basic principle to compute uniform interpolants [LLA+21a].
The algorithm takes an input an ontology O and a signature set Σ. Line 1 normalises
the ontology O into a clausal form. This clausal form is a specialised normal form
which makes inference rules used to eliminate concept and role names applicable on
the ontology. The output of this step is the normalised form N of the given ontology.
The algorithm eliminates all role names in the input signature Σ (Lines 2–5) before
eliminating concept names in Σ (Lines 6–9). The steps of removing role and con-
cept names are similar, however, the combination rules used to eliminate role names
differ from those used to eliminate concept names [Koo15, Zha18]. In both types of
elimination, the algorithm localises the concept name A or role name r to be forgot-
ten in the normalised ontology N (Lines 3 and 7 respectively). This step yields the
portions of the normalised ontology containing the role name r or concept name A to
be forgotten, denoted by N r and NA, respectively. Lines 4 and 8 introduces definer
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names on the identified portions (N r and NA). These definer names are introduced
to make the forgetting rules in the subsequent steps of the algorithm applicable on the
ontology. Lines 5 and 9 apply combination rules on the portions N r

d and NA
d to forget

the concept name A and the role name r, respectively. Additionally, this step involves
removing the introduced definer names if possible. The result of forgetting a concept
or a role name is added to the uniform interpolant UI ′. Line 10 of the algorithm post
processes the uniform interpolant UI ′ to convert the ontology back to DL form.

Uniform interpolation can compute redundant axioms. We observed such redun-
dancy when we tested the ELH forgetting tool. The forgetting process derives an
axiom that is entailed by the rest of the axioms in the UI. Consider the following
example.

Example 4. Let

O = {A ⊑ B,

C ⊑ E,

B ⊑ C,

F ⊑ C,

A ⊑ F},

and Σ = {A, B, C, E}. Then, the generated uniform interpolant for Σ is:

UI = {A ⊑ B,

B ⊑ C,

A ⊑ C,

C ⊑ E}.

We can see that the UI includes A ⊑ C as a result of forgetting F from O. The axiom

A ⊑ C is entailed by {A ⊑ F, F ⊑ C} in O. Also this axiom is entailed by the two

axioms {A ⊑ B, B ⊑ C} in the UI. Thus, the axiom A ⊑ C is redundant and can be

removed from the resulting UI.

We expect that is the case with other uniform interpolation tools, including the
LETHE and UI-FAME tools, since checking for such redundant axioms is usually ex-
pensive because it requires additional reasoning. Thus, forgetting tools tend to leave
them in the results.
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It has been proved that in the worst case the size of the given uniform interpolants
can be exponentially three times larger than the size of the input ontology for EL
ontologies [NR14] and for ALC ontologies [LW11]. However, empirical evaluations
appear to contradict such theoretical findings in [LLA+21b], with the exception of a
small number of cases in which the generated uniform interpolants were greater than
the input ontology in [KS13b, KS13a].

Uniform interpolation has been empirically evaluated using ontologies from the
NCBO BioPortal repository to forget randomly selected symbols. The results for
forgetting small number of symbols (5, 10, 50 and 150 concept names) using Koop-
mann and Schmidt’s tool in [KS13b] showed that the computed uniform interpolants
were larger than the input ontologies in 10% of the results, and larger than the nested
locality-based modules in 24.1% of the results. In the worst-case scenario, the uniform
interpolant was 559 times larger than its corresponding nested locality-based module.

Additionally, where a high number of symbols must be forgotten from the corpus,
the tool in [KS13a] for forgetting symbols from ALCH ontologies revealed that the
uniform interpolants were larger than the input ontologies in 6.05% of the results.

When the UI-FAME tool was used to forget randomly selected symbols from a
sample of ALCH ontologies taken from the Oxford Ontology repository,2 the resulting
uniform interpolants reveal that as the size of the original ontologies grew, the size of
the uniform interpolants shrank [WLZ+20].

While uniform interpolation produces highly precise extracts, which contain only
those symbols specified in the input signature, empirical evaluations when forgetting
randomly selected symbols in [KS13b] showed that the frequency of cases in which
definer symbols are left in the results increased marginally as the number of forgotten
concept symbols increased. Moreover, our evaluations in Chapter 4 with real-world
signatures demonstrated a precision rate of 100% for all resulting UIs except for a few
that contained definer names.

Because the axioms in the UIs are in general rewritten (not in their original form),
they are generally unsuitable for certain ontology engineering practises in real-world
scenarios, such as integration, import, or reuse. This is given by the fact that alter-
ing the structure of ontologies may result in incoherences or changes in their original
structure, that could affect applications such as integration [SGSK18, SGW+18].

2https://www.cs.ox.ac.uk/isg/ontologies/

 https://www.cs.ox.ac.uk/isg/ontologies/
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We discovered in Section 4.4 when we evaluated the computation of uniform in-
terpolants for SNOMED CT NHS refsets, our results contained a considerable num-
ber of axioms whose structure was significantly different from the original ontology’s
structure. As illustrated in Figure 3.1, the uniform interpolant computed using the
LETHE tool deviates from the typical structure of SNOMED CT. The structure of the
SNOMED CT ontology (July 2017 version) is defined by axioms of the form A ⊑ C

or A ≡ D, whereas the axioms in the figure are GCI axioms, including one stated in
ALC, i.e. having disjunction and universal role restrictions.

Figure 3.1: Part of a uniform interpolant resulted from using the LETHE tool on the
nested-locality based module from SNOMED CT

We found that computing uniform interpolants directly on SNOMED CT for real-
world signatures using the LETHE and UI-FAME tools was unfeasible in almost all of
our tests due to the computationally expensive reasoning of generating uniform inter-
polants. As a result, Chapter 4 describes a workflow that makes use of pre-processing
via modularisation.

The following proposition is the foundation for our method, which we describe in
Chapter 4, for computing uniform interpolants from modules created using locality-
based, semantic, or minimal subsumption modularisation methods. The proposition
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asserts that computing uniform interpolants from the aforementioned module types is
logically equivalent to computing them from the original ontology [CAS+19b].

Proposition 11 ( [CAS+19b]). Let L be a description logic language ranges over EL,

ELH, ELHr, and ALC. Let O be an L-TBox and let Σ be a signature. If UI is a

uniform interpolant of M for Σ where M is a module ranges over M⊑, MS or M⋆.

then UI is a uniform interpolant of O for Σ, where M is a module extracted from O
for Σ.

Assuming that UIO is a uniform interpolant of O for Σ, and UIM is a uniform
interpolant of M for the same signature Σ where M ranges over M⊑, MS or M⋆,
UIO is equivalent to UIM when

• (i) For each axiom α such that sig(α) ⊆ Σ, it holds that O |= α iff UIO |= α.

• (ii) For each axiom α such that sig(α) ⊆ Σ it holds that M |= α iff O |= α.

(i) follows from by Definition 10. For M = M⊑ (ii) follows by Definition 8, and
for M = MS and M = M⋆ (ii) follows by Proposition 9. From (i) and (ii), we can
conclude that O |= α iff UIM |= α, where sig(UIM) ⊆ Σ. This shows that UIO is
equivalent to UIM.

3.1.3 Signature Selection

The signature selection issue has been raised by many researchers in the field of on-
tology extraction including [Zha18, ZWZ+21, LS16, dSSS07]. The problem revolves
around the user’s difficulty to select an adequate set of symbols in order to generate
appropriate ontology extracts. In this section, we discuss some scenarios of symbols
selection using the aforementioned three modularisation notions and uniform interpo-
lation.

Using the notion of uniform interpolation (forgetting) to extract restricted views
of the original ontology for a given set of symbols Σ is governed by the intended use
case. Generally, if the user is aware of the notion of forgetting, they will purposely
select a collection of symbols in order to forget them because they are not desired
in the resulting extract. On the other hand, the notion of forgetting can be used in
the opposite way, where the user will deliberate over which symbols to include in the
resulting extract. In each scenario, manually picking such symbols in order to construct
an appropriate uniform interpolant is difficult, even more so when dealing with huge
ontologies such as SNOMED CT.
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When the SLBM is used to produce modules, the size of the resulting module is
determined by the input symbol’s hierarchy and the relationships between the sym-
bols within the input ontology. In particular, the nested module (M⋆) type, which is
typically smaller than the method’s ⊤ and ⊥ types, is very dependent on the symbols
chosen and their relationship in the ontology, with the resultant module being empty
in some cases. This will be explained further in Chapter 4 (Section 4.1), along with
giving a clarifying example.

As with SLBM, the size of semantic (MS) and minimal subsumption modules
(M⊑) is directly related to the connectedness of the symbols in the input ontology.
Typically, if the extracted nested locality-based module (M⋆) for a particular seed sig-
nature is empty, the semantic and minimal subsumption modules for that seed signature
are also empty. This is because minimal subsumption modules and semantic modules
are supposed to be equal to or smaller than nested locality-based modules as clarified
in [KLWW13] and as stated in [CLW18], which specifies that all minimal subsumption
modules are contained in semantic modules.

Concept names in SNOMED CT reference sets can belong to a certain hierarchy
in the ontology such as renal diseases [VRTG+12]. In these instances, the remainder
of the symbols required to compute meaningful uniform interpolates are absent from
such reference sets. As a result, it is not straightforward to apply uniform interpolation
to generate uniform interpolants from SNOMED CT, because the provided signature
is not correctly structured for usage with uniform interpolation.

Utilising SNOMED CT reference sets with SLBM as seed symbols is dependent
on the type of SLBM used, with the ⊥-type resulting in the generation of definitions
for concepts contained in the refsets, as well as many axioms describing the upward
view of the concepts contained in the refsets. On the other hand, the ⊤-type results
in definitions for the concepts contained in the refsets, as well as a large number of
additional axioms that describe the downward view of reference set symbols. Nested
type modules may fail to generate axioms for certain symbols in reference sets (as will
be seen in Section 4.1).

With regards to the use of semantic modules and minimal subsumption modules
with SNOMED CT reference sets, the resulting modules are typically smaller or equal
to nested-locality based modules. Both minimal subsumption modules and semantic
modules are driven by the aim of removing as many symbols as possible that are unre-
lated to the input signature, a criterion that can be overly rigid and result in incomplete
definitions, as is the case with uniform interpolation.
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For SNOMED CT users, a method suited for the type of seed symbols found in
the SNOMED CT standard refsets is required for extracting subontologies that are
meaningful in terms of containing complete definitions for the symbols included in the
refsets. For this purpose, we provide two signature adjustment techniques in Chapter 4
that were developed with feedback from a SNOMED CT terminologist. In addition,
Chapter 5 presents an extraction approach that generates extracts suitable for the set of
input terms provided in standard SNOMED CT refsets.

Related Signature Adjustment Algorithms

There are a few different signature adjustment algorithms described in the literature.
The recent work in [ZWZ+21] extends the signature by analysing lexical information
related to the input signature Σ in the ontology’s metadata. The goal is to determine
the significance of Σ-terms and non-Σ-terms in the input ontology using embedding-
based computation of relevant metadata. We argue that if the metadata is imprecise
and does not adequately describe the formal semantics of relationships in the ontology,
the expanded signature can be quite extensive and might include concepts that are
irrelevant to the input signature set.

[LBIS12] introduces another approach that employs frequency term analysis to
adjust the set of input symbols. The frequency term analysis filters a set of SNOMED
CT concepts provided by the user according to their appearance in the MEDLINE
Journal. This filtering is limited by a minimum input threshold number provided by the
user. Due to its restriction to the MEDLINE journal and the SNOMED CT ontology,
this method is not generally suitable for all use cases.

The Protege-TS plugin in [HS20] implements a general functionality that enables
a signature to be extended in a variety of ways. Among these several functionalities
are UpSet, DownSet, Equivalence, and other features such as General Class Axioms
(GCAs) and role relationships between concepts. Additionally, the tool extends the sig-
nature iteratively for Concept-Role chains according to a certain depth number. This
depth number controls how many concepts and roles are added to the extended signa-
ture set, that are in the subsumption chains between concepts connected horizontally
via role restrictions.

We propose a more specific algorithm that does signature extension in a cautious
way in Chapter 4. In the algorithm the user can specify the depth level of nesting of
existential restrictions within the same axiom. We also consider the potential to extend
the signature iteratively using an input iteration number, which acts similarly to the
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depth number in [HS20].

In addition, a partitioning algorithm is proposed in Chapter 4, which can be used
when the input signature is large. The purpose of the algorithm is to produce smaller
sets of the input signatures. This partition begins by identifying the nested locality-
based module associated for the input signature Σ in order to obtain the module’s
concept hierarchy H, which is subsequently reduced to the concepts in Σ. This reduc-
tion would result, in some cases, in disjoint concept hierarchies H1 . . .Hn, where the
signature of each concept hierarchy Hi belongs to Σ. The signature for each concept
hierarchy can then be used to generate extracts or extended further using the algorithm
outlined above.

3.1.4 Other Ontology Extraction Approaches

Application Scenarios-based Methods

In this section, we cover ontology extraction studies that were conducted for appli-
cation scenarios in order to assess their relevance to the approaches described in this
thesis.

The work by [NG12] presents a rewriting approach for computing extracts for an
input set of symbols. Their requirement is that the generated extracts are small in size
(less than the size of minimal modules) while retaining the syntactic structure of the
original ontology, making it appropriate for ontology reuse applications. While the
method attempts to preserve the extract’s structure, it does not address the issue of
generating complete definitions for the input symbols of interest. Instead, the method
is motivated by limiting the resulting extract to the input symbols while preserving the
module’s structure, which is a compromise between the uniform interpolation result
and the result of modularity.

The study in [LBIS12] includes the development of four graph-traversal-based
modularisation strategies based on the method described in [SR06]. The study ex-
amined the size, precision, and coverage of signature concepts within the created mod-
ules generated by the four established heuristics and the locality-based modularisation
method. Following the generation of modules using the various approaches, they used
a filtering methodology based on the frequency of signature concepts within the MED-
LINE database. Although such filtering assisted in increasing the coverage of the mod-
ules while decreasing their size, the techniques require pre-processing (matching, rank-
ing, and indexing) and post-processing workloads (ontology reconstruction) [LBIS12].
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The proposed method can be costly when used on a large ontology such as SNOMED
CT. The study does not address the logical implications of the offered approaches (with
the filtering process) on the preservation of the input symbols’ entailments in the final
extracts. The authors claimed, however, that their methods retain is-a relationships
as well as cross-references from the concepts in the signature (attribute relationships).
The author stated that additional research is necessary for this logical aspect before
extracts derived from their approaches may be employed for reasoning purposes.

[dSM06] focused on a single application scenario: the automatic selection of
knowledge components for web page annotation and semantic browsing. The pro-
posed method, which is based on ontology graph traversal, generates suitable modules
using a knowledge selection mechanism. This selection of knowledge includes two
processes: ontology selection and modularisation. Modularisation is used to extract
relevant components from ontologies that were initially chosen based on their initial
selection. This study demonstrates the effective development of a method that is appli-
cable to a specific application case but also adaptable to other contexts, as the authors
claimed.

Definition Extraction Methods

In this section, we review two state of the art methods that extract equivalent concept
definitions from EL ontologies. Such extraction can be done for reasons including,
obtaining smaller size of concept definitions, or for obtaining definitions that are im-
plicitly defined within the original ontology.

The work by Nikitina and Koopmann [NK17] tackles the issue of computing min-
imal equivalent concept definitions from the original concept definitions in EL on-
tologies. The method helps in eliminating redundancy from EL concept definitions
by minimising their size. Their argument is that such redundancy complicates on-
tology maintenance and impairs comprehension. We argue that for application based
scenarios some types of redundancy in concept definitions is desirable. For example,
the long canonical form of SNOMED CT, which exhibit some redundant concepts in
the concept definitions were shown to be very useful for several scenarios of using
SNOMED CT [DSM02,HG12] (see Section 2.4.1 for an overview about normal forms
in SNOMED CT).

EL ontologies have the Beth definability property [LPW10]. The Beth definability
property states that a concept C is implicitly definable with respect to a signature Σ

and an ontology O if there is some concept D such that the signature of D is a subset
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of Σ, and O |= C ≡ D, where C ≡ D is not originally stated in O. In other words,
when a logic has such a property, it means that implicit definitions can be derived to
be explicitly defined, i.e., stated in the ontology O.

We argue that such a property is too strong for our problem that we are concerned
with in this thesis. From the stated definitions of the form A ≡ C (as well as concept
inclusions A ⊑ C) we are interested in an alternative and logically equivalent defini-
tion to the original definition in the original ontology (as will be seen in Section 5.1).
This is because our problem is imposed by the requirement of the method, which is
to generate an extract that is structurally equivalent to the original ontology in terms
of concept definitions and not to derive possibly other implicit definitions that are of
the form A ≡ C. This is to keep the generated extract minimal (i.e., restricted by
definitions stated in the original ontology) and less dispersed.

3.2 Diffing Methods

A large number of tools and methods were developed to detect the differences between
two artifacts, (e.g., OWL files). These tools range from approaches that work on the
syntactic level, structural to the semantic level. Syntactic difference tools include Revi-
sion Control System (RCS) [Tic96], Concurrent Versions System (CVS)3, and Source
Code Control System (SCCS) [Roc75]. These tools take into account the order and
spacing between the two artifacts’ words/characters.

Structural difference tools regard the addition and removal of axioms as differences
based on OWL’s notion of structural equivalence [OWL]. In this notion, neither the
order of operands in conjunctions and disjunctions, nor the order of axioms, is relevant.
For example, the axiom A ⊑ B ⊓ ∃r.C is structurally equivalent to the axiom A ⊑
∃r.C ⊓ B. Examples of structural-based difference implementations include OWL
Diff [KSK11], Bubastis [MHA+10], and PROMPTDIFF [RNM07].

Semantic difference tools, aim to capture the differences in meaning between on-
tologies in a way that is independent of how ontologies are articulated. The semantic
difference, also referred to as logical difference, between two ontologies is defined by
the axioms in one that are not entailed by the other, indicating the information gained
and information lost between the two versions.

There are a few semantic difference tools available in the field; we will explore
some of them in the following, namely the UI-Diff, CEX, and ECCO tools. In our

3savannah.nongnu.org/projects/cvs

savannah.nongnu.org/projects/cvs
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review, we focus mainly on the UI-Diff method (in Section 3.2.1) because it is the
foundation for our method in Chapter 6.

3.2.1 Semantic Difference

The notion of semantic difference is used to capture the difference in the meaning
of concepts that is independent of how ontologies are represented. Tracking seman-
tic difference is critical for several ontology engineering applications including when
merging, integrating, or aligning different ontologies. This is accomplished by deter-
mining whether the version in question (version a) is safe for integration with another
version (version b), in the sense that there are no differences in the meaning of terms
shared by the two versions [LW14].

ECCO The ECCO tool [GPS12b] employs a hybrid technique that detects both
structural and semantic differences . The tool categorises the changes based on whether
they are logically effectual or not. Furthermore, the tool provides a thorough view of
the axioms representing differences, which are aligned with the axioms that caused
them. The semantic difference detection within the tool is primarily dependent on a
standard reasoner which can detect differences stated in one version that are not en-
tailed by the other. The employment of a reasoner to detect semantic differences does
not aid in the discovery of implicit consequences that vary between versions.

CEX The CEX tool [KLWW08] computes semantic differences for ELH terminolo-
gies. Given two versions of ontologies and a set of signature Σ, the tool computes
Σ-entailments using the notion of inseparability. When the two ontologies are Σ-
inseparable then the logical difference is empty, otherwise there is a difference between
both ontologies. The tool outputs a list of concept names A that are involved in a list
of logical differences of the form A ⊑ C or C ⊑ A, where these concept names are re-
ferred to as affected terms, but does not output the entire axiom involving the affected
concept.

UI-based Semantic Differences Method

When altering an existing ontology, one of the most significant considerations for an
ontology modeller is to ensure that the new modifications do not affect the meaning of
axioms beyond the fragment under examination. Computing semantic difference using
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uniform interpolation assists in forgetting symbols of axioms beyond the fragment
under examination to ensure that both ontology versions are equivalent prior to and
following changes. This assures that the changes are safe [LK14].

Additionally, semantic difference computed using uniform interpolation assists
in revealing implicit differences within an ontology’s deductive closure [KWW08].
[KWW08] emphasises that the interesting differences across ontologies are those ex-
pressed in their shared signature, not in the symbols used in only one of the two ontol-
ogy versions. The use of uniform interpolation is appropriate in this case since it helps
forgetting those symbols that are included in one of the two ontology versions.

As an application of the uniform interpolation method, Zhao et al. [ZAS+19b]
presented a tool that computes semantic difference for ALC ontologies. The tool is
based on the UI-FAME tool to track semantic difference between very large ontologies.

Another work presented by Liu el al. [LLA+21a], computes semantic difference
based on the uniform interpolation method between ELH ontologies. They addressed
the issue of the tool created in [ZAS+19b] producing more expressive axioms (in ALC)
when the input ontology is represented in a less expressive language such as ELH
rather than ALC with which the tool operates. This discrepancy between the input
ontology language and the method’s target language can result in false semantic dif-
ferences.

We now discuss how the uniform interpolation method generates semantic differ-
ences [LLA+21a, ZAS+19b].

Through uniform interpolation, the essential differences are generated, which are
regarded as stronger entailments under the concerned signature. Thus, it assists in
revealing a condensed set of semantic differences that would otherwise be infinite.

The following example, taken from [ZAS+19b], illustrates the generation of finite
semantic differences based on the uniform interpolation method.

Example 5 ( [ZAS+19b]). Consider the ontologies:

O1 = {A ⊑ B,

C ⊑ E},
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and

O2 = {A ⊑ B,

C ⊑ E,

B ⊑ C,

F ⊑ C,

A ⊑ F},

with common symbols Σ = {A,B,C,E}. The semantic difference is the set:

Diff(O1,O2) = {B ⊑ C,

A ⊑ C,

B ⊑ E,

A ⊑ E}.

To compute the UI difference, the symbols that are not in Σ are forgotten using the

uniform interpolation method. This gives the UI:

UI2 = {A ⊑ B,

C ⊑ E,

B ⊑ C,

A ⊑ C}.

Eliminating the axioms entailed by O1 we get the UI-based semantic difference (UI-Diff):

UI-Diff(O1,O2) = {B ⊑ C,A ⊑ C}

The UI-Diff(O1,O2) witnesses are the strongest witnesses gained from O1 to O2.
Using the UI-Diff method to generate witnesses guarantees a finite UI-based semantic
difference is found.

The difference between O1 and O2 is empty iff O1 |= UI2, where UI2 is a Σ-
uniform interpolant of O2 computed for Σ ⊆ sig(O1) ∩ sig(O2). If O1 ̸|= UI2 it
means that every α ∈ UI2 not entailed by O1 is a witness. All such witnesses will be
denoted by W . Throughout the thesis, we will use the terms semantic differences and
witnesses interchangeably.
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The set of witnesses produced based on the uniform interpolation method is defined
as follows [LLA+21a].

Definition 12 (UI-based Semantic Difference / UI-witness). Let O1 and O2 be ELH
ontologies. Let Σ be a subset of the shared signature of O1 and O2. The UI-based
semantic difference between O1 and O2 is the set UI-Diff(O1,O2) of all ELH-axiom

α such that (i) sig(α) ⊆ Σ, (ii) α ∈ UI2 and (iii) O1 ̸|= α, where UI2 is a Σ-

uniform interpolant of O2. An axiom α satisfying these conditions is a UI-witness of a

difference in O2 w.r.t. O1. All such axioms α are denoted by W .

Computing UI-Diff(O1, O2) gives witnesses from O1 to O2 representing informa-
tion gain. In other words, these witnesses are axioms that are entailed by O2 but not O1

and are denoted as W2. Switching the places of O1 and O2 in UI-Diff computes infor-
mation loss W1, assuming that O2 is the newer version while O1 is the older version.

To compute UI-Diff(O1, O2), two main steps should be performed:

1. Using the UI method, compute UI2 of O2 for Σ = sig(O1) ∩ sig(O1).

2. Using an external reasoner, compute the set W2, which consists of the axioms
α ∈ UI2 but O1 ̸|= α.

3.2.2 Discussion

Existing methods for tracking semantic differences are beneficial and can be used to
compare ontologies as large as SNOMED CT. A considerable issue with such meth-
ods is that the resulting discrepancies might be rather big and difficult to analyse. For
example, the case study in [ZAS+19b] demonstrated that the July 2017 International
edition of SNOMED CT did not entail over 8 400 axioms from the January 2017 ver-
sion, whereas the Australian extension (December 2017 version) did not entail nearly
43 000 axioms from the July 2017 International edition. Additionally, when compar-
ing different versions of the NCIt ontology using semantic diff tools such as ECCO
and CEX, a considerable number of discrepancies were revealed. For example, a study
for comparing the terms affected by the NCIt ontology update (from version 05.06f
to version 06.08d) using a range of diffing notions, including those used by CEX and
ECCO, a considerable number of affected terms (almost 57 000 terms) was discovered
when utilising the ECCO tool [GPS12a].

The UI-Diff method can limit the generation of semantic differences to a smaller
number, by specifying which symbols to include in the common signature set when
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generating the witnesses. We found that selecting common symbols to generate the set
of witnesses is not an easy task. If the user is interested in learning about changes to
the definitions of certain concepts of interest and the relationships between their sig-
natures, it is unclear which symbol to include or exclude to generate such differences.

As indicated previously, the CEX semantic difference tool generates a list of af-
fected symbols based on their position relative to the witness axiom. The tool does
not output the entire axiom involving the affected symbol. This can make the findings
unclear, even more so if the modeller is interested in the reason for a change specified
by the axioms.

While the ECCO tool [GPS11] produces comprehensible and well-aligned results,
they lack inferred axioms between two versions of ontologies. As a result, ECCO is
ineffective in detecting entailment sets that are entailed by one version but not by the
other.

As previously mentioned in Section 2.4.3, SNOMED International provides a way
to inspect probable modifications in each release of the ontology. Each release in-
cludes a set of delta files that list the differences of the current version since the prior
one [Inth]. The generation of such diff reports is based on a notion of structural dif-
ference. Given that these reports list only structural changes, relying on them alone
may not capture all of the possible consequences of updating the ontology to de-
termine whether one version of the ontology is semantically different from another.
Additionally, these reports are not human-readable and may contain a considerable
number of dispersed entries, i.e., those belonging to many sub-hierarchies of the ontol-
ogy [OCP16]. Moreover, they are unorganised according to a certain scheme, making
them difficult to read and analyse.

It is vital for SNOMED CT users to keep track of differences across subdomains
as auditing and quality assurance tasks are performed on SNOMED CT subhierarchies
that describe specific subdomains, such as cyst disorders or chronic diseases [Intu].
Currently, none of the aforementioned methodologies are applied in the editorial work
of SNOMED CT. One reason for this could be that they do not comply to SNOMED
CT modelling.

To address the aforementioned gaps, we present in Chapter 6 a mechanism that
combines the UI-Diff method with subontology extraction to generate focused semantic
differences. Given that our subontology extraction adheres to SNOMED CT modelling
(as discussed in Chapter 5), the proposed method makes use of subontology extraction
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to track semantic differences between subdomains represented by the generated sub-
ontologies. Additionally, the method presents the resulting differences according to
their priority, based on whether the difference is focused or related to another symbol
appearing in the concept definitions of focus.



Chapter 4

Modularity Meets Uniform
Interpolation

Due to the difficulty of computing uniform interpolants, particularly for large ontolo-
gies, the size and complexity of the input ontology have a direct effect on the computa-
tion time. Rather than computing uniform interpolants across the entire ontology, this
chapter proposes that speed can be gained by computing uniform interpolants across
ontology modules.

We assess the practicality of the uniform interpolation method when being used in
real-world conditions, i.e., when computing uniform interpolants for real-world signa-
tures such as SNOMED CT reference sets. Furthermore, we assess the feasability of
computing uniform interpolants from different module notions discussed in Chapter 3.
Moreover, we explore the effect of computing uniform interpolants after adjusting the
signature. To achieve that, we developed a workflow that computes uniform inter-
polants based on pre-processing methods including newly developed signature adjust-
ment techniques (presented in Section 4.2.1), and ontology modularity tools (discussed
in Section 3.1.1).

The workflow consists of the following four stages:

1. signature adjustment,

2. ontology module extraction,

3. forgetting, and

4. feedback by domain experts,

83
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which is evaluated on the SNOMED CT and NCIt ontologies. Our investigation uses
three different modularisation approaches (locality-based, semantic and minimal sub-
sumption modularisation) and three forgetting tools (NUI, LETHE and FAME).

A critical component of the workflow is a signature extension algorithm developed

with input from domain experts, as the shape and quality of ontology modules and
UIs are highly dependent on the input signature. It is implausible to expect users to
have the theoretical knowledge and modularisation/forgetting tools developers to have
domain knowledge in order to select suitable signatures. Additionally, as we will see
in Section 4.1, the selection of symbols to compute extracts is highly dependent on the
method used and the relationships between the symbols in the input ontology.

We found that UIs computed for SNOMED CT refsets are usually insufficient be-
cause of the absence of additional symbols required to obtain meaningful UIs. There-
fore, we present a signature extension algorithm for computing suitable input interpo-
lation signatures that makes use of the ontology and existing refsets.

The second stage of the workflow generates modules, which are then used to gen-
erate UIs (in the third stage). These UIs are logically equivalent to those computed
directly from the original ontology, without the use of modularisation (see Proposi-
tion 11 in Section 3.1.2). This shows the correctness of the workflow.

In Section 4.2, we present the workflow. As part of describing the workflow, we
describe our signature adjustment algorithms, which include signature extension and
partitioning (Section 4.2.1). In Section 4.3, we conduct an experiment to analyse cases
of forgetting using the MRI referset, which is a standard refset used by SNOMED
CT users, and demonstrate when forgetting becomes difficult to compute. Section 4.4
presents an experimental evaluation of the workflow with real-world ontologies, in-
cluding SNOMED CT and NCIt. We discuss why ontology modules help to improve
the forgetting process in Section 4.5. Finally, we conclude in Section 4.6.

4.1 Signature Selection

In this section, we discuss some scenarios of symbols selection using the locality-
based modularisation, semantic modualrisation, minimal subsumption modularisation
and uniform interpolation.

In the following, we identify that both: the chosen type of SLBM and the loca-
tion of the selected signature within the input ontology to generate a module from
SNOMED CT, can affect the size of the resulting module.
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Figure 4.1: Location of symbols in Σ1 highlighted in blue in SNOMED CT, as seen
they are considered near to the root concept SNOMED CT Concept

Bottom ⊥ Modules As previously mentioned, SLBM’s ⊥-type computes a module
containing all super symbols in the input seed signature Σ. The resulting module is an
upward view of the symbols in Σ from the input ontology O. The size of the resulting
module depends on the location of the seed signature in the original ontology that is
chosen to compute the module. To be more precise, extracting a bottom module where
the seed signature Σ exists in a level near to the root concepts would result in a module
that is relatively smaller than a seed signature existing far from the root concepts.
For example, extracting a ⊥-module from SNOMED CT 2017 July version where the
seed signature Σ1 ={Nonspecific site, Abuse, Organism} is close to the root concepts,
results in a bottom module consisting of five axioms, as illustrated in Figure 4.1. On the
other hand, if we choose concepts that are considered to be far from the root concepts,
then the resulting module is relatively large. For instance, extracting a ⊥-module for
the set of two concept names in Σ2 ={Ultrasound treatment to elbow, Oral steroid

therapy} from SNOMED CT 2017 July version, results in a module consisting of
57 logical axioms. Figure 4.2 shows the locations of the concepts in Σ2 which are
considered to be far from the root concept.

Top ⊤ Modules The ⊤-type generates a module that includes all sub symbols asso-
ciated with the symbols in the input seed signature Σ from the ontology, resulting in
the downward view of Σ. Similarly to the ⊥-type, the location of the seed signature
in the original ontology has an effect on the module’s size. For example, computing
the ⊤-module for Σ1 results in a module with over 31 000 logical axioms, owing to the
proximity of the concepts in Σ1 to the root concept SNOMED CT Concept.
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Figure 4.2: Location of symbols in Σ2 highlighted in blue in SNOMED CT, as seen
they are considered far from the root concept SNOMED CT Concept

Nested ⊤⊥∗ Modules This type of SLBM is an iteration of the ⊤ and ⊥ types.
This iteration produces a module that is smaller than those produced for the ⊥-(⊤)-
types. Following the example of computing a module for Σ2 from SNOMED CT 2017
July version, the generated ⊤⊥∗-module for Σ2 contains 46 logical axioms, which is
smaller than its corresponding ⊤-module, consisting of 57 logical axioms.

In addition to the previous examples, we look at a particular case of signature
selection when extracting a nested locality-based module. Assume a SNOMED CT
user wishes to extract a nested module from SNOMED CT for a collection of concept
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names pertaining to various components of the heart anatomy:

Σ3 = {Ectopic heart structure 408674005

Heart tissue 386108004

Structure of transplanted heart 81510007

Cardiac internal structure 277712000

Cardiac perivalvular structure 118506009

Cardiac surface feature 277700004

Cardiac wall structure 272657006

Coronary artery structure 41801008

Structure of cardiac vein 85439003

Structure of tricuspid area 33321005}

We suppose that the user selected the nested module due to its practicality and lesser
size than the other two SLBM variants. This extraction produces an empty module.
There are two reasons for this: (1) the method by which nested modularisation gen-
erates the module, namely iteration of top and bottom types; and (2) the positions of
concept names in the signature within the input ontology (as being a sub or supercon-
cept).

The type of the method affect the generated module because as mentioned previ-
ously, the method does iteration of top and bottom types. Looking at this iteration
in this example, the method first generates a bottom module, which results in module
containing all of the superconcepts of the symbols in Σ3. Then, the method computes
a top module from the generated bottom module, which results in an empty module
since no subconcepts of the concepts in Σ3 existed in the bottom module.

Regarding the second reason, the generation of a nested module is affected greatly
by the positions of concepts names in the signature within the input ontology. If such
concepts do not exist as both sub (e.g., A) and super concepts (e.g., B) in the input
signature where there is a relation between them within the input ontology (such as
A ⊑ B), then the generated module is going to be empty. In this example, all of the
concepts in the input signature exist as subconcepts in the input ontology. Thus, the
nested type module is empty.

Additionally, if the concept in the input signature (e.g., Σ = {A}) is a defined
concept, i.e., it exists as both a superconcept and a subconcept in O = {A ≡ B ⊓
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C}, then the nested module is equal to O in this example, since A exists as both a
superconcept and a subconcept in O.

Minimal Subsumption Modules and Semantic Modules Following the previous
example, we want to determine the resulting module for Σ3 by generating a semantic
module and a minimum subsumption module using the MEX and minimal subsump-
tion module tools, respectively. Given that the minimal subsumption modules and
semantic modules are supposed to be smaller than the nested locality-based module
(see Section 3.1.1 for an example illustrating the relationship between the three mod-
ule notions) then the generated modules for Σ3 by MEX and the minimal subsumption
module tools would also be empty.

Uniform Interpolation Following the example to generate an extract from SNOMED
CT using Σ3 as the input signature, the generated uniform interpolant would also be
empty, since the symbols within the input ontology are not interconnected.

As a result of the preceding examples, we can conclude that the size of SLBM
modules is very dependent on the symbol location within the input ontology, which
can result in extremely big or very small modules. Moreover, there are instances where
the generated nested locality-based module is empty, as this notion is influenced by the
method’s behavior and the specification of the input symbols, including their location
and interconnection within the input ontology. This is also true for notions such as
semantic and minimal subsumption modularisation, as well as uniform interpolation,
because these methods are driven by the aim of generating extracts containing exactly
the specified signature’s symbols.

As we saw in Section 2.4.2, the type of seed symbols in the SNOMED CT standard
refsets usually pertain to a specific subhierarchy of the ontology. The symbols required
for extracting meaningful uniform interpolants in terms of including complete defini-
tions for the symbols included in the refsets are typically absent from such refsets. As
a result, we suggest two signature adjustment algorithms in Section 4.2.1 to address
this problem.

4.2 Workflow

The main aim of the workflow is to investigate the computation of uniform interpolants
for real-world signatures derived from very large ontologies. Figure 4.3 illustrates
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Figure 4.3: Workflow for computing UIs for the adjustment Σ+ of the signature Σ

the stages of the workflow, which includes: (1) signature adjustment, (2) ontology
modularity, (3) forgetting, (4) and evaluation and feedback from a domain expert.

The workflow is fed an ontology O and an interpolation signature Σ as inputs.
The first stage of the workflow modifies the input signature by either extending it or
partitioning it. As a result, the interpolation signature Σ+ is generated. The second
stage computes modules for the altered interpolation signature Σ+ using the input on-
tology O. This results in the generation of a module M that is used to compute a
uniform interpolant UI for Σ+.

To compute modules, we use three different modularisation tools, including the
OWL API to compute nested-locality based modules [SSZ09], the MEX tool to com-
pute semantic modules [KLWW08], and the tool that computes minimal subsumption
modules [CLW18]. UIs are computed by three different forgetting tools including the
NUI [KWW09], UI-FAME [WDL+20] and LETHE [Koo20] tools.

As mentioned in Section 3.1.2, the computation of UIs based on modules for an
interpolation signature Σ is logically equivalent to computing UIs from the original
ontology for Σ. This shows the correctness of the workflow.

In the following section we present our signature adjustment algorithms.

4.2.1 Signature Adjustments Algorithms

Random signatures or genuine seed signatures [VKP+13, KLWW13] were employed
in previous evaluations of modularisation and forgetting methods on ontologies. Such
signatures do not reflect how users and developers might use modules and uniform
interpolants in real-world scenarios. Real-world signatures are typically:

1. A selection of a few specific concept names that the user is interested in. For
example, a list of drug names related to different cancer diseases.
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Algorithm 8 SignatureExtension(O, Σ, n, d)
Input: Normalised Ontology O, signature Σ, no. of iterations n, role depth d
Output: Σ+

d

1: Σ+
d := NC ∩ sig(O) ∩ Σ

2: while n > 0 do
3: for A ⊑ C ∈ O with A ∈ Σ+

d do
4: if roleDepth(C) ≤ d then
5: Σ+

d := Σ+
d ∪ sig(C)

6: n := n− 1

2. A list of concept names already in use in the domain (a refset), or provided by
a domain expert. For example, the set of renal diseases provided by the Euro-
pean Renal Association-European Dialysis and Transplant Association (ERA-
EDTA) [NCS+18].

To account for the different types of signatures, we present two signature adjust-
ment algorithms: signature extension and signature partition.

Signature Extension

In real-world scenarios, the question arises as to which axioms should be used and
how (and by how much) a signature should be extended. Following discussions with
developers from SNOMED International [CASG], we suggest Algorithm 8 for signa-
ture extension as a solution. The proposed solution is to use the ontology’s axioms to
improve the UI’s signature in order to acquire more relevant ontology extracts. The al-
gorithm extends the input signature with roles and their target concepts up to a certain
level of nesting from the definitions of input concepts. We discovered that extending
the signature in this way results in more informative UIs.

Algorithm 8 takes as input an ontology O, a signature Σ, a number of iterations n
and a role depth number d. The first step of the algorithm sets the output Σ+ to the
input signature Σ. Then, according to the input iteration number, we start extending
the set Σ+. This extension is done by calling the function roleDepth(C) below.

roleDepth(C) :=


0 C ∈ NC;

max(roleDepth(D), roleDepth(E)) C = D ⊓ E;

1 + roleDepth(D) C = ∃r.D.
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Algorithm 9 SignaturePartitioning(O, Σ)
Input: Ontology O, Signature Σ
Output: extended signatures Σ+

1 , ...,Σ
+
n

1: M⋆ := ExtractNestedModule(Σ,O)
2: H′ := Reduce(Σ,Classify(M⋆))
3: ⟨H′

1, ...,H′
n⟩ := Partition(H′)

4: for i ∈ {1, ..., n} do
5: Σi := sig(H′

i)
6: Σ+

i := SignatureExtension(M⋆,Σi)

The roleDepth(C) function extends the signature by adding the superconcepts C
of a concept name A based on the input role depth number d. The role depth number
restricts the extension by the specified level of nesting of existential restrictions that
occurs in C. After adding these superconcepts C to the set Σ+

d , the method iteratively
extends the concepts C by the specified number of iterations n.

It is possible to alter Algorithm 8 to work with ontologies other than SNOMED CT
by adjusting the iteration number n and role depth d according to the recommendations
of domain experts. In conversations with domain experts at IHTSDO and some exper-
imentation, we agreed the values n = 1 and d = 2 are sufficient for the SNOMED CT
setting [CASG].

Signature Partition

Manual examination becomes more difficult for large UIs computed for large signa-
tures. For this purpose, we developed Algorithm 9 to partition the interpolation signa-
ture by reducing the number of concept and role names in the signature to a number of
signature sets that are closely connected.

We will now go over the algorithm in detail.

Algorithm 9 takes as input an ontology O and a signature Σ. The first step of the
algorithm calls the function ExtractNestedModule(Σ,O), which is given by the the
OWL API1 to compute a nested locality-based module M⋆. We only use the method
as a quick way to compute the nested module M⋆ of SNOMED CT ontology. When
the method Classify(M⋆) in Line 2 is called, the ELK reasoner is invoked in order to
classify M⋆. Following that, we reduce the computed class hierarchy to the symbols
included within the input signature. H′ is therefore the classification of the concept

1http://owlapi.sourceforge.net/

http://owlapi.sourceforge.net/
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names contained in the input signature. Line 3 contains the function Partition(H′),
which divides the class hierarchy into unconnected parts. This is accomplished by
computing the linked components of a directed graph representation of the class hi-
erarchy. Then we partition H′ by identifying different sets H′

i of concept inclusions
such that every pair of concept names from the same set H′

i are connected via a chain
of concept inclusions from H′

i, and every pair of concept names taken from different
sets H′

i and H′
j with (i ̸= j) are not connected in this sense. As a result, n disjoint

sub-hierarchies: H1, . . . ,Hn are computed. The loop from Lines 4–6 first computes
the signature Σi of the hierarchy H′

i and then extends Σi to Σ+
i using the function

Signature-Extension(M⋆,Σi) provided in Algorithm 8.

4.2.2 Demonstrating the Benefits of Signature Adjustment

Given that the majority of SNOMED CT reference sets contain concepts belonging to
a particular concept hierarchy, such as those under the Clinical finding hierarchy (See
Section 2.4.2), such sets can be extended using our signature extension algorithm to
include concepts describing the locations of clinical findings, which fall under the Body

structure hierarchy. This is to ensure that legible concept definitions are generated
when the uniform interpolation method is utilised, as the uniform interpolation method
creates UIs that are restricted by the concepts specified in the input symbols (Σ).

The following example illustrates a situation where the obtained SNOMED CT
refset is used to compute UIs with and without the signature extension algorithm. The
purpose of the example is to demonstrate the use of the signature extension algorithm
in generating a more useful UI; without the algorithm, the resultant UIs would not be
meaningful.

Consider a SNOMED CT refset containing concept names about Lordosis findings.
For illustration, we use four concept names out of the total concept names provided in
the refset named Deformity of spine findings.2 This is a standard SNOMED CT refset
provided by the Chartered Society of Physiotherapy in the UK [oPb] (see Section 2.4.2
for an overview about SNOMED CT refsets).

Example 6. Suppose the input ontology is SNOMED CT and the input signature to

2https://www.csp.org.uk/system/files/csp snomed ct subsets 20160414 v1.pdf
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generate a UI is:

Σ = {249710008 Lordosis accentuated (finding),

249711007 Flattened lordosis (finding),

249712000 Lordosis absent (finding),

249713005 Lordosis reversed (finding)}

Then, a nested locality-based module is computed from SNOMED CT for Σ. The mod-

ule is used to compute a uniform interpolant UI for Σ, which results in an empty

ontology because of forgetting symbols that occur on the right hand-side of the defini-

tions of concept names in Σ. Extending the signature gives the set Σ+:

Σ+ = Σ ∪ {281377003 Lordosis finding (finding),

53418001 Structure of vertebral region of back (body structure),

363698007 Finding site (attribute),

609096000 Role group (attribute)},

The UI for the extended input set Σ+ is:

UI = {Lordosis accentuated ⊑ Lordosis finding ⊓

∃Role group.(∃Finding site.Structure of vertebral region of back),

Flattened lordosis ⊑ Lordosis finding ⊓

∃Role group.(∃Finding site.Structure of vertebral region of back),

Lordosis absent ⊑ Lordosis finding ⊓

∃Role group.(∃Finding site.Structure of vertebral region of back),

Lordosis reversed ⊑ Lordosis finding ⊓

∃Role group.(∃Finding site.Structure of vertebral region of back)}

As seen from the UI computed for Σ+, extending the signature helps generating a more

informative UI that contain axioms describing the concepts in the input signature Σ.

This is because the extended signature includes symbols that occur on the right hand-

side of the definitions of concept names in the signature Σ.

After analysing the resulting extended signature and associated UI, Algorithm 8



94 CHAPTER 4. MODULARITY MEETS UNIFORM INTERPOLATION

can be used to make additional improvements. The process can be adjusted to itera-
tively increase the signature until a useful UI is obtained.

We now summarise the advantages of using Algorithm 9 (signature partition).

If the signature used to compute a UI is large, the resulting UI tend to also be large.
This is specifically true when all of the symbols in the input signature occurs in the
input ontology. Given this observation, in cases where a refset obtained from domain
experts are quite large, the resulting UIs tend to also be relatively large. Large UIs can
complicates manual inspection. In such cases, Algorithm 9 helps obtaining relatively
small sets of closely related symbols, because it partitions the input signature into
smaller sets of concept and role names.

Furthermore, using the workflow, when the input interpolation signature is huge,
the generated module tend to also be large, specially in the case of computing nested
locality-based modules. This is because of how locality-based modularisation works
which computes modules containing lots of symbols outside the range of the input
signature. As a result, a significant number of symbols that are not included in the
input signature must be forgotten. Therefore, the uniform interpolation tool might
not success in giving a UI within a reasonable time-frame. In these situations, the
signature partitioning algorithm can be employed to divide the input signature into
many smaller sets. The workflow can then be used to compute smaller UIs for the
partitioned signature sets.

It is worth noting that producing smaller sets of the interpolation signature is con-
ditional on the relationships between the symbols in the signature inside the input
ontology, as the reduction step in Algorithm 9 may not provide a number of disjoint
subhierarchies. Even if we end up with disconnected subhierarchies, the amount of
symbols contained within a subhierarchy may not be much less than the number of
symbols contained within the initial input signature.

4.3 Cases of Difficult Forgetting

This section presents cases in which forgetting becomes computationally difficult.

In this experiment, we tested computing a UI for the Magnetic Resonance Imaging
(MRI) refset, provided by the domain expert [Intm]. We begin by utilising the work-
flow to (a) extend the MRI signature and obtain Σ+, (b) compute a nested-locality
based module for the extended MRI signature Σ+ and (c) compute a UI for Σ+ based
on the nested module. We found that the workflow did not succeed in computing a
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UI in a reasonable amount of time. We conducted an analysis of the locations of the
forgetting symbols in the axioms contained within the nested locality-based module.
We considered the nested module, to do this analysis as it has the largest size among
the three module types. The increased number of axioms can help confirm that specific
locations of such forgetting symbols are causing the computational difficulty.

A forgetting signature F is defined as F := sig(O)\Σ+, where Σ+ is the interpo-
lation signature.

We concentrated on GCI axioms of the form C ⊑ A since our testing with LETHE

and UI-FAME indicated that forgetting tools demand a considerable amount of com-
putation time when forgetting symbols occur on the left hand side of GCI axioms.
We wanted to confirm our observations by analysing the set of forgetting symbols that
occur in these GCI axioms within the nested module. To do this, we segmented the
forgetting symbols to the following:

• XGCI , which are symbols located in the left hand side of GCI axioms: C ⊑ A.

– XGCI−atomic: This set contains the atomic concepts located on the left hand
side of GCI axioms. e.g., B in B ⊓ C ⊑ A.

– XGCI−complex: This set contains the symbols that are filler names for ex-
istential restrictions in the left hand side of GCI axioms. e.g., B2 in B ⊓
∃r.B2 ⊑ A.

• XnoGCI , which are symbols that are not located in the left hand side of GCI
axioms: C ⊑ A.

Given that the module computed for the extended MRI signature set contains only
nested existential restrictions of the form ∃r.(∃s.B), where B is a concept name, the
set XGCI−complex contains filler names of nested existential restrictions only.

We wanted to determine whether adding the set XGCI−complex to the interpolation
signature Σ+ would cause the forgetting tool to terminate in a reasonable amount of
time. We tried to compute a UI from the nested module that we used to analyse the
locations of the forgetting symbols. The interpolation signature to compute the UI is
the union of the sets Σ+ and XGCI−complex. Table 4.1 summarises the computation time
when running LETHE and UI-FAME. Using the LETHE tool, we were able to compute
a UI with an interpolation signature of Σ+∪ XGCI−complex. On the other hand, we were
unable to generate a UI using UI-FAME.
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Table 4.1: Computation times of the forgetting tools LETHE and UI-FAME when
computing a UI for Σ+∪ XGCI−complex

X set X set size Computation Time Terminate Tool
XGCI−complex 201 16 m Yes LETHE

XGCI−complex 201 N/A No UI-FAME

We conclude from the experiment that if the forgetting signature occurs as filler
names for nested existential restrictions in the left hand side of GCI axioms of the
form C ⊑ A, and the frequency of such symbols is more than 28% of the forget-
ting symbols, then forgetting spends long computation time, and could lead to out of
memory exceptions.

Our observation confirms the finding in [KS13b], in which the LETHE tool was
used to forget randomly selected symbols from a sample of NCBO ontologies. Ac-
cording to their observation, the largest impact on computation time came when the
forgotten concept symbols were encountered in high numbers within role restrictions.
In such instances, an inference rule known as the role propagation rule is applied. In
these conditions, this rule has to be used more frequently. When the role propagation
rule is used, numerous derivations are generated, resulting in timeouts.

4.4 Experimental Evaluation

We assess the workflow against real-world ontologies, including SNOMED CT and
NCIt, to compute uniform interpolants for real-world signatures. In Section 4.4.1,
we begin by describing the workflow settings. Second, we discuss the data that were
utilised in the experiments (Section 4.4.2). Thirdly, in Section 4.4.3, we detail the
different experiments that we conducted. The findings of the experiments are then
discussed in Sections 4.4.4–4.4.8.

4.4.1 Workflow Settings

We used the OWL API, the MEX tool and the tool in [CLW18] to compute nested
modules, semantic modules and minimal subsumption modules, respectively. To per-
form forgetting we used the three tools: NUI [KWW09], UI-FAME [WDL+20] and
LETHE [Koo20]. The experiments with UI-FAME and LETHE were conducted on ma-
chines equipped with Intel Xeon CPU E5-2640 v3 running at 2.60GHz with 32GB of
RAM. As NUI ran only on 32 bit architectures, its experiments were run on machines
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equipped with Intel Xeon 4 Duo CPU at 2.50 GHz and 64GiB of RAM. The workflow
can be accessed at https://tinyurl.com/3wynswdx. 3

4.4.2 Data Used

SNOMED CT

The evaluation was performed on the ELH fragment of SNOMED CT (version Jan
2019), which has 349 763 axioms, 349 430 concept names, and 119 roles. We obtained
the EL fragment of the ontology by removing 129 axioms not in EL and 20 GCI axioms
of the form C ⊑ A. We used two sets of real-world signatures, NHS refsets4 and ERA

refset, as inputs (see Section 2.4.2 for an overview about SNOMED CT refsets).

NHS refsets. We used a sample of 165 signatures from the NHS refsets provided
in [nhs], all of which were contained in the SNOMED CT ontology. The signature was
extended using Algorithm 8. Following discussions with domain experts, the input
iteration number n was determined to be 1 and the role depth number d to be 2 (Σ+

2 ,
n = 1, d = 2).

The extended signatures consisted of 2–116 865 concept names and 0–33 role names.
We separated the signatures into three different groups according to the number of
concept names they contained. The three groups of concepts ranged as (0–150), (150–
300) and (300–116 865). This gave clearer insights into the performance of forgetting
a range of different sizes of concept names. For each signature, we computed the three
types of modules, their precision rate and the UIs using each forgetting tool.

ERA refset. We used the European Renal Association’s (ERA) reference set of sym-
bols from SNOMED CT, which was provided by IHTSDO. The ERA reference set
includes a list of the main renal diseases for use in renal centres and registries.

We began by splitting the ERA refset using the partitioning algorithm (Algorithm 9)
to create 14 small disjoint signatures. Following that, we used Algorithm 8 to extend
these signatures to include symbols representing body structure and role names of renal
diseases in the ERA refset. The resulting signatures were composed of 5–40 concept
names and 0–8 role names.

3The results of the NUI tool were generated by Jieying Chen. The UI-FAME tool used in these
experiments is the one described in [ZAS+19b], which is an older version of the more recent UI-FAME
tool described in [WDL+20].

4https://isd.digital.nhs.uk/trud3/user/guest/group/0/pack/40

https://tinyurl.com/3wynswdx
https://isd.digital.nhs.uk/trud3/user/guest/group/0/pack/40
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NCIt

We also used the acyclic EL fragment of the NCIt ontology (201906 version), which
has 148 216 axioms, 150 020 concept names and 94 roles in our evaluation. The real-
world signatures were derived from the sets of medications approved by the Food and
Drug Administration (FDA) for 41 different types of cancer, which included 2–162
concept names and 0–17 role names.5 Because the NCIt ontology has axioms where the
nesting level of existential restrictions is at most one, the experiments were conducted
with extended signatures for which the role depth number d is 1. As with SNOMED

CT experiments, a single iteration was chosen (Σ+
1 , n = 1, d = 1).

4.4.3 Conducted Experiments

We carried out five different experiments to test empirically the following hypotheses:

1. The type of module used to generate a UI has an impact on the computation
time and success rates, whether it’s a nested locality-based module, a semantic
module, or a minimal subsumption module.

2. Module sizes and precision rates differ from large (for nested locality-based
modules) to small (for minimal subsumption modules) for the same input sig-
nature, depending on the module notion utilised.

3. When computing UIs using the workflow, we expect that the size of the UIs will
be similar because the same uniform interpolation signature is used to compute
the UI regardless as to which modularisation method is used.

The conducted experiments are the following:

1. Success rates of forgetting
The success rate of a forgetting tool is defined as its capability to return a UI
within the specified timeout. This timeout period was one hour for all three
forgetting tools. Our experiments showed that success rates barely increased
when the timeout was increased to more than one hour. We therefore limited the
timeout to one hour.

5List of drugs approved for different types of cancer: https://www.cancer.gov/
about-cancer/treatment/drugs/cancer-type

https://www.cancer.gov/about-cancer/treatment/drugs/cancer-type
https://www.cancer.gov/about-cancer/treatment/drugs/cancer-type


4.4. EXPERIMENTAL EVALUATION 99

2. Computation of precision rates
We computed precision rates for the different modules types as well as the result-
ing UIs. As a definition of the precision rate of a module M (or a UI) computed
for a given signature Σ we used:

Precision(M,Σ) := |((Σ ∩ sig(M)) ∪ {⊤})|/|sig(M)|, (4.1)

which is a slight adaptation from [LBIS12] with ⊤ added in the numerator since
every individual is an instance of the ⊤ concept.

3. Interpolation signature partitioning

We used Algorithm 9 to partition the input signature, where the input signature
is the ERA refset. This is done in order to create a smaller input signature sets
that can be used as input to the forgetting tools in order to successfully com-
pute UIs. Additionally, we report on the success rates and computation times for
computing UIs utilising the workflow in this experiment.

4. Size of computed UIs

We compared the size of the generated UIs among the three forgetting tools. The
size is defined as the number of logical axioms in the UI. The size comparison
was done for the NCIt ontology UIs.

5. Axioms not in the input ontology’s language

Because both the LETHE and UI-FAME tools perform forgetting where the target
language is ALC, the results might include a number of axioms that are outside
the input ontology’s language. For this reason, we counted the number of axioms
outside EL, the sample language.

Note that in interpreting the results of the tables one should take into account that
NUI computes UIs which are formulated in EL, whereas the target logic of LETHE and
UI-FAME is ALC. The results are therefore not directly comparable.

The following sections summarise the results from the experiments.

4.4.4 Success Rates of Forgetting

The median forgetting times reported in this section do not include the time required
to extract modules of all three types. If forgetting was not finished within the timeout
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Table 4.2: Success rate and median computation time (s) of computing UIs using NHS
refsets as signatures by UI-FAME on SNOMED CT

Tool UI-FAME

|Σ∗ ∩ NC| No. of Sig
Success Rate (%) Med. Time of Forgetting
M⋆ MS M⊑ M⋆ MS M⊑

[0, 150] 110 75.45 89.09 94.54 0.28 0.28 0.27
[150, 300] 13 38.46 46.15 76.92 3 600.00 3 600.00 13.51

[300, 116 865] 42 4.76 11.90 14.28 3 600.00 3 600.00 3 600.00

Table 4.3: Success rate and median computation time(s) of computing UIs using NHS
refsets as signatures by LETHE on SNOMED CT

Tool LETHE

|Σ∗ ∩ NC| No. of Sig
Success Rate (%) Med. Time of Forgetting

M⋆ MS M⊑ M⋆ MS M⊑

[0, 150] 110 92.73 100.00 100.00 1.29 1.11 0.96
[150, 300] 13 61.54 84.62 92.31 9.72 4.10 3.22

[300, 116 865] 42 14.29 26.20 28.61 3 600.00 3 600.00 3 600.00

period, the running time of the forgetting tool was taken to be one hour. Where the
success rate fell below 50%, the median computation time was therefore taken to be
one hour.

SNOMED CT - NHS refsets Tables 4.2, 4.3, and 4.4 show the success rates and
median computation times of computing UIs using the NHS refsets as signatures by

Table 4.4: Success rate and median computation time(s) of computing UIs using NHS
refsets as signatures by NUI on SNOMED CT

Tool NUI

|Σ∗ ∩ NC| No. of Sig
Success Rate (%) Med. Time of Forgetting

M⋆ MS M⊑ M⋆ MS M⊑

[0, 150] 110 97.27 99.09 100.00 0.01 0.01 0.01
[150, 300] 13 100.00 100.00 100.00 0.09 0.04 0.02

[300, 116 865] 42 61.90 78.57 84.62 59.05 20.84 16.10
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Table 4.5: Computation time (s) of UIs on different modules of NCIt by UI-FAME,
LETHE and NUI

Tool UI-FAME LETHE NUI

T M⋆ MS M⊑ M⋆ MS M⊑ M⋆ MS M⊑

Min. 0.12 0.13 0.13 0.62 0.61 0.56 0.03 0.01 0.02
Max. 3 600.00 3 600.00 0.98 31.68 24.39 1.97 0.14 0.08 0.04
Avg. 527.07 88.07 0.30 4.24 1.68 0.86 0.05 0.03 0.03
Med. 0.33 0.21 0.25 1.59 0.74 0.85 0.05 0.03 0.03
Succ.(%) 85.37 97.56 100.00 100.00 100.00 100.00 100.00 100.00 100.00

UI-FAME, LETHE and NUI, respectively. As shown from the results, while comput-
ing UIs on small signatures comprising less than 150 concept names, executing the
forgetting tools on precomputed minimal subsumption modules (M⊑) allowed for the
computation of UIs in less than an hour with a success rate6 of 100% or near 100% for
LETHE and NUI (Tables 4.3, and 4.4). Precomputing semantic modules (MS) is also
competitive for such small signatures, as it increased success rates to 100% for LETHE

(Table 4.3) and close to 100% for NUI (Table 4.4).

Due to the fast growing ontology modules for signatures having more than 300
concept names, success rates decreased dramatically with increasing signature size.
This impact is noticeable with UI-FAME and LETHE, and to a lesser extend for NUI.
When computing UIs based on minimal subsumption modules, UI-FAME’s success
rate slightly increased to 14.3% (Table 4.2). In comparison to UI-FAME, LETHE in-
creased success rates by 14.33% (Table 4.3). On the other hand, NUI increased success
rates substantially (84.62%) (Table 4.4).

NCIt Table 4.5 shows the computation times of forgetting for the UIs of the NCIt
ontology. Due to the fact that the NCIt ontology was 50% smaller and less complicated
than SNOMED CT (which incorporates nested existential restrictions), success rates
were generally greater than in the experiments of SNOMED CT. We found that for
all three types of modules, forgetting using LETHE was 100%. On the other hand,
UI-FAME performed less well.

In general, computing UIs from minimal subsumption modules (M⊑) was faster,
particularly for LETHE and UI-FAME. In the worst-case situation, the time required to
compute a UI using LETHE from the nested locality-based module (M⋆) was 7.30 sec-
onds longer than the time required to compute the UI from the semantic module (MS)

6If a tool terminated within 1 hour, we counted it as a successful run.
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and 29.71 seconds longer than the time required to compute the UI from the minimal
subusumption module. This does not appear to incur a significant computational bur-
den, and as can be seen, the success rates were 100%. On the other hand, computing
UIs using UI-FAME based on nested locality-based modules was significantly longer
and had lower success rates (85.37%).

4.4.5 Computation of Precision Rates

SNOMED CT - NHS refsets To compute precision rates for the three different mod-
ule types, we used the formula 4.1. The results indicate that the average precision rates
of nested modules (M⋆), semantic modules (MS), and minimal subsumption modules
(M⊑) were approximately 72%, 71%, and 78%, respectively.

In comparison, UIs have a precision rate of 100% (Definition 10), unless definers
appear in the results. Seven UIs determined from nested modules contained definer
concept names in the case of LETHE. This was also true for one of the semantic
modules and minimal subsumption modules. There were no such cases in the ERA
refset and NCIt evaluations, i.e., there were zero UIs with definer names.

As mentioned in Section 3.1.2, the appearance of definer concept names in the re-
sults returned by LETHE is due to the method it uses. The methods of both LETHE and
UI-FAME convert the axioms of the input ontology into normal forms before starting
the inference process that is used to compute UIs. Following the completion of the
forgetting process, both tools use additional computations in order to eliminate any
possible definer concept names from the results that may have been introduced as part
of the normalisation. If a definer name cannot be removed from the output, it is left
in the output. Definer concept names cannot be removed if they originate with forget-
ting symbols in cyclic dependencies. Thus, the presence of definer names may imply
cyclic axioms exist in the input ontology, where the presence of such definer names
aids in the preservation of cyclic relations’ entailments. In the case of UI-FAME, the
tool simply removes any axiom that contains definer names, resulting in UIs that are
under approximated.

NCIt The average precision rates for nested locality-based modules, semantic mod-
ules, and minimal subsumption modules were around 49%, 62%, and 85%, respec-
tively.
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Table 4.6: Computation time (s) of computing UIs from different modules of SNOMED

CT by FAME, LETHE and NUI using 14 signatures obtained as extensions of the ERA
refset

Tool UI-FAME LETHE NUI

T M⋆ MS M⊑ M⋆ MS M⊑ M⋆ MS M⊑

Min. 0.10 0.14 0.16 1.45 0.61 0.59 0.03 0.02 0.02
Max. 3 600.00 3 600.00 3 600.00 3 600.00 19.23 1.79 0.14 0.08 0.04
Avg. 2 880.04 960.21 480.23 1 870.11 2.50 0.99 0.05 0.04 0.03
Med. 3 600.00 0.22 0.20 2 194.69 1.24 0.88 0.05 0.04 0.03
Succ.(%) 21.42 78.57 92.86 50.00 100.00 100.00 100.00 100.00 100.00

4.4.6 Interpolation Signature Partitioning

SNOMED CT - ERA refset We computed the three different SNOMED CT mod-
ules for each of the 14 signatures. These modules, together with their associated gen-
erating signatures, were then used as input for the systems UI-FAME, LETHE, and
NUI, which were used to generate UIs. The times required to compute UIs are sum-
marised in Table 4.6 in terms of the minimal, maximal, average, and median timings
for all runs, including both successful and unsuccessful cases. The success rate was
computed using successful cases that finished within a one-hour time limit.

As shown in Table 4.6, precomputing semantic modules (MS) and minimal sub-
sumption modules (M⊑) significantly decreased computation time and thus boosted
the success rate of generating UIs for LETHE to 100%. In particular, with minimal
subsumption modules, LETHE computed UIs in less than 2 seconds for all signatures.
In the case of semantic modules, LETHE computed UIs for all signatures in less than
20 seconds. In comparison, nested locality-based modules (M⋆) dropped the success
rates to 50% with an average of 32 minutes for LETHE.

In the case of UI-FAME, the success rate was approximately 93% when computing
UIs using minimal subsumption modules and 79% when using semantic modules. As
we can see, computing UIs from nested-locality-based modules is not viable with UI-
FAME, as the success rate fell to 21.42%. On the other hand, the NUI tool successfully
computed UIs based on any of the three module notions in terms of computation time
and success rate.

We must bear in mind that finding minimal subsumption modules is more compu-
tationally expensive. The time required to compute the minimal subsumption modules
for the 14 signatures varied between 1 and 15.65 minutes, whereas semantic and nested
modules were computed in less than 5 seconds.
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Table 4.7: Sizes of UIs from different modules by UI-FAME, LETHE and NUI on the
NCIt ontology

Tool UI-FAME LETHE NUI

T M⋆ MS M⊑ M⋆ MS M⊑ M⋆ MS M⊑

Min. 0 0 0 0 0 0 0 0 0
Max. 210 231 232 95 95 93 101 101 103
Avg. 32.94 35.77 48.65 18.46 15.70 18.26 20.18 20.18 22.98
Med. 25.00 23.00 28.00 12.00 10.00 12.00 13.00 13.00 14.50

As mentioned, using semantic modules and minimal subsumption modules instead
boosts success rates to 100% for LETHE and NUI, and to about 79% (using semantic
modules) and 93% (using minimal subsumption modules) for UI-FAME, as indicated
in the final row of Table 4.6. This shows that the use of minimal subsumption mod-
ules and semantic modules enable the computation of UIs. This also illustrates that
forgetting tools have forgotten less symbols while computing UIs from minimal sub-
sumption modules or semantic modules, as opposed to nested modules, which require
a bigger number of symbols to be forgotten.

4.4.7 Size of Computed UIs

Table 4.7 shows the size of UIs computed using the workflow for cancer types drugs
signatures from the NCIt ontology. The results indicate that the sizes of the UIs com-
puted by NUI and LETHE were almost the same. However, UIs generated with UI-
FAME were 50% larger. This is because UIs computed by UI-FAME had axioms in nor-
malised forms, with a high probability of redundant axioms. By contrast, LETHE im-
proves the resulting UIs by eliminating tautological axioms and redundancies [Koo20].
This reduces the size of the UIs and improves their usability.

Additionally, we can see that the minimum size of UIs is zero, which indicates
that certain UIs generated for cancer types drugs signatures from the NCIt ontology
were empty. This could be due to the absence of relationships in the modified NCIt
ontology version used in our evaluation, in which a number of cyclic axioms and those
not expressed in EL were omitted.

As shown in Table 4.7, the results confirm that the size of UIs computed with
LETHE and NUI is similar regardless of module type, where a UI is computed for a
given interpolation signature.
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Table 4.8: Size of axioms expressed in ALC in SNOMED CT computed by UI-FAME

and LETHE in the NHS refset results

Tool UI-FAME LETHE

T M⋆ MS M⊑ M⋆ MS M⊑

Min. 1 1 2 1 1 1
Max. 71 174 428 18799 13201 9533
Avg. 11.78 23.72 47.96 696.12 484.63 308.77
Med. 4.00 8.00 14.50 28.00 48.50 37.00
|UIs with ALC| 18 9 24 43 46 71

4.4.8 Axioms Not in the Input Ontology’s Language

Given that the employed tools, LETHE and UI-FAME, are designed for the higher
expressive language ALC, while the input ontology language is in EL, we checked
whether the results contain axioms expressed in ALC. These axioms include additional
constructors that belong to ALC that are not expressible in EL including disjunction,
universal role restrictions, and negation. UIs created with NUI, on the other hand, did
not include such higher expressive constructors as its algorithm is designed to compute
UIs for ontologies expressed in EL.

SNOMED CT - NHS refsets Table 4.8 shows the number of axioms that are not
in the source language of the input ontology for the UIs computed by UI-FAME and
LETHE for SNOMED CT. The results indicate that the UIs generated using LETHE

appear to have the most axioms in the ALC fragment in all of the computed UIs for
the three module types. This may be due to the fact that LETHE provided a greater
number of UIs than UI-FAME did, increasing the likelihood of such axioms being
present in the UIs (see the last raw of Table 4.8). In the case of UIs computed using
UI-FAME, the number of axioms expressed in ALC are least for UIs computed from
nested locality-based modules. This could be because fewer UIs were computed in this
case. In general, for UIs computed using LETHE, the fewest axioms expressed in ALC
are in UIs based on minimal subsumption modules, whereas most emerge in UIs based
on nested locality-based modules. We attribute this to the increased number of axioms
that must be forgotten by LETHE from nested locality-based modules, given the larger
number of axioms in such modules.
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Table 4.9: No. of concept names in different modules of SNOMED CT

#sigNC
(M⋆) #sigNC

(MS) #sigNC
(M⊑)

Min. 7 6 6
Max. 319 172 95
Avg. 97.9 47.1 24.4
Med. 96.0 41.0 14.5

NCIt We only found one axiom expressed in ALC in one of the UIs of the NCIt
ontology computed using UI-FAME. The UI was based on both semantic modules and
minimal subsumption modules. However, all the UIs computed using LETHE based on
the three module types did not include ALC axioms.

4.5 Discussion

It was discovered that neither NUI, UI-FAME, nor LETHE were capable of computing
UIs for SNOMED CT and NCIt ontologies without precomputing ontology modules
in real-world signatures containing fewer than 35% of the ontology’s symbols.

Table 4.10: No. of role names in different modules of SNOMED CT
#sigNR

(M⋆) #sigNR
(MS) #sigNR

(M⊑)

Min. 0 0 0
Max. 17 15 8
Avg. 5.0 4.0 3.5
Med. 4.0 3.5 3.5

Table 4.11: No. of axioms in different modules of SNOMED CT
#M⋆ #MS #M⊑

Min. 6 2 2
Max. 304 158 64
Avg. 92.7 41.8 14.8
Med. 91.0 38.0 6.5

In the majority of failed cases of our evaluation with the NHS refsets of SNOMED
CT, where the signature contained more than 300 concept names, when computing
UIs based on any type of module, UI-FAME and LETHE did not end in an acceptable
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Table 4.12: No. of axioms in UIs of LETHE for modules in Table 4.11
#UI⋆ #UIS #UI⊑

Min. (2) 2 2
Max. (20) 40 42
Avg. (8.71) 10.43 10.14
Med. (7.0) 7.5 6.5

length of time, whilst NUI ran out of memory. The results demonstrate that computing
minimal subsumption (M⊑) and semantic modules (MS) in advance can significantly
accelerate the process of computing uniform interpolants, particularly for the tools
UI-FAME and LETHE.

When utilising the workflow, the results indicate that forgetting on a semantic mod-
ule should be attempted first because it was the quickest configuration for cases where
forgetting succeeds. Alternatively, forgetting on a minimal subsumption module could
be attempted, which may result in successful forgetting but may take longer to extract
overall, because of the overhead of computing the module.

The remainder of this section discusses why module extraction methods can aid in
optimising forgetting tools by examining the detailed statistics given in Tables 4.9–4.12
from the ERA refset experiments on computing UIs from SNOMED CT.

Smaller Module

According to Table 4.11, the size (number of axioms) of minimal subsumption modules
(M⊑) was on average 2 times smaller than that of semantic modules (MS) and 5 times
smaller than that of nested modules (M⋆) (even 13 times smaller than that of nested
modules according to the median value). The smaller the module, the greater the
likelihood that the forgetting tool will succeed to compute UIs.

Fewer Symbols to Forget

As shown in Table 4.9, the number of concept names occurring in minimal subsump-
tion modules (M⊑) was 53% and 25%, respectively, of those occurring in semantic
modules (MS) and nested modules (M⋆). Due to the fact that the interpolation sig-
natures were identical for all modules, forgetting symbols from minimal subsumption
modules and semantic modules required the fewest symbols to forget. Although for-
getting role names is more difficult than forgetting concept names, the average number
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of role names varied little across modules, as seen in Table 4.10. In general, com-
puting UIs on minimal subsumption modules was faster, particularly for LETHE and
UI-FAME.

Special Role ‘RoleGroup’

In SNOMED CT, a special role name called ‘RoleGroup’ is used to preserve proper
inferences and semantic meaning for complicated concept expressions involving, for
example, several sites and morphologies [SDMW02]. The existence of ‘RoleGroup’
implies the presence of nested existential restrictions. We discovered that the existence
of nested existential restrictions in the input ontology consumed lots of memory. This
coincides with our observations made in Section 4.3, where we found that if forgetting
symbols that occur as filler names for nested existential restrictions were added to the
interpolation signature, forgetting can be terminated within a reasonable amount of
time; otherwise, forgetting can take a long time to compute and may fail to terminate
in some cases.

Inspection indicated that semantic modules (MS), particularly minimal subsump-
tion modules (M⊑), included a far smaller number of axioms containing the role
‘RoleGroup’.

Size of UIs

Table 4.12 shows the sizes of LETHE’s UIs in the experiment with the ERA refset. The
bracketed numbers are computed only for successful cases. For semantic and minimal
subsumption modules the success rates were 100%. Additionally, we found that the
UIs computed were similar in size. This confirms our hypothesis that UIs computed
using any type of module are equal in size when the interpolation signature is the same.

4.6 Conclusion

Through our evaluation of the workflow, we discovered several limitations when com-
puting UIs against SNOMED CT and NCIt ontologies with real-world signatures (NHS
refsets and ERA-refset of SNOMED CT and Cancer drug names of NCIt). The first
limitation is the lengthy computation time required to compute UIs for SNOMED CT
and NCIt ontologies without precomputing ontology modules for real-world signatures
containing fewer than 35% of the ontology’s symbols. A second limitation relates to
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the language of the resulting uniform interpolants, which is highly dependent on the
forgetting tool used. If the target language of the method is ALC and the input on-
tology is stated in EL, the resulting UIs may not match the source language exactly;
instead, they will include expressive constructors that the method supports, such as
negation and universal role restrictions. A third limitation is that the created UIs may
contain new concept names (definer names) that are not part of the input ontology,
if such definer names are necessary to be retained. These definer names aid in the
preservation of the entailments of cyclic axioms.

Our evaluation showed that forgetting tools must forget fewer symbols when com-
puting UIs from minimal subsumption or semantic modules than when computing UIs
from nested locality-based modules, which require a greater amount of symbols to
be forgotten. This implies that forgetting from minimal subsumption modules or se-
mantic modules takes significantly less time than forgetting from nested locality-based
modules, as confirmed by our evaluation.

Through an empirical evaluation with MRI refset of SNOMED CT, we identified
instances in which forgetting becomes computationally difficult. This was accom-
plished by analysing the location of forgetting symbols in the axioms of the input
ontology. The results indicate that when forgetting symbols occur as filler names for
nested existential restrictions, the forgetting process takes a long time to terminate and
may fail in most cases.

We have discussed in Section 4.1 the issue of symbols selection for the purpose
of computing extracts using modularisation and uniform interpolation. We showed
using SNOMED CT examples that the resultant module or uniform interpolant is very
dependent on the behaviour of the method and the relationships between the symbols in
the input ontology. Even though it is well-known that SLBM generates large modules
for a small number of input symbols, we have seen that nested locality-based modules
of SLBM can generate empty modules when the specified input signatures are not
connected via subsumption relationships in the input ontology, as is typically the case
for symbols found in SNOMED CT reference sets.

We showed that modifying the input signature, either by extension or dividing it
into a smaller group of closely related terms, results in the development of more useful
UIs, as confirmed by one of the SNOMED CT terminologists.

We examined three forgetting tools in this chapter: NUI, UI-FAME, and LETHE. At
the time of the experiments, the forgetting tool described in [WDL+20], which works
with ELH ontologies had not yet been developed.



Chapter 5

Focus Set Subontologies

In this chapter, we introduce a notion of subontology based on the idea of a certain
normal form we call abstracted definitions, because SNOMED CT users are already
familiar with a variety of normal forms [Spa01, Har]. (Section 2.4.1 discusses the dif-
ferent normal forms used in the SNOMED CT community). Our abstracted definitions
follow the same format as the commonly used canonical form. Long canonical forms
explicitly state all possible constraints and defining characteristics of particular con-
cepts to facilitate implementation, recording, storage, and retrieval within SNOMED
CT. Such forms enable more precise inferred parent identification of concepts after
running a classifier, they simplify parent relationship maintenance, and improve the
accuracy and breadth of super and subconcepts [Ulr].

Different from modularisation and uniform interpolation, our notion of subontolo-
gies provides extracts that define the set of input symbols. We extract a subontology
that focuses exclusively on definitions and axioms associated with the input set of sym-
bols, resulting in more compact extracts. In a nutshell, the aim is to extract the defini-
tions and any necessary axioms for a collection of input symbols while preserving the
subsumption relations that relate to the extracted definitions’ symbols.

To illustrate the core principle of our notion of subontologies, we begin with a
broad example. Consider the ontology illustrated in Figure 5.1 (a), which is divided
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Figure 5.1: An illustration of generating a focus set subontology for the concept Bus
Driver

into two main concept hierarchies: Animals and Vehicles. Assume the ontology con-
sists of the following axioms:

Bus Driver ≡ Driver ⊓ ∃drives.Bus (5.1)

Driver ≡ Person ⊓ ∃drives.Vehicle (5.2)

Person ⊑ Animal (5.3)

Cat ⊑ Animal (5.4)

Dog ⊑ Animal (5.5)

Bus ⊑ Vehicle (5.6)

Car ⊑ Vehicle (5.7)

Van ⊑ Vehicle (5.8)
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Further, assume a user is interested in extracting a subontology for the focus con-
cept Bus Driver, we can see upward relationships connecting Bus Driver to the con-
cepts Animal and Vehicle as highlighted in Yellow in Figure 5.1 (b), and also repre-
sented by the axioms (5.1)–(5.3) and (5.6). If we wish to extract a subontology for
Bus Driver, we may need to include all of the concepts with which Bus Driver is con-
nected. However, we seek to abstract away concepts and axioms from the subontology
that have the same information as the focus concept. As can be seen in the ontology,
Driver in axiom (5.2) is defined in terms of concepts inherited by Bus Driver.

To ensure that the subontology contains all of the required conditions for a com-
plete definition of Bus Driver, the concept Bus Driver can be defined in terms of the
closest primitive concept that is upwardly connected to, which is the concept Person

as shown in Blue.

As a result, the resulting subontology depicted in Figure 5.1 (c) has the complete
definition of the focus concept of interest (Bus Driver), but not definitions of other
concepts. The resulting subontology contains the following axiom:

Bus Driver ≡ Person ⊓ ∃drives.Bus (5.9)

Figure 5.2 shows an example of an ELH biomedical terminology, adapted from
[CAH08]. The axioms α1 to α7 are concept definitions or concept inclusions of the
form A ≡ C or A ⊑ C, where A is the described concept. The example illustrates
concepts relating to disorders characterised by inflammation. This example will be
used throughout this chapter.

α1 : InflammatoryDisorder ≡ Disease ⊓ ∃involves.Inflammation,
α2 : LiverDisease ≡ Disease ⊓ ∃location.Liver,
α3 : Hepatitis2 ≡ LiverDisease ⊓ ∃involves.Inflammation,
α4 : ViralHepatitis1 ⊑ InflammatoryDisorder ⊓ ∃location.Liver,
α5 : ViralHepatitis2 ⊑ LiverDisease ⊓ ∃involves.Inflammation,
α6 : LargeLiver ⊑ LiverDisease ⊓ ∃location.EntireLiver,
α7 : EntireLiver ⊑ Liver

Figure 5.2: An example of a biomedical terminology

In the following sections we formally define our notion of subontology and study
its properties. In Section 5.1, we introduce the notion of upwardly abstracted defi-
nitions, on which the subontologies are based. The requirements that subontologies
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must meet, the algorithm to compute focus set subontologies, and the method’s prop-
erties are discussed in Section 5.2. In Section 5.3, we present two methods for ensur-
ing that the created subontologies satisfy the requirements. Section 5.4 compares our
notion of subontologies to the properties of related ontology extraction methods in-
cluding locality-based modularisation and uniform interpolation. Section 5.5, presents
an evaluation of the subontology generation method, which is divided into eight sub-
sections including a brief description of our implementation (Section 5.5.1), the used
tools (Section 5.5.2), the used data (Section 5.5.3), the conducted experiments (Sec-
tion 5.5.4), and the results of our experiments are included in Sections (5.5.5–5.5.8).
In Section 5.6, we discuss the main points we learned from the evaluation. Lastly, we
conclude in Section 5.7.

5.1 Upwardly Abstracted Definitions

Our notion of subontologies is based on the idea of a normal form called abstracted
definitions. Our abstracted definitions follow the same format as the commonly used
canonical form in SNOMED CT [Spa01, Har] (see Section 2.4.1 for a description of
the different normal forms in SNOMED CT).

To define abstracted definitions, we begin with the following fundamental defini-
tion, which refers to a concept’s status in an ontology as being defined or primitive.

Definition 13 (Defined and Primitive Concepts). Let O be an ontology, A a concept

name and C an EL-concept other than A. We say A is a defined concept name in O if

there is an axiom of the form A ≡ C in O. The axiom A ≡ C is then referred to as a

concept definition.

Otherwise, A is called a primitive concept name.

In a concept definition A ≡ C, the concept C represents the necessary and suffi-
cient conditions that define the concept name A. We refer to axioms of the form A ⊑ D

to as concept descriptions, in which the concept name A is described by the concept D.
The concept D represents the necessary (upward) condition that describes A.

Regardless as to whether a concept name A is defined or primitive, its abstracted
definition is intended to be expressed using its closest primitive ancestor(s) in the sub-
sumption hierarchy. Closest primitive ancestors are defined as follows.

Definition 14 (Closest Primitive Ancestor). Let O be an ontology, and suppose A is

a defined or a primitive concept name in O and P is a primitive concept name in O.
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We say that P is a closest primitive ancestor to A in O if O |= A ⊑ P and there does

not exist a primitive concept name Z in O (other than P or A) such that O |= A ⊑ Z

and O |= Z ⊑ P . The conjunction of closest primitive ancestors to A will be denoted

by P⊓
A.

We define abstracted definitions as follows.

Definition 15 (Upwardly Abstracted Definition). Let O be an ontology, and A a con-

cept name in O. An upwardly abstracted definition of A is:

1. A ≡ P⊓
A ⊓ E⊓

A when A is a defined concept name in O,

2. A ⊑ P⊓
A ⊓ E⊓

A when A is a primitive concept name in O,

where P⊓
A is a conjunction of the closest primitive ancestors to A, while E⊓

A is a con-

junction of inferred existential restrictions (of the form ∃r.C) such that O |= A ≡
P⊓

A ⊓ E⊓
A (O |= A ⊑ P⊓

A ⊓ E⊓
A), respectively and sig(P⊓

A ⊓ E⊓
A) ⊆ sig(O).

In Definition 15, we use the term abstracted definitions not only in the case 1
where A is equivalent to P⊓

A ⊓ E⊓
A, but also the case 2 where P⊓

A ⊓ E⊓
A is only a nec-

essary condition for A. Abstracted definitions for primitive concept descriptions are
distinct from conventional definitions (where the concept is defined sufficiently by nec-
essary and sufficient conditions A ≡ C). The word definition in the phrase abstracted

definition thus has a wider interpretation. It refers to the normal form defined in Defi-
nition 15.

Example 7. Consider the ontology

O = {A ≡ D ⊓ ∃r.C1,

D ≡ P ⊓ ∃r.C2,

P ⊑ ∃r.C3}

An upwardly abstracted definition of A is A ≡ P ⊓ ∃r.C1 ⊓ ∃r.C2 ⊓ ∃r.C3 in

which P is the closest primitive concept above A in the subsumption hierarchy.

As mentioned in Section 2.4.1, different equivalent logical forms of SNOMED CT
concept definitions are discussed in [Spa01]. Two distinct forms of proximal primitive
modelling is mentioned there: first, a short canonical form in which only the existential
restrictions that distinguish the concept from its closest primitive ancestors are listed.
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For instance, in Example 7, the short canonical form of A is A ≡ P ⊓ ∃r.C1 ⊓ ∃r.C2.
The second is the long canonical form, which lists all inferred existential restrictions.
The long canonical form can be viewed as including all defining characteristics of the
concept A [Spa01]. In Example 7, the long canonical form of A is A ≡ P ⊓ ∃r.C1 ⊓
∃r.C2 ⊓ ∃r.C3. The concept ∃r.C3 is logically superfluous in the definition of A

because it is subsumed by the concept P . However, it is advantageous to include for
the benefit of modellers, because it obviates the need to check the definitions of the
parent concepts for possible further existential restrictions of A (in this case the parent
concept P ).

As mentioned in [Spa01], there are several equivalent logical representations, for a
given concept definition (or description). From any of these representations the same
(short or long) long canonical form can be derived. This makes canonical forms useful
for comparing concept definitions for analytical or debugging reasons. Long canonical
forms are particularly useful as they include all of the concept’s defining characteris-
tics, allowing concept descriptions to be easily compared. For instance, producing the
long canonical forms of the concepts ViralHepatitis1 and ViralHepatitis2 in Figure 5.2
results in an identical description for both concepts:

ViralHepatitis1 ⊑ Disease ⊓ ∃involves.Inflammation ⊓ ∃location.Liver,

ViralHepatitis2 ⊑ Disease ⊓ ∃involves.Inflammation ⊓ ∃location.Liver

Both short and long canonical forms satisfy the conditions of Definition 15, and
are therefore abstracted definitions. This illustrates that abstracted definitions are not
unique. The following example illustrates that abstracted definitions may also be
weaker than original definitions when O is an ontology rather than a terminology.

Example 8. Let O = {α1, α2, α3}, where

α1 : A ≡ D ⊓ ∃r.C,

α2 : D ≡ P ⊓ ∃r.C,

α3 : A ⊑ P2.

We notice that both ab1: A ≡ P ⊓ ∃r.C and ab2: A ≡ P ⊓ P2 ⊓ ∃r.C are en-

tailed by O and are in fact abstracted definitions of A. Let’s consider the ontologies

O1 = {ab1, α2, α3} and O2 = {ab2, α2, α3} in which the original definition α1 of A is

respectively replaced by ab1 and ab2. We observe that O ≡ O1 but O ̸≡ O2 because
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O2 ̸|= O as O2 ̸|= α1 since ab2 is weaker than α1.

To prove the claim O ≡ O1, we break the ≡ relation into the two entailment

directions O |= O1 and O1 |= O.

1. Claim: O |= O1 and O1 |= O:

Proof:

1 a. O |= O1. This follows if we can show that every α ∈ O1 is entailed by O.

Clearly O |= α2 and O |= α3 since α2 and α3 both belong to O. O |= ab1 since

A ≡ D ⊓ ∃r.C ≡ P ⊓ ∃r.C ⊓ ∃r.C in O by equivalent replacement of D by its

definition P ⊓ ∃r.C. Simplifying this shows O |= ab1.

1 b. O1 |= O. The easy cases are again the common axioms α2 and α3. We need

to show that O1 |= α1:A ≡ D ⊓ ∃r.C. Note that O1 |= ab1:A ≡ P ⊓ ∃r.C
since P ⊓ ∃r.C ≡ P ⊓ ∃r.C ⊓ ∃r.C and using α2:D ≡ P ⊓ ∃r.C by equivalent

replacement gives O1 |= α1.

To prove the claim O ̸≡ O2, we show that O |= O2 but O2 ̸|= O.

2. Claim: O |= O2 but O2 ̸|= O
Proof:

2 a. O |= O2. This follows if we show that every α ∈ O2 is entailed by O2. O |= α2

and O |= α3 since α2 and α3 both belong to O. To prove that O |= ab2 we begin

by proving the left to right direction:

A ⊑ D ⊓ ∃r.C from α1:A ≡ D ⊓ ∃r.C we have that

A ⊑ P ⊓ ∃r.C ⊓ ∃r.C (by equivalent replacement) using α2: D ≡ P ⊓ ∃r.C
A ⊑ P ⊓ ∃r.C (by simplification) since ∃r.C ⊓ ∃r.C ≡ ∃r.C
A ⊑ P ⊓ P2 ⊓ ∃r.C using α3: A ⊑ P2 (since in general X ⊑ Y2 implies

X ⊑ Y1 ⊓ Y2)

Proving the right to left direction and starting with D ⊓ ∃r.C ⊑ A from α

P ⊓ ∃r.C ⊓ ∃r.C ⊑ A (by equivalent replacement) using α2: D ≡ P ⊓ ∃r.C
P ⊓ ∃r.C ⊑ A (by simplification)

P ⊓ P2 ⊓ ∃r.C ⊑ A (by conjunction introduction in RHS of A)

From the conclusion of both directions, we can see that O |= ab2.

2 b. However, the opposite direction does not hold, i.e. O2 ̸|= O. To show this, it

suffices to give an axiom in O that is not entailed by O2. We show O2 ̸|= α1 by

showing O2 ̸|= D ⊓ ∃r.C ⊑ A.

This can be proved by contradiction. If O2 |= D ⊓ ∃r.C ⊑ A then O2 together
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with the negation of D ⊓ ∃r.C ⊑ A is unsatisfiable

ab2 :A ≡ P ⊓ P2 ⊓ ∃r.C
α2 :D ≡ P ⊓ ∃r.C
α3 :A ⊑ P2

Negating D ⊓ ∃r.C ⊑ A gives us:

(¬A)(a), D(a), ∃r.C(a), where a is a fresh constant

From (¬A)(a) and ab2 (⊒-direction) we derive:

(¬P ⊔ ¬P2 ⊔ ¬∃r.C)(a)

By splitting we can derive: (¬P2)(a)

No more inferences are possible on this branch, therefore

O2 ∪ {(¬A)(a), D(a), ∃r.C(a)} is satisfiable. This proves O2 ̸|= D⊓∃r.C ⊑ A

and therefore the claim.

The abstracted definition of A in O computed by our algorithm presented in Sec-
tion 5.2.2 is the second case (ab2) as part of its computation of all ancestor concepts
that subsume A. As seen in the example, this definition is weaker than the original
definition.

The following definition is used to determine the logical strength of an abstracted
definition in the case that the generated abstracted definition is weaker than the original
definition.

Definition 16 (Weaker Abstracted Definition). Let O be an ontology, A ≡ C be a

definition in O, and A ≡ D is an abstracted definition of A where A is a defined

concept name and C and D are EL-concepts. A ≡ D is said to be a weaker abstracted
definition than A ≡ C in O

if O |= {A ≡ D} but O\{A ≡ C} ∪ {A ≡ D} ̸|= {A ≡ C}.

5.2 Computing Subontologies

5.2.1 Requirements

Our aim is to compute for a given set of symbols a domain-specific subontology from
a source ontology that satisfies the following requirements:

1. The subontology must capture the meaning of the concepts of focus, using when-
ever possible abstracted definitions in long canonical form.
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Algorithm 10 SubontologyExtraction(O, ΣF )
Input: Ontology O, Focus set ΣF

Output: Subontology S

1: S := ∅, Σ+ := ΣF .
2: Od :=AddDefiners(O)
3: H := Classify(Od)
4: for A ∈ ΣF do
5: if A is a defined concept name in Od then
6: A ≡ P⊓

A ⊓ E⊓
A := AbstractedDefinitionExtraction(A, Od, H, TRUE)

7: else A ⊑ P⊓
A ⊓ E⊓

A := AbstractedDefinitionExtraction(A, Od, H, FALSE)
8: S := S ∪ {A ≡ (⊑) P⊓

A ⊓ E⊓
A}

9: Σ+ := Σ+∪ sig(A ≡ (⊑) P⊓
A ⊓ E⊓

A)
10: S := S ∪ ComputeAdditionalAxioms(Σ+, H, Od)

2. The transitive closure of concept name subsumption of the subontology is a re-
striction of the original ontology’s transitive closure of concept name subsump-
tion over the signature of the subontology.

3. The subontology must capture the role inclusion axiom when the symbol of fo-
cus is a role name.

These requirements were established with a leading terminologist at SNOMED Inter-
national. The first requirement states that the definitions of the concepts of interest in
the subontology should have the same meaning as their definitions in the original on-
tology in the form of an abstracted definition. We refer to such concepts of interest as
the focus concepts. The second requirement asserts that when we classify the resulting
subontology, we obtain a correct concept hierarchy that is a restriction on the concept
hierarchy of the original ontology over the signature of the subontology.

5.2.2 Algorithm

Our method to compute subontologies is presented in Algorithm 10. The algorithm
takes as input an ontology O and a focus set ΣF of concept and role names. The
output is a subontology of abstracted definitions of the focus concepts in ΣF that also
captures the subsumption relationships among concept and roles names. The first step
of the algorithm initialises the output S, and Σ+ is set to ΣF .

Line 2 introduces fresh concept names denoted as definer names for each existen-
tial restriction in the input ontology. The strategy of introducing fresh definer names
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Algorithm 11 AbstractedDefinitionExtraction(A, Od, H, isDefinedConcept)
Input: The concept to define A, ontology with definers Od, concept hierarchy H,
defined concept checker isDefinedConcept
Output: The abstracted definition of A

1: ↑ A := ComputeAncestorsOfA(A, H)
2: P ′

A := GetPrimitiveAncestors(↑ A, Od)
3: D′

EA := GetDefinerNames(↑ A, Od)
4: P⊓

A := RemoveRedundantConcepts(P ′
A, H)

5: DEA := RemoveRedundantConcepts(D′
EA , H)

6: E⊓
A := ReplaceDefinersWithExistentialRestrictions(DEA)

7: if isDefinedConcept then
8: return A ≡ P⊓

A ⊓ E⊓
A

9: else return A ⊑ P⊓
A ⊓ E⊓

A

Algorithm 12 AddDefiners(O)
Input: Ontology O
Output: Ontology with definers Od

1: Mapper.(Key, ∃ri.Bi) := ∅, EO := ∅
2: Od := O
3: EO := GetExistentialRestrictions(O)
4: for ∃ri.Bi ∈ EO do
5: Mapper.Put(Di, ∃ri.Bi)
6: Od := Od ∪ {Di ≡ ∃ri.Bi}
7: Return Od

to make inference rules applicable to the ontology under processing has been done
by many authors in the literature [Koo15, Nik12, Zha18]. In our algorithm, these de-
finer names are introduced for every existential restriction of the form ∃ri.Bi where
r is a role name and B is a concept name, by adding an equivalent axiom that states
that a definer name is equivalent to an existential restriction as Algorithm 12 shows,
which returns the ontology Od. This strategy allows us to leverage the ELK reasoner’s
inference capabilities to eliminate redundant existential restrictions via the computed
concept hierarchy of Od.

In Line 3, we classify the ontology Od using ELK, where Od is the ontology after
introducing the definer names, to obtain the concept hierarchy H.

Computing an abstracted definition for a focus concept A ∈ ΣF is done using
the method AbstractedDefinitionExtraction presented in Algorithm 11. The method
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Algorithm 13 ReplaceDefinersWithExistentialRestrictions(DEA)
Input: Definer names DEA
Output: Existential restrictions EA

1: E⊓
A := ∅

2: for Di ∈ DEA do
3: E⊓

A := E⊓
A∪ Mapper.get(Di)

4: Return E⊓
A

starts with computing the ancestors (↑ A) of A in the concept hierarchy H. The ances-
tors set ↑ A of A is the set of all upward conditions of the focus concept A.

The function GetPrimitiveAncestors in Line 2 filters the set of ancestors by check-
ing their status in Od, whether they are defined or primitive concept names, to compute
only the primitive concept ancestors, denoted by P ′

A.

In Line 3, the function GetDefinerNames collects the set of definer names from
the ancestors set and adds them to the set D′

EA .

From the set of primitive concepts P ′
A, the function RemoveRedundantCon-

cepts in Line 4 computes the closest primitive ancestors P⊓
A by removing redundant

primitive concepts. In order to compute the most specific existential restrictions, we re-
duce the set of definer names D′

EA by removing redundant concepts using the function
RemoveRedundantConcepts. These redundant concepts are removed according to
the general rule C ⊓ D ≡ C ⇔ C ⊑ D, which states that D is redundant when
it is a sibling of C and subsumes C. The function RemoveRedundantConcepts re-
moves redundant concepts using the concept hierarchy H, by determining whether two
concept names subsume each other in the concept hierarchy H in a given set (P ′

A or
D′

EA).

As seen in Lines 4 and 5 of Algorithm 11, we delete redundant concepts in two
steps: one for the primitive concepts P ′

A (Line 4) and another for the set of definer
names D′

EA (Line 5). This is done to produce an abstracted definition in long canonical
form, which allows for possible redundant existential restrictions that is subsumed by
a concept name in the same definition, as seen in Example 7.

In Line 6, we replace the introduced definer names with the existential restrictions
using the function ReplaceDefinersWithExistentialRestrictions presented in Algo-
rithm 13. The last step of Algorithm 11 returns the abstracted definition of A as either
A ≡ P⊓

A ⊓ E⊓
A or A ⊑ P⊓

A ⊓ E⊓
A depending on whether A is a defined or a primitive

concept name in the input ontology.
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Line 9 of Algorithm 10 adds the signature (the concept and role names) of the gen-
erated abstracted definition to the set Σ+. Line 10 returns the subontology S after using
the function ComputeAdditionalAxioms to add extra axioms to complete the concept
hierarchy of the subontology. This is performed by looking for possible subsumption
relations between concept and role names in the set Σ+. For example, the axiom α3 in
Figure 5.3 below is an additional axiom that is required for the subontology concept
hierarchy to be complete.

Notably, we also compute inclusion axioms of the type A ⊑ ∃r.B, where A is sub-
sumed by an existential restriction, as long as the signature of the existential restriction
is included in the signature set Σ+. The computation of such axioms is done by looking
in the concept hierarchy H for a definer name that A is subsumed by.

Then, we replace the definer name for the existential restriction that it defines using
Algorithm 13.

In terms of dealing with input ontologies that allow the presence of cyclic axioms,
this is reliant on the types of cycles present. If the input ontology contains cyclic exis-
tential axioms of the form A ≡ D ⊓ ∃r.A, then these axioms do not pose an issue for
our method to derive an abstracted definition for the concept A. This is because during
the computation of abstracted definitions, our method does not require the replacement
of defined concepts by the closest primitive ancestors where such defined concepts ex-
ist as filler names of existential restrictions. Moreover, the ELK reasoner can handle
ontologies with cyclic axioms [KKS12a], and our algorithm relies primarily on ELK
to compute abstracted definitions.

If cycles of the following form exist in an ontology O:

A ≡ D ⊓ ∃r.B1,

D ≡ A ⊓ ∃r.B2,

and we assume that we want extract a subontology for the focus concept A, then, our
method derives the axiom α: A ≡ ∃r.B1 ⊓ ∃r.B2 which is incorrect. The definition α

is in this form because of the step that filters the set of ancestors based on whether
they are defined or primitive concept names in O to get only the primitive concepts
ancestors (Line 2 of Algorithm 11), where such primitive concept names do not appear
in this ontology.
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5.2.3 Theoretical Properties

Our method abstracts the definitions based on the closest primitive ancestors in order
to include in the resulting subontology only what is truly necessary. For example, if
a user is interested in computing a subontology using the ontology in Figure 5.2 for
the focus set concepts A1:Hepatitis2 and A2:LargeLiver, then applying Algorithm 10
for A1 and A2 results in the subontology shown in Figure 5.3. It includes abstracted
definitions of A1 and A2, where the concept A3:LiverDisease occurring in the original
definitions of A1 and A2 has been abstracted away. The use of A3 would require the
inclusion of its definition and increase the size of the desired subontology without
adding additional meaning. This is because the information carried by A3 is inherited
by A1 and A2, and thus, the definition of A3 is superfluous for the focus set {A1, A2}
of interest to the user.

We refer to the extra symbols occurring in the signature of the generated focus
set definitions as the supporting symbols (concept and role names). For example, the
concept EntireLiver occurring in the definition of LargeLiver is a supporting concept.

α1 : Hepatitis2 ≡ Disease ⊓ ∃involves.Inflammation ⊓ ∃location.Liver

α2 : LargeLiver ⊑ Disease ⊓ ∃location.EntireLiver

α3 : EntireLiver ⊑ Liver

Figure 5.3: The subontology for focus concepts A1:Hepatitis2 and A2:LargeLiver

We define a subontology for a given set ΣF of focus symbols as follows.

Definition 17 (Focus Set Subontology). Let O be an ELH ontology and ΣF the focus

set of concept and role names. S is a focus set subontology of O for ΣF if the following

conditions are satisfied:

• ΣF ⊆ sig(S);

• for every ELH-axiom α where sig(α) ⊆ sig(S) we have:

1. If S |= α then O |= α, and

2. if α is of the form A ⊑ B, then we have S |= α when O |= α where A

and B are concept names.

A subontology S can be partitioned into two main sets of axioms, the focus set

axioms and the supporting set axioms.
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Definition 18 (Focus Set Axioms). Let S be a focus set subontology for the focus

set ΣF . Axioms of the form A ⊑ C, A ≡ C, or r ⊑ s in S are focus set axioms
where A is a focus concept, and r is a focus role in ΣF and C is an EL-concept. The

set of focus set axioms in S is denoted by AXΣF
.

We define the set ΣS of supporting symbols in the subontology S as follows.

Definition 19 (Supporting Set ΣS). Let S be a focus set subontology for the focus

set ΣF . The set of supporting symbols of S is defined as ΣS = sig(S) \ΣF .

Definition 20 (Supporting Set Axioms). Let S be a focus set subontology for the focus

set ΣF , ΣS is the supporting symbol set of S and AXΣF
is the focus set axioms in S .

Axioms of the form B ⊑ C or t ⊑ s in S are supporting set axioms in which B is a

supporting concept name in ΣS , t is a supporting role in ΣS , C is an EL-concept, and

sig(C) ⊆ sig(AXΣF
). The set of supporting set axioms will be denoted by AXΣS

.

Depending on the input ontology, our algorithm generates two types of subontolo-
gies: focus set subontologies, which may contain weaker abstracted definitions (cf. ab2
in O2 in Example 8), and equivalent focus set subontologies, which contain abstracted
definitions that are equivalent to their original definitions in O for all concepts in the
focus set ΣF (cf. ab1 in O1 in Example 8). We define a subontology that contains
equivalent focus set abstracted definitions for all focus concepts in ΣF as follows.

Definition 21 (Equivalent Focus Set Subontology). Let O be an ELH terminology, and

S a focus set subontology of O for ΣF . S is an equivalent focus set subontology that

satisfies the following condition for each abstracted definition α′ ∈ S for a concept

name A ∈ ΣF and its original definition α ∈ O:

O |= α′ and O\{α} ∪ {α′} |= α.

Focus set axioms AXΣF
in an equivalent focus set subontology satisfy both condi-

tions in Definition 17, because for focus set axioms we have, O |= α iff S |= α where
α ∈ AXΣF

.

The following theorem establishes when our method can be used to obtain an
equivalent focus set subontology.

Theorem 22. For any acyclic ELH terminology, and a focus set ΣF ⊆ sig(O), our

method returns equivalent focus set subontologies, i.e., the condition in Definition 21

is satisfied.



124 CHAPTER 5. FOCUS SET SUBONTOLOGIES

Proof. Given that the input ontology to our method is an acyclic ELH terminology,
where each concept name A has at most one concept definition, our algorithm can
be seen to compute abstracted definitions via the notion of unfolding [BHLS17]. Us-
ing unfolding, defined concept names in the right hand side of the definition of A are
replaced one by one with their definitions, which comprise a conjunction of primi-
tive concept names and a conjunction of existential restrictions. This implies that our
method returns equivalent focus set subontologies.

The following property shows that our method produces subontologies that pre-
serve the concept hierarchy over the focus and supporting concepts.

Property 1. Let O be an ELH ontology, and suppose S has been extracted by our

method from O for a focus set ΣF then O |= HS , where HS is the concept hierarchy

of the subontology S.

Proof. We first show that (i) O |= S, and then conclude that (ii) O |= HS . (i) From
Definition 17, O |= α if S |= α for all α ∈ S. This means that O |= S. (ii) Since HS is
the subsumption hierarchy of concept names in S, then S |= HS . By (i) and transitivity
of entailment it follows that O |= HS .

Through Property 1, we meet the second requirement for focus set subontologies,
which is to generate a subontology where its concept hierarchy is restricted to the origi-
nal ontology’s transitive closure of concept name subsumption over the signature of the
subontology. Notably, this property holds whether O is an ontology or a terminology.

To allow us quantify the benefits of abstracting focus concept definitions in terms
of possibly eliminating superfluous concepts from the resulting extract, we define the
interval of concepts between a focus concept name A (in ΣF ) and its closest primitive
ancestors P⊓

A in O.
An interval [A,B] in sigC(H) is the set of concept names Z such that O |= A ⊑

Z ⊑ B and contains both A and B. The open interval (A,B) is the set of concepts Z
in sigC(H) satisfying O |= A ⊏ Z ⊏ B. The set X of all concept names that subsume
a concept name A in sigC(H) is the ancestor set of A, denoted by ↑A, while the set Y
of all concept names that are subsumed by A in H is the descendant set of A, denoted
by ↓A.

Definition 23 (The (A,P⊓
A)-interval). Assume O is an ELH-terminology, H is the

concept hierarchy of O, A is a concept name in the focus set ΣF in sig(O), and P⊓
A is

the set of closest primitive ancestor(s) of A in O. The open interval (A,P⊓
A) is the set
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of concept names D that occur between A and P⊓
A in H satisfying O |= A ⊏ D ⊏ P

for some primitive concept name P ∈ P⊓
A.

Intuitively, the interval (A,P⊓
A) is defined as the set of concepts D shared among

A’s ancestors (↑A) and P⊓
A’s descendants (↓P⊓

A) in the concept hierarchy H.

We note that all concepts D in (A,P⊓
A) are defined concept names since they oc-

cur on the right hand sides of definitions of focus concept names. For example, the
concept LiverDisease in Figure 5.2 is a defined concept name that occurs in the open
interval between the focus concept Hepatitis2 and its closest primitive ancestor Dis-

ease.

Concepts in the interval set might occur in the subontology if they are supporting
concepts for other focus set axioms. The interval set does not include symbols on the
right-hand side of the definitions of the interval set’s concepts.

We define the open interval between a focus set ΣF and the closest primitive an-
cestors P⊓

ΣF
to the focus concepts in ΣF as follows.

Definition 24 (The (ΣF ,P⊓
ΣF

)-interval). Assume O is an ELH-terminology, H is the

concept hierarchy of O and ΣF is a focus set. Recall, P⊓
A denotes the conjunction of

closest primitive ancestors to the concept name A in O. By (ΣF ,P⊓
ΣF

) we denote the

set of concept names D such that D ∈ (A,P⊓
A), for some A ∈ ΣF .

The following property states that an abstracted definition of a concept name A

in ΣF inherits all the information that occurs in the definitions of concepts in the open
interval (A,P⊓

A).

Property 2. Let O be an ELH acyclic terminology and S is an equivalent focus set

subontology extracted from O for focus concept names in ΣF , then, a focus concept

name A ∈ ΣF inherits all of the necessary (and sufficient) conditions of definitions of

concepts in (A,P⊓
A).

Proof. From Definition 23, the focus concept A is connected upwardly to concepts in
the interval set (A,P⊓

A) via a chain of concept inclusions until it reaches the closest
primitive ancestor concepts P⊓

A in the concept hierarchy H. Via transitivity of the sub-
sumption relation, A inherits all of the necessary (and sufficient) conditions of concepts
in the open interval between A and its closest primitive ancestors P⊓

A (A,P⊓
A).

This property holds when the input ontology is an acyclic terminology as there is
at most one definition for each concept name in O. Thus, any defined concept name D
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in (A,P⊓
A) does not carry information other than what A inherits through definition

expansion. The definitions of concepts found in the interval (A,P⊓
A) are therefore

redundant. Therefore, incorporating the abstracted definitions of focus concepts is
sufficient to capture the complete semantics of focus concepts.

As already said earlier, some concepts in the interval may belong to the subon-
tology’s signature as supporting concepts for the definitions (or descriptions) of focus
concepts.

5.3 Verifying Subontologies

In this section, we outline two techniques to verify that the computed subontologies
comply with the requirements stated in Section 5.2.1. Although we demonstrated the-
oretically that the second requirement of the focus set subontologies should be met
according to our definition and algorithm (see Property 1), we wanted to have this em-
pirically verified in order to validate the implementation. As stated in Property 1, this
property holds even if the input ontology is not a terminology.

Verification of the first requirement. The first requirement of our method states that
the definitions of focus set concepts in the subontology must be equivalent to those in
the original ontology. Theorem 22 tells us this is true when the input ontology to our
method is a terminology. However, if the input ontology is not a terminology, then the
computed focus set abstracted definitions can be weaker than the original definitions.
Weaker abstracted definitions occur when the input focus concept A has more than one
axiom in the input ontology, where the computation of the abstracted definition for A
in O condenses all of A’s axioms into a single definition (see our earlier Example 8).

Recall, the definition of UI-witness of an ontology w.r.t another ontology in Defini-
tion 12 in Section 3.2.1. When the input ontology to our method is not a terminology,
then we can verify whether an abstracted definition α′ ∈ S for a focus concept A is
equivalent to its original definition α ∈ O if the UI-based semantic difference between
O and S for {A} is empty.

Moreover, this verification allows us measure the degree of incompleteness of the
focus set definitions in a subontology by counting how many focus set axioms in the
original ontology are not entailed by the computed subontology.

We define the set of focus set witnesses between a subontology S and an ontol-
ogy O as follows.
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Definition 25 (Focus Concept Witness in the Original Ontology). Let O be an on-

tology and S a subontology extracted from O for a focus set ΣF . Suppose A is a

focus concept name in ΣF and α is a UI-witness of a difference in O w.r.t S (i.e.,

α ∈ UI-Diff(S,O)). If α contains A, then α is focus concept witness in O.

All such focus concept witnesses will be denoted by UI-DiffΣF
(S, O).

Note that all such witnesses are axioms of the form C ⊑ A representing the down-
ward direction of the definition of the focus concept A. There are no focus concept
witnesses of the form A ⊑ C in the original ontology, as the subontology generation
method (Algorithm 10) captures all the upward conditions associated with an input
focus concept A in the original ontology O.

We use the UI-based semantic difference in our evaluation of the focus set def-
initions in the focus set subontologies generated from the Gene ontology (see Sec-
tion 5.5.5).

Verification of the second requirement. The second requirement of our method
states that the concept hierarchy of a computed subontology is a restriction of the
concept hierarchy of the original ontology over the signature of the subontology. Al-
gorithm 14 is designed to verify this requirement.

The algorithm starts by initialising three sets: HS denoting the concept hierarchy
of the subontology S, TCO denoting the transitive closure of the original ontology O
restricted to the signature of the subontology, and TCS denoting the transitive closure
of the subontology S. Lines 2 and 3 of the algorithm classify the subontology S and the
original ontology O by calling the ELK reasoner to obtain HS and HO, respectively.
Line 4 computes the set sigC(HS) of concept names that occur in HS .

Lines 6–10 detail the steps of computing the transitive closure of the original on-
tology that is constrained to the signature of the subontology, while Lines 11–14 com-
putes the transitive closure of the subontology.

The loop in Lines 5–10 iterates through every concept name A in sigC(HS). In Line
6, The function ComputeAncestorsOfA computes the ancestors of the concept A
from the hierarchy of the original ontology HO to get the set ↑AO.

From Line 7 to Line 10 an iteration over the concepts in ↑AO begins. This is done
in order to compute axioms α of the form A ⊑ AncestorO, where A is the current
concept in the iteration of concepts in sigC(HS) and AncestorO is the current concept
in the iteration of concepts in ↑AO. In Line 8, we check if the signature of the axiom α

is in sigC(HS). If this is the case, then the axiom α is added to the set TCO (Line 10).
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Algorithm 14 IsConceptHierarchyVerified(S, O)
Input: Original ontology O, Subontology S
Output: IsVerified

1: HS := ∅, TCO := ∅, TCS := ∅.
2: HS := Classify(S)
3: HO := Classify(O)
4: sigC(HS) := GetTheConceptSignature(HS)
5: for A ∈ sigC(HS) do
6: ↑AO := ComputeAncestorsOfA(A, HO)
7: for AncestorO ∈↑AO do
8: Compute α : A ⊑ AncestorO
9: if sigC(α) ∈ sigC(HS) then

10: TCO := TCO ∪ {α}
11: ↑AS = ComputeAncestorsOfA(A,HS)
12: for AncestorS ∈↑AS do
13: Compute β : A ⊑ AncestorS
14: TCS := TCS ∪ {β}
15: if TCO = TCS then
16: return IsVerified := TRUE

After the iteration through the concepts in ↑AO ends, the set TCO is computed.

In Line 11, we compute the ancestors set of A using the subontology hierarchy HS

to obtain ↑AS . Then, we go through every ancestor concept in ↑AS to compute the
axiom β: A ⊑ AncestorS to add it to the set of the transitive closure of the subon-
tology TCS . Following the completion of the iteration over the concepts in ↑AS , the
set TCS is computed.

Lastly, we check if both sets TCO and TCS are equal. If this is the case, then the
algorithm returns TRUE.

For subontologies computed in our evaluation (Section 5.5), Algorithm 14 was
used to test all generated subontologies. All passed, i.e., the algorithm returned TRUE
for the variable IsVerified.

This means that the generated subontologies satisfy the method’s second require-
ment, which states that the concept hierarchy of the subontology is a restriction of the
concept hierarchy of the original ontology over the signature of the subontology.
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5.4 Related Ontology Extraction Methods

This section summarises the key difference points between our method and some of
the related methods discussed in Chapter 3, namely the SLBM and the uniform inter-
polation methods.

Table 5.1 presents a summary of the comparison.

Table 5.1: A summary of the key points about the three different methods

Aspect Focus set subontolo-
gies

Syntactic locality-
based modules

Uniform interpolants

Solved
problem

Extracts an ontology to
define input focus sym-
bols in ΣF

Returns all axioms rel-
evant to the meaning of
a given set of concepts
and roles

Extracts an ontology
expressed over the set
of input symbols

Axiom
structure

Abstracted definitions
and concept inclusions

Subset of original on-
tology O

Rewritten axioms and
might contain definer
names

Extract
size

Limited by number of
focus set AXΣF

and
supporting set AXΣS

axioms

Modules can be very
large, maximally as
large as O

Can be triple exponen-
tial in the size of O

Computation
time

Polynomial in the size
of the input ontology
and focus set

Polynomial in the size
of the input ontology
[VKP+13]

2ExpTime-complete
for ALC [LW11] and
ExpTime-complete
for EL ontolo-
gies [LSW12]

Table 5.1 summarises the difference points between our method to generate focus
set subontologies, SLBM and uniform interpolation. We make comparisons between
the three module notions on the basis of four distinct aspects. The first aspect clarifies
what problem the method is attempting to solve by examining the type of extract gen-
erated by an ontology extraction method. The second aspect establishes whether the
ontology extraction notion preserves the input ontology’s axiom structure. The third
aspect is about comparing the size of the extract, while the fourth aspect compares the
computation time required to construct an extract.

In relation to the solved problem using the three methods, our subontology gener-
ation method computes subontologies that define the set of input terms. It is similar to
the notion of SLBM, in which the input symbols serve as seed symbols for extracting
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definitions, except that SLBM additionally generates more axioms. These additional
axioms completely capture the meaning of a given set of terms; that is, any axioms
necessary for the meaning of these terms are included in the final module. This is an
overly strict condition, which may result in extremely large modules. On the other
hand, uniform interpolation generates UIs defined by the set of input symbols. In other
words, UIs are highly dependent on the symbols of interest and their relationships
within the input ontology. If such relationships between input symbols are missing,
the resulting UIs may be too small to incorporate the definitions of input symbols or,
in some cases, may be empty.

With respect to preserving the input ontology’s axiom structure, our subontology
generation method provides abstracted definitions and subsumption axioms that com-
plete the subontology’s hierarchical relationships. These abstracted definitions are in
a normal form that is recommended by SNOMED International because of the many
benefits it provides when modelling concept definitions or when the ontology is used
in query-related applications. Therefore, subontologies preserve the original structure
of focus set axioms, while incorporating supporting set axioms via subsumption rela-
tionships that are restricted to the signature of focus set axioms. In the case of SLBM,
because the generated modules are subsets of the original ontology, the axioms in the
modules preserve their original structure. On the other hand, uniform interpolation
rewrites the ontology to generate axioms specified by the set of input symbols.

The size of extracts generated by our subontology generation method is limited by
the axioms of the focus set and the supporting set, resulting in an extract that com-
pletely captures the semantics of focus symbols while being concise. On the other
hand, when employed with very large ontologies, SLBM can create extremely large
modules, and can reach up to the size of the input ontology O. Uniform interpolation
generates UIs that are constrained by the set of input symbols; as a result, UIs are usu-
ally quite small. Even though it has been demonstrated theoretically that the size of
given uniform interpolants can be exponentially three times larger than the size of the
input ontology [NR14, LW11], the results of our evaluations of uniform interpolation
using real-world signatures in Chapter 4, did not exhibit the worst case behaviour of
this theoretical finding.

In terms of the computation time, our subontology generation method runs in
polynomial time in the size of the input ontology and focus set. This is also true for
the efficient SLBM. On the other hand, deciding the existence of uniform interpolants
is 2ExpTime-complete for ALC TBoxes [LW11]. Deciding the existence of UIs of EL
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Figure 5.4: The result of extracting a subontology using our method

ontologies, is ExpTime complete [LSW12].

Example

We present an example about ontology extraction from SNOMED CT to illustrate the
difference in the outcomes by the different extraction methods: uniform interpolation,
SLBM and our focus set subontology extraction method.

We assume that a user is interested in extracting an ontology about two focus con-
cept names from SNOMED CT: Injury of mouth, and Lip swelling.

If the subontology extraction method is used, then it results in the subontology
illustrated in Figure 5.4. The axioms in the resulting subontology are:

Injury of mouth ≡ Disease ⊓ ∃location.Mouth (5.10)

Lip swelling ≡ Clinical finding ⊓ ∃location.Lip (5.11)

Lip ⊑ Mouth (5.12)

Both of the focus concepts are defined in terms of the closest primitive ancestors
which are Clinical finding and Disease, resulting in complete definitions of the focus
concepts (axioms 5.10 and 5.11). This abstraction helps in reducing the size of the
resulting subontology by 32 concept definitions in the interval set (A,P⊓

A) (see Defini-
tion 24 about the interval set (A,P⊓

A)). Additionally, the subontology derives axioms
for the supporting concepts Lip and Mouth, indicating a relationship of subsumption
between the two concepts (axiom 5.12), where such concepts existed in the signature
of focus set axioms; the abstracted definitions of Injury of mouth and Lip swelling.
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Figure 5.5: The result of extracting a bottom module using the SLBM method, the
⊥-type

Extracting a ⊥-module for the focus set {Injury of mouth, Lip swelling} results
in the module depicted in Figure 5.5. In Figure 5.5, we show only part of the resulting
module because it is too large to illustrate graphically. The resulting ⊥-module consists
of all of the relations and concepts that Injury of mouth and Lip swelling are upwardly

connected to, which totals 83 logical axioms.

To extract a uniform interpolant from SNOMED CT for the concepts Injury of
mouth and Lip swelling, the uniform interpolation method performs forgetting of con-
cepts not included in the input signature. This results in an empty extract as a result
of forgetting the symbols in the right-hand sides of the definitions of Injury of mouth
and Lip swelling.

5.5 Evaluation

We evaluate our method for computing focus set subontologies in this section. To be-
gin with, we describe the main components of the implementation of our subontology
generation method. Second, we outline the evaluation tools that were utilised in the
experiments. Thirdly, we describe the corpus used in the experiments. Fourth, we dis-
cuss the different experiments that we carried out. Fifth, we discuss the results of our
experiments in detail and analyse them using proposed quality measures including, the
size, precision rate, interval values and the semantic difference between the generated
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extracts.

5.5.1 Implementation

We implemented our method in Java using the OWL API.1 The main components of
our subontology generation prototype is illustrated in Figure 5.6, where the arrows
indicate the direction of information flow between the system’s components.

Due to the ELK reasoner’s high efficiency in reasoning, we make extensive use
of its reasoning capabilities in our implementation. Two primary services are utilised
from ELK: ontology classification and computation of a concept’s ancestors.

Another component of the system is the pre-processor, which adds definers for
every existential restriction in the input ontology as described in Section 5.2.2, and
eliminates them when needed.

The subontology extractor component contains three main methods, including
the abstracted definitions generator, the concept inclusions generator and the role in-
clusions generator. This component makes use of the ELK reasoning services com-
ponent to generate the abstracted definitions and the concept and role inclusions ax-
ioms.

The post-processor component contains two methods, the first one (Remove-
TransitiveClosureAxioms) removes unnecessary axioms that are generated during the
derivation of abstracted definitions, concept inclusion axioms, and role inclusion ax-
ioms. The second method (AddAnnotationAxioms) adds labels to the resulting subon-
tology to make it readable, and add labels to distinguish between focus and supporting
symbols.

The subontology verifier component contains two methods. The first one makes
use of the UI-based semantic difference tool in order to evaluate the completeness
of the focus set definitions in case the input ontology is an ontology rather than a
terminology. The UI-based semantic difference tool makes use of the ELH forget-
ter [LLA+21a] and the HermiT reasoner [GHM+14].

The second method is the concept hierarchy verifier, which implements Algo-
rithm 14. It verifies the resulting subontology concept hierarchy as being a restriction
of the original ontology’s concept hierarchy.

All of the system’s components make use of the OWL API [HB09]. The OWL API
provides services for loading, manipulating, and saving of ontologies. Moreover, the

1http://owlapi.sourceforge.net/

http://owlapi.sourceforge.net/
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Figure 5.6: The subontology generation prototype architecture

ELK reasonser [KKS14] and the UI-based semantic difference tool [LLA+21a] rely
on the OWL API in our implementation.

5.5.2 Used Tools

Part of our evaluation is to compare our results to the extraction methods we outlined
in Section 5.4, which are the ⊥-type of SLBM and the uniform interpolation methods.
We make use of the following three systems:

1. The subontology generation prototype described in the previous section.2

2. The uniform interpolation tool for ELH ontologies of the group of Yizheng
Zhao [LLA+21a].

3. The OWL API’s built-in SLBM method, ⊥-type.

Given how the three methods work (see Section 5.4 for a comparison between the
three methods), we used the following input sets to generate the different extracts:

1. The focus set was used as the input signature for computing the bottom modules
and subontologies, because both SLBM and our subontology generation method
extend the signature as needed.

2The system can be downloaded from: https://tinyurl.com/subontologies-sys

https://tinyurl.com/subontologies-sys
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2. As input to the UI method, we used the signatures of the computed subontolo-
gies. This is because UIs for focus sets would not adequately capture their defi-
nitions.

5.5.3 Data Used

SNOMED CT

SNOMED CT (version July 2017) was used in this study. This version and earlier
versions of SNOMED CT are terminologies that do not contain GCI axioms of the
form C ⊑ A or C ⊑ D, where A is a concept name and C and D are EL-concepts.
Beginning with the January 2018 release, GCI axioms, transitive and reflexive role
axioms were introduced and incorporated SNOMED CT, which our method does not
support.

SNOMED CT (version July 2017) had a total of 335 245 logical axioms, 335 225
concept names and 97 role names. The ontology is in the scope of ELH with the
exception of one role chain axiom (r ◦ s ⊑ r). To be employed in the experiments,
these types of axioms and ELH-axioms in other ontologies were omitted.

As focus sets, we used 11 focus sets of medical conditions for computing SNOMED
CT extracts used in the experiments of [ACSDD+19] (see Section 2.4.2 about refsets).
Such medical conditions that affect humans and animals include heart failure, asthma,
epilepsy, glaucoma, chronic kidney disease, osteoarthritis, anaemia, arthritis, dia-

betes, hypertension, and obesity. The supplementary information of these experiments
includes a list of 19–39 concept names for each medical condition.3

We computed subontologies for each medical condition focus set. Due to the small
size of the input symbols, we were unable to investigate certain quality aspects of
subontologies that we considered in our evaluation, such as the effect of abstracted
definitions. As a result, we computed descendant concepts of these input concepts
in order to increase the size of the extracted data. The extended focus sets consisted
of 491–74 291 concept names for each medical condition. We refer to such extended
focus sets as the large focus sets. The number of concepts in each medical condition’s
focus set before and after extension is depicted in Table 5.2.

During our tests, we discovered that the uniform interpolation tool was incapable
of generating views for the medical conditions large focus sets. We traced the cause
of this problem to the vast number of symbols that must be forgotten from the input

3https://tinyurl.com/medical-conditions-signature

https://tinyurl.com/medical-conditions-signature
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Table 5.2: Number of concept names in the SNOMED CT medical condition focus
sets before and after downward extension

Focus set Concepts (before extension) Concepts (after extension)
Heart Failure 37 4522

Asthma 37 7934
Epilepsy 19 491

Glaucoma 39 8743
CKD 19 2733

Osteoarthritis 38 8990
Anaemia 34 4401
Arthritis 33 7805
Diabetes 29 74291

Hypertension 31 14828
Obesity 28 9885

ontology. Another reason is the complex nature of SNOMED CT where forgetting
becomes very difficult. (See Chapter 4 (Section 4.4) for detailed study concerning
forgetting from SNOMED CT.)

To address this issue, we created UIs employing the small focus sets. We tested
computing uniform interpolants for the signature of the subontologies extracted using
the set of medical conditions before extending them as mentioned above. Running the
uniform interpolation method on these medical conditions generated UIs for only two
of them, namely epilepsy and obesity.

We also ran the uniform interpolation method for the signature of the subontolo-
gies extracted for focus sets listed in [oPb]. Such focus sets are provided by the Char-
tered Society of Physiotherapy (CSP) in the UK that are used in their electronic health
records. Out of these focus sets we were able to generate UIs for Pain aggravating

factors, Pain easing factors, Posture findings, and Transfer ability findings, which con-
sisted of 7–70 concept names.

Gene Ontology

We used the Gene ontology (GO) (version February 2021). GO does not meet the
requirements of a terminology, as it may contain more than one axiom for a concept
name A. GO does not include GCI axioms of the forms C ⊑ A and C ⊑ D where C

and D are EL-concepts.

The Gene ontology had a total of 102 203 logical axioms, 44 085 concept names
and 8 role names. The concept number excludes 6 430 deprecated concepts that exist
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in the version 01-02-2021 and 8 role names. GO contains one inverse role, 29 disjoint
concepts, four transitive roles, and two role chain axioms. These axioms were omitted
from GO to carryout the experiments.

We used 12 focus sets of the GO slim sets provided in [The]. Each set represented
a flat list of concept and role names that are specific to certain species or organisms.

All experimental data used in our experiments is available at https://tinyurl.
com/evaluation-data.

5.5.4 Conducted Experiments

The experiments were conducted on machines equipped with Intel Xeon CPU E5-
2640 v3 running at 2.60GHz with 32GB of RAM. Different experiments were per-
formed using the aforementioned tools and data. We outline and discuss the settings
of each experiment as follows.

1. Evaluating focus set definitions. (See Section 5.5.5.)
We performed two tests to evaluate the generated focus set abstracted definitions.
The first test applies the first verification method described in Section 5.3. The
method assesses the completeness of the focus set definitions using the notion of
UI-based semantic difference.

The second was done by performing the test of Definition 16, which assesses
the logical strength of the generated abstracted definitions as to whether they are
weaker or equivalent to the original definitions. To perform this test, we im-
plemented Algorithm 15. The algorithm is intended to demonstrate empirically
that the generated abstracted definitions can be weaker than the original defini-
tions when the input ontology is not a terminology and contains more than one
definition for a concept name A.

Algorithm 15 takes as input an ontology O and a focus set ΣF . It begins by
initialising an ontology O′ to O, and two sets, one for the original definitions
of the input focus concepts denoted by AOriginal and another for the abstracted
definitions of the input focus concepts denoted by AAbstracted. Lines 2 and 3
compute the ontology with definer names Od and its concept hierarchy H, re-
spectively, which are used in Line 6 to compute an abstracted definition of a
focus concept A.

The process of substituting an abstracted definition α′ for its original definition α

in the ontology O′ is done in Lines 5–10.

https://tinyurl.com/evaluation-data
https://tinyurl.com/evaluation-data
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Algorithm 15 IsWeakerAbstractedDefinition(S, O)
Input: Original ontology O, Focus set ΣF

Output: Count number of weaker abstracted definitions CounterWeaker.

1: O′ := O, AOriginal := ∅, AAbstracted := ∅, CounterWeaker := 0.
2: Od := AddDefiners(O)
3: H := Classify(Od)
4: for Focus concept A ∈ ΣF do
5: α = Get original definition of A in O
6: AOriginal := AOriginal ∪ {α}
7: α′ = AbstractedDefinitionExtraction(A, Od, H, TRUE)
8: AAbstracted := AAbstracted ∪ {α′}
9: O′ := O′\{α}

10: O′ := O′ ∪ {α′}
11: for α ∈ AOriginal do
12: if O′ ̸|= α then
13: CounterWeaker := CounterWeaker + 1

14: Return CounterWeaker

Lines 11–13 check for possible weaker abstracted definitions by checking whether
the ontology O′ entails the original definitions in the set AOriginal. If an original
definition is not entailed by O′, then its corresponding abstracted definition in O′

is weaker than the original definition, and the counter CounterWeaker is increased
by one.

Our implementation checks whether O′ |= α where α is an original definition
of a focus concept and O′ is the ontology after exchanging all of the focus con-
cepts’ original definitions by their abstracted definitions. Our test is different
from what Definition 16 states. In Definition 16, the entailment test O′ |= α is
applied to single definition exchange rather than multiple definitions exchanges
as our test does. We implemented the test in this manner (Lines 11–13) for
efficiency considerations, in order to avoid initialising the reasoner for the ontol-
ogy O′ once each focus concept definition exchange is completed (Lines 9 and
10). Even when implemented in this manner, Algorithm 15 should confirm that
a terminology would not contain weaker abstracted definitions.

2. Comparing the size in different extracts. (See Section 5.5.6.)
We computed the size of the generated extracts. The size represents the number
of logical axioms, concepts and roles. We used this metric to compare the extract
types in terms of their size. The smaller the extract type for the same set of input
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symbols, the more concise it is.

When we measured the size of the resulting UIs, we found that they are very
large. Our inspection revealed that this is due to the existence of large number of
redundant axioms. Moreover, such axioms were in normalised form. Therefore,
we post-processed the resulting UIs using two distinct methods to ensure that
they are as close to our results as possible. The first method is to denormalise
the UIs according to two denormalisation rules:

(a) A ≡ C iff A ⊑ C and C ⊑ A.

(b) A ⊑ Di ⊓ .. ⊓Dn iff A ⊑ Di and .. and A ⊑ Dn.

The second method is to eliminate the redundant axioms by applying the rule: if
O\{α} |= α then α is redundant.

Table 5.3 shows the number of logical axioms in the Gene ontology generated
UIs prior to and following post-processing. As can be observed from the ta-
ble, a UI can have a significant number of superfluous axioms, which can be
deleted using the post-processing methods described above. For instance, the
goslim chembl UI began with 4855 and ended with fewer than 500 axioms after
post-processing.

Table 5.3: Number of logical axioms in the Gene ontology focus sets before and after
post-processing

Focus set Logical Axioms (before) Logical Axioms (after)
goslim agr 141 86

goslim aspergillus 794 158
goslim candida 612 160
goslim chembl 4855 467

goslim drosophila 2891 266
goslim generic 1014 245

goslim metagenomics 798 216
goslim mouse 127 79

goslim pir 3719 639
goslim plant 543 155

goslim pombe 392 140
goslim yeast 1393 284

3. Evaluating the effect of abstracted definitions. (See Section 5.5.7.)
Given that the ⊥-type of SLBM computes modules that describe the upward
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relationships of the input symbols, we consider the computed subontologies to
be within the computed bottom modules, as subontologies also represent the
upward relationships of the input focus symbols. Such upward relationships in
subontologies are described by the abstracted definitions of focus concepts.

On this basis, we examined the impact of computing abstracted definitions on
reducing the size of subontologies. Two metrics were used to quantify the effect,
including the interval set, and the precision rate of bottom modules, which are
defined next.

(a) The interval set (ΣF ,P⊓
ΣF

) (see Definition 24), which is divided into two
sets:

i. (ΣF ,P⊓
ΣF

)\sig(S): This set includes concepts in the interval set that
are outside the signature of the subontology. We computed such con-
cepts to identify the number of symbols that were omitted by the ab-
straction in the algorithm for subontology generation.

ii. (ΣF ,P⊓
ΣF

)∩ sig(S): This set includes concepts in the interval set that
occur in the signature of the computed subontologies as supporting
concepts for focus set definitions.

It is worth noting that this metric is applicable when the input ontology is a
terminology. We used the measure (ΣF ,P⊓

ΣF
)\sig(S) to assess the result-

ing bottom modules in terms of carrying symbols that can be ignored as a
result of abstraction. The lower the number of concepts in the interval set
in a bottom module, the fewer concepts exist in the computed extracts that
could potentially carry the same concepts that the focus concepts inherit.

(b) Precision rate: We measured the ratio of relevant symbols that occurred
in the signature of a subontology over the number of symbols in the bot-
tom module, which is defined by the following formula also used in our
evaluation in Section 4.4.

Precision(⊥-module,S) :=

|(sig(S) ∩ sig(⊥-module)) ∪ {⊤}|/|sig(⊥-module)|.

We regard a ⊥-module to be precise if it contains no symbols outside the
subontology’s signature. This is because subontologies consist of the focus
set definitions and supporting set inclusions, which represent the necessary
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(and sufficient) information about the input focus set that a user is interested
in. The greater the value of Precision measure, the higher the quality of
a ⊥- module.

Figure 5.7: Types of symbols in the signature of a ⊥-module

Figure 5.7 depicts the types of symbols we defined in a ⊥-module. These in-
clude the signature of a corresponding subontology sig(S), the interval sets
(ΣF ,P⊓

ΣF
)\sig(S), (ΣF ,P⊓

ΣF
) ∩ sig(S) and the Rest of symbols set. The

Rest of symbols includes symbols that are not part of the interval symbols
(ΣF ,P⊓

ΣF
)\sig(S) nor the signature of the subontologies. It is defined as:

Rest of Symbols:= sig(⊥-module)\(sig(S) ∪ ((ΣF ,P⊓
ΣF

)\sig(S)))

4. Examining the semantic difference between the extracts. (See Section 5.5.8.)
Using the semantic difference measure, we can see if there are any axioms that
can be captured by bottom modules and UIs but not by subontologies within
the range of common signature between the subontologies and bottom modules
(or UIs). The smaller the set of such differences, the higher the quality of the
generated subontologies.

We employed the notion of UI-based semantic difference, which involves com-
puting a UI for the ontology against which we wish to compare the differences
using the shared signature between the two ontologies (for a definition of uni-
form interpolation see Definition 10, and for a definition of UI-based semantic
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difference see Definition 12). Then, using the Hermit reasoner [GHM+14], wit-
nesses are detected, which are the axioms in the second ontology that are not
entailed by the UI of the first ontology (or vice versa).

Through these experiments, we aim to test empirically the following hypotheses
about our method, including:

1. The abstracted definitions in the generated subontologies are equivalent to their
original definitions when the input ontology is a terminology. This is shown by
evaluating the equivalence of focus set definitions and testing the logical strength
of the generated abstracted definitions (Section 5.5.5).

2. Subontologies are smaller in size than bottom modules, and smaller or equal in
size than UIs (Section 5.5.6).

3. Abstracted definitions aid in the reduction of axioms deemed redundant in re-
lation to the input focus set. To illustrate this, we computed the interval set
(ΣF ,P⊓

ΣF
)\sig(S) within the bottom modules (Section 5.5.7).

4. According to our definition of Precision (see our description about the third
experiment above) the precision values in the bottom modules demonstrate the
beneficial effect of computing an extract based on the notion of abstracted defi-
nitions, which significantly reduces the size of the extract (Section 5.5.7).

5. The semantic difference between a subontology and a bottom module or a UI
might not be empty given how the SLBM ⊥-type and uniform interpolation
methods work (Section 5.5.8).

Using our method, the average time required to compute subontologies for medical
conditions focus sets in SNOMED CT is 16.81 minutes. As shown in Table 5.4, as the
number of input focus symbols rises, the computation time with our method increases
as well. For example, the shortest computation time is 25 seconds for the epilepsy

subontology, given the relatively small number of input focus concepts (491 concept
names). Note that the time required to load the input ontologies is included in our
computation time measurement, as this is a natural process when utilising an ontology-
based tool.
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Table 5.4: Computation times of each focus set subontology in SNOMED CT

Focus set |ΣF | Computation time in minutes
Heart Failure 4522 1.39

Asthma 7934 3.73
Epilepsy 491 0.42

Glaucoma 8743 2.86
CKD 2733 0.91

Osteoarthritis 8990 3.36
Anaemia 4401 1.53
Arthritis 7805 2.75
Diabetes 74291 158.16

Hypertension 14828 7.32
Obesity 9885 2.51

5.5.5 Evaluating Focus Set Definitions

Completeness of focus set definitions

Given that we use in our evaluation the Gene ontology that does not enjoy the prop-
erties of terminologies, i.e., can have more than one definition for a concept name A,
we verify the completeness of the focus set definitions in the subontologies using the
first verification method (see Section 5.3). As mentioned, the method makes use of the
UI-based semantic difference tool.

We computed UI-DiffΣF
(S, O) (Definition 25) for each focus set subontology of

the Gene ontology. The results in Table 5.5 demonstrate that, except for the subon-
tology of the focus set goslim plant, the focus set witnesses in UI-DiffΣF

(S, O) were
not empty for all comparisons between the original ontology and the gene slim focus
sets’ subontologies. Such focus set witnesses represent sufficient conditions of focus
concepts that were not captured by our subontology generation method. The reason for
this is the fact the original ontology contained more than one definition for a concept
name. To illustrate our point, consider the following example from our inspection of
the results:



144 CHAPTER 5. FOCUS SET SUBONTOLOGIES

Table 5.5: Results of logical strength test and UI-Diff(S,O) of the abstracted defini-
tions of in the gene slim focus sets in GENE ONTOLOGY.

Focus set ΣF UI-DiffΣF
(S, O) # Equivalent ΣF defs # Weaker ΣF defs Total ΣF

A ⊑ C C ⊑ A

goslim agr 0 1 52 1 53
goslim aspergillus 0 8 80 2 82
goslim candida 0 6 85 1 86
goslim chembl 0 15 302 2 304
goslim drosophila 0 6 148 2 150
goslim generic 0 7 143 2 145
goslim metagenomics 0 5 114 0 114
goslim mouse 0 2 42 2 44
goslim pir 0 15 452 1 453
goslim plant 0 0 96 0 96
goslim pombe 0 13 56 2 58
goslim yeast 0 33 160 3 163

Example 9. Let O =

{A1 ≡ P ⊓ ∃r.E, (5.13)

B1 ≡ B3 ⊓ ∃r.M, (5.14)

B1 ⊑ B2, (5.15)

B2 ⊑ A1, (5.16)

A2 ≡ B3 ⊓ ∃r.M} (5.17)

and assume we extracted a subontology S from the source ontology O for the focus set

ΣF = {A1, A2}. Then the subontology is

S = {A1 ≡ P ⊓ ∃r.E, (5.18)

A2 ≡ B3 ⊓ ∃r.M} (5.19)

Then computing the UI-Diff(S,O), which is done by computing a uniform interpolant

UI for the common symbols Σ = {A1, P, r, E,B3,M} between both ontologies, im-

plies forgetting the symbols {B1, B2} from O to compute the UI

UI = {A1 ≡ P ⊓ ∃r.E, (5.20)

A2 ≡ B3 ⊓ ∃r.M, (5.21)

B3 ⊓ ∃r.M ⊑ A1} (5.22)
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Checking for axioms that are in the UI of O but not entailed by the subontology S
results in UI-Diff(S,O) = {B3 ⊓ ∃r.M1 ⊑ A1}.

If the original ontology contains only one definition for the concept name B1, then

the UI-Diff(S,O) would be empty.

Table 5.5 shows that there were no witnesses of the form A ⊑ C, confirming that
our method ensures that all the necessary/upward conditions for the concepts in ΣF are
included in the subontology (Definition 25).

Logical strength

We utilised Algorithm 15, which comutes the number of abstracted definitions that are
weaker than the original definitions, as illustrated by the fourth column (#Weaker ΣF

defs). We determined the number of equivalent focus set definitions by subtracting the
number of weaker abstracted definitions from the total number of focus set definitions
(as illustrated by the third column).

We found that when using SNOMED CT to compute subontologies, the abstracted
definitions have the same logical strength as the original definitions. This is because
SNOMED CT is a terminology that includes no more than one concept definition for
each concept name, hence empirically verifying our Theorem 22.

On the other hand, when the Gene ontology is used, the abstracted definitions de-
rived may be weaker than the original definitions. The results for the logical strength
of the abstracted definitions in the subontologies of the Gene ontology are shown in
Table 5.5.

Table 5.6: Number of logical axioms, concepts and roles in the different types of
extracts for focus sets in SNOMED CT and GENE ONTOLOGY.

Entity type Logical Axioms Concepts Roles Logical Axioms Concepts Roles Logical Axioms Concepts Roles

SNOMED CT Subontologies Bottom modules UIs

Min. 683 779 19 2 758 2 754 30 N/A N/A N/A
Max. 86 811 86 608 46 102 628 102 617 55 N/A N/A N/A
Avg. 16 334.45 16 259.36 30.91 26 117 26 107.91 44.82 N/A N/A N/A
Med. 9 841 9 835 31 19 132 19 124 44 N/A N/A N/A

GENE ONTOLOGY Subontologies Bottom modules UIs

Min. 79 82 2 467 301 8 82 82 2
Max. 639 641 6 2 243 1 554 8 746 641 6
Avg. 241.25 245.83 3.67 1 162.83 758.67 8 288.25 245.83 3.67
Med. 188 191 4 974.5 618.5 8 217 191 4
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Table 5.7: Number of logical axioms, concepts and roles in the different types of
extracts for focus sets in SNOMED CT.

Entity type Logical Axioms Concepts Roles Logical Axioms Concepts Roles

SNOMED CT Subontologies Bottom modules

Heart Failure 5 815 5 782 38 15 132 15 119 52
Asthma 10 467 9 835 25 21 666 21 656 47
Epilepsy 690 779 22 2 758 2 754 30
Glaucoma 12 950 12 968 36 22 238 22 229 43
CKD 3 779 3 720 25 11 644 11 635 42
Osteoarthritis 9 898 10 024 37 17 754 17 744 44
Anaemia 6 712 6 398 38 22 917 22 907 53
Arthritis 9 276 9 176 23 17 706 17 699 38
Diabetes 86 819 86 608 19 102 628 102 617 47
Hypertension 19 589 19 659 46 33 712 33 703 55
Obesity 13 816 13 904 31 19 132 19 124 42

Table 5.8: Number of logical axioms, concepts and roles in the different types of
extracts for small focus sets in SNOMED CT.

Entity type Logical Axioms Concepts Roles Logical Axioms Concepts Roles Logical Axioms Concepts Roles

SNOMED CT Subontologies Bottom modules UIs

Epilepsy 29 40 5 144 145 5 29 41 5
Obesity 35 55 7 160 161 11 35 56 7
Pain aggravating factors 12 13 0 18 19 0 12 13 0
Pain easing factors 7 8 0 13 14 0 7 8 0
Posture findings 19 26 5 82 83 5 19 26 5
Transfer ability findings 76 88 3 117 118 3 77 89 3

5.5.6 Comparing the Size in Different Extracts

Subontology Results Against Bottom SLBM

Table 5.6 shows the minimum, maximum, average and median size of concepts, roles,
and logical axioms in the subontologies and bottom modules. The results show that
the number of concept and role names in the bottom modules were significantly larger
than those in the subontologies in both corpora.

Looking at SNOMED CT results, the average number of logical axioms, concepts,
and roles grew by 59.88%, 60.57%, and 45% in the bottom modules, respectively, in
comparison to the subontologies. We show the sizes of each subontology and bottom
module that were computed for each focus set in SNOMED CT large medical condi-
tions sets (Table 5.7).

Subontology Results Against UIs

The size of the computed UIs for SNOMED CT’s small focus sets is shown in Ta-
ble 5.8. Except for the UI for Transfer ability findings, which surpasses the computed
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Table 5.9: Number of logical axioms, concepts and roles in the different types of
extracts for focus sets in GENE ONTOLOGY.

Entity type Logical Axioms Concepts Roles Logical Axioms Concepts Roles Logical Axioms Concepts Roles

GENE ONTOLOGY Subontologies Bottom modules UIs

goslim agr 86 89 2 548 353 8 92 89 2
goslim aspergillus 158 161 4 928 588 8 193 161 4
goslim candida 160 163 3 921 587 8 180 163 3
goslim chembl 467 467 6 1 741 1 174 8 582 467 6
goslim drosophila 266 292 5 1 560 993 8 367 293 5
goslim generic 245 248 4 1 166 1 554 8 290 248 4
goslim metagenomics 216 219 4 901 611 8 241 219 4
goslim mouse 79 82 2 467 301 8 82 82 2
goslim pir 639 641 4 2 243 1 554 8 746 641 4
goslim plant 155 158 3 755 493 8 172 158 3
goslim pombe 140 142 3 1 021 626 8 155 142 3
goslim yeast 284 287 4 1 703 1 702 8 359 287 4

subontology by one axiom, other UIs are equal in size to the computed subontologies.
This axiom expresses a necessary condition of a supporting concept. We attribute the
resemblance between UIs and subontologies to the fact that SNOMED CT is a ter-
minology, and our subontology generation method captured all of the axioms for the
focus set, but may miss some axioms for supporting symbols, as they are not focus
concepts.

Table 5.9 shows the size of UIs of the Gene ontology. The results show that the
number of logical axioms in UIs is greater than that in subontologies. There are two
main explanations for this observation. The first is that the UI method has incorporated
inferred axioms of the form C ⊑ A, where A denotes a focus or a supporting concept
name. For example, forgetting B1 and B2 from {B1 ≡ C, B1 ⊑ B2, B2 ⊑ A},
where all symbols in C are in the signature of the subontology, derives C ⊑ A. The
second is that when a focus concept A is described by multiple axioms, our method
generated an abstracted definition that condenses these multiple axioms into a single
axiom. For instance, the UI might contain two axioms for A, A ≡ C1 and A ⊑ C2,
while our method infers the axiom A ≡ C1 ⊓ C2, which results in fewer axioms in the
subontology, but is a weaker definition for A.

Tables 5.8 and 5.9 show the numbers of concepts and roles in UIs are either the
same as the corresponding subontology, or are one concept more than the number of
subontology concepts. This additional concept was found to be the ⊤-concept.

5.5.7 Effect of Abstracted Definitions

We investigated the effect of abstracted definitions using the computed bottom modules
because both extracts (subontologies and bottom modules) capture the input symbols’
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Table 5.10: The values of Precision, |((ΣF ,P⊓
ΣF

)\sig(S))|, |((ΣF ,P⊓
ΣF

) ∩ sig(S))|
and Rest of symbols of different medical conditions and gene slim focus sets in
SNOMED CT (SCT) and GENE ONTOLOGY (GO), respectively.

Focus set ΣF Precision |((ΣF ,P⊓
ΣF

)\sig(S))| |((ΣF ,P⊓
ΣF

) ∩ sig(S))| Rest of symbols

Heart Failure (SCT) 0.38 745 723 8 606
Asthma (SCT) 0.45 1 176 1 666 10 667
Epilepsy (SCT) 0.29 25 29 1 958
Glaucoma (SCT) 0.58 362 1 093 8 906
CKD (SCT) 0.32 612 341 7320
Osteoarthritis (SCT) 0.57 683 315 7 044
Anaemia (SCT) 0.28 1 563 443 14 961
Arthritis (SCT) 0.51 864 1 023 7 674
Diabetes (SCT) 0.84 89 15 941 15 948
Hypertension (SCT) 0.58 566 1 459 13 487
Obesity (SCT) 0.74 162 995 5 069

goslim agr (GO) 0.24 2 1 268
goslim aspergillus (GO) 0.27 5 1 426
goslim candida (GO) 0.27 4 1 425
goslim chembl (GO) 0.39 40 3 669
goslim drosophila (GO) 0.29 13 0 691
goslim generic (GO) 0.32 6 1 502
goslim metagenomics (GO) 0.35 14 2 382
goslim mouse (GO) 0.26 1 2 224
goslim pir (GO) 0.41 18 2 899
goslim plant (GO) 0.31 9 0 331
goslim pombe (GO) 0.22 3 0 486
goslim yeast (GO) 0.26 16 0 773

upward relationships. We illustrate how computing subontologies from abstracted def-
initions can greatly reduce the size of subontologies, by utilising two metrics: preci-
sion and interval. Additionally, we also computed the precision values in uniform
interpolants.

Precision

Table 5.10 shows the computed values for Precision for each bottom module, as well
as the interval sets |(ΣF ,P⊓

ΣF
)\sig(S)|, |(ΣF ,P⊓

ΣF
) ∩ sig(S)| and the Rest of Sym-

bols. Precision ratings for the bottom modules range between 28% and 84% for
SNOMED CT focus sets and are almost half that for the Gene ontology focus sets
(22%–41%). Low precision rates are as a result of how ⊥-type of SLBM works, which
captures all axioms relating to the input signature ascending until it reaches the ⊤
concept in O. (See Section 3.1.1 (SLBM).)

Computing precision rates for the UIs returned 100% for all UIs since we assumed
that the ⊤ concept is included in the computed extracts even if it is not explicitly stated.
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Interval (ΣF ,P⊓
ΣF

)

The value |(ΣF ,P⊓
ΣF

)| is the number of concepts between the focus concepts and their
closest primitive ancestors (Definition 23). Table 5.10 shows the number of concepts
in the interval set in the bottom modules. We show the number of concepts in the
interval sets that are in the signature of the computed subontologies (column 3) and
those that are outside the signature of the subontologies (column 4). The sizes of
the set (ΣF ,P⊓

ΣF
)\sig(S) indicate that there are a considerable number of concepts in

the bottom modules that can be avoided by abstracting the definitions to their closest
primitive ancestors.

For information we also computed the |(ΣF ,P⊓
ΣF

)| values for the Gene ontology’s
bottom modules. Because the Gene ontology is not a terminology, the concepts in
(ΣF ,P⊓

ΣF
)\sig(S) cannot be considered as being redundant, as they can be described

in terms of concepts that the focus concepts may not inherit by abstraction.

5.5.8 Examining the Semantic Difference

The signature of the subontologies is a subset of the signature of the computed bottom
modules and UIs. This means that the shared signature Σ used when computing the
semantic difference between subontologies and the other extract types is the signature
of the subontology. This is illustrated via the following relation.

Because sig(S) ⊆ sig(extract)

Therefore sig(S) ∩ sig(extract) = sig(S)

Two sets of UI-based semantic differences were generated between a subontol-
ogy S and either a ⊥-module or a UI using the SNOMED CT and the Gene ontology
corpus. These sets are the following:

1. UI-Diff(extract, S): This is the set of axioms in a subontology that are not en-
tailed by an extract over the shared signature. This set was found to be empty
for both types of extracts in both corpora. This means that all the axioms in the
computed subontologies are entailed by the ⊥-modules and the UIs.

2. UI-Diff(S, extract): This is the set of axioms in an extract that are not entailed by
a subontology over the shared signature. When computing the UI-Diff between a
subontology and a ⊥−module or a UI, we found that in all cases the set contained
witnesses in both corpora.
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Table 5.11: UI-based witness analysis in the 12 go slim focus sets of Gene ontology
for the set UI-Diff(S, ⊥-module)

Difference Type ΣF witnesses ΣS witnesses GCIs Total

Axiom form A ⊑ C C ⊑ A A ⊑ C C ⊑ A C ⊑ D

goslim agr 0 1 5 6 6 13
goslim aspergillus 0 9 47 35 89 180
goslim candida 0 6 38 17 45 106
goslim chembl 0 15 73 106 775 969
goslim drosophila 0 9 75 113 391 588
goslim generic 0 7 55 39 91 192
goslim metagenomics 0 5 31 8 75 119
goslim mouse 0 2 5 0 1 8
goslim pir 0 15 92 40 381 528
goslim plant 0 0 47 9 44 100
goslim pombe 0 14 28 7 15 64
goslim yeast 0 34 52 44 106 236

Table 5.12: UI-based witness analysis in the 12 go slim focus sets of Gene ontology
for the set UI-Diff(S, UI)

Difference Type ΣF witnesses ΣS witnesses GCIs Total

Axiom form A ⊑ C C ⊑ A A ⊑ C C ⊑ A C ⊑ D

goslim agr 0 1 5 1 4 11
goslim aspergillus 0 5 46 11 21 83
goslim candida 0 2 37 5 14 58
goslim chembl 0 10 73 24 85 192
goslim drosophila 0 8 75 22 71 176
goslim generic 0 7 54 16 24 101
goslim metagenomics 0 1 31 5 19 56
goslim mouse 0 2 5 0 1 8
goslim pir 0 5 90 11 95 201
goslim plant 0 0 47 5 13 65
goslim pombe 0 4 28 5 7 44
goslim yeast 0 10 51 22 46 129

Tables 5.11 and 5.12 illustrate the number of computed semantic differences be-
tween subontologies and bottom modules UI-Diff(S,⊥-module) (or UIs UI-Diff(S,UI))
for the Gene ontology extracts. We observe that the semantic differences computed
between subontologies and bottom modules are higher than those computed between
subontologies and UIs. The primary reason for this observation is that the bottom
modules contained a greater number of axioms, which captured additional informa-
tion about the signature of the computed subontologies. This increased information
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Table 5.13: UI-based witness analysis in the six small focus sets of SNOMED CT for
the set UI-Diff(S, ⊥-module)

Difference Type ΣF witnesses ΣS witnesses GCIs Total

Axiom form A ⊑ C C ⊑ A A ⊑ C C ⊑ A C ⊑ D

Epilepsy 0 0 0 0 0 0
Obesity 0 0 3 0 0 3
Pain aggravating factors 0 0 0 0 0 0
Pain easing factors 0 0 0 0 0 0
Posture findings 0 0 0 0 0 0
Transfer ability findings 0 0 1 0 0 1

Table 5.14: UI-based witness analysis in the six small focus sets of SNOMED CT for
the set UI-Diff(S, UI)

Difference Type ΣF witnesses ΣS witnesses GCIs Total

Axiom form A ⊑ C C ⊑ A A ⊑ C C ⊑ A C ⊑ D

Epilepsy 0 0 0 0 0 0
Obesity 0 0 2 0 0 2
Pain aggravating factors 0 0 0 0 0 0
Pain easing factors 0 0 0 0 0 0
Posture findings 0 0 0 0 0 0
Transfer ability findings 0 0 1 0 0 1

captured is represented in the semantic difference between subontologies and bottom
modules.

In both comparisons UI-Diff(S,⊥-module), UI-Diff(S,UI), all semantic differ-
ences with respect to ΣF are of the kind C ⊑ A (Tables 5.11 and 5.12). This is
because the subontology generation method captured all of the upward conditions as-
sociated with focus symbols, as indicated by the results. Notably, because the Gene
ontology is not a terminology, we obtain a number of focus set axioms that are caught
by the SLBM ⊥-type and uniform interpolation methods but not by the subontology
generation method. However, when the input ontology is a terminology, the subon-
tology generation method captures all of the focus set axioms AXΣF

, and thus the
semantic differences with respect to ΣF between the subontologies and the other ex-
tract types would be empty. This is demonstrated in Tables 5.13 and 5.14, where the
use of SNOMED CT, which is a terminology, did not result in focus set witnesses.
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Additionally, the number of supporting set witnesses outweighed the number of fo-
cus set witnesses as illustrated by the third column in Tables 5.11, 5.12, 5.13 and 5.14.
This is natural, given that our method derives the necessary conditions for concepts
in ΣS only if they appear in the signature of the focus set definitions.

From the UI-based logical difference results, we observe that for the evaluation on
both ontologies showed, the following expected relationships hold:

⊥-module |= S but S ̸|= ⊥-module (5.23)

UI |= S but S ̸|= UI (5.24)

5.6 Discussion

The following are broad observations regarding our method that are confirmed by our
empirical evaluation.

Minimal Extract. Among the two ontology extraction methods described, includ-
ing the ⊥-type of SLBM and uniform interpolation methods in our comparative eval-
uations, our subontologies represent the minimal information required by the set of
input focus symbols, as indicated by the relations (5.23) and (5.24) in our semantic
differences analysis.

Effect of Abstraction. As can be seen from Table 5.10, the values of Precision and
Interval in bottom modules indicate that employing the notion of abstracted definitions
to compute subontologies significantly reduced the size of the resulting subontologies.
This is because abstracted definitions help removing symbols that are deemed redun-

dant, when the input ontology from which we aim to produce subontologies is a ter-
minology. The conditions of such redundant concepts are inherited by the generated
abstracted definitions.

Semantic Difference. It was found that a large number of axioms in the bottom
modules were not entailed by the subontologies (see Tables 5.11 and 5.13), whereas
a smaller number of axioms in the UIs were not entailed by the subontologies (see
Tables 5.12 and 5.14). This is because bottom modules have a high proportion of
supporting symbols that do not exist in the corresponding subontology, as indicated by
the values of the Precision metric (see Table 5.10).
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Terminology or Not. Although the used input signature for computing uniform in-
terpolants from SNOMED CT in our evaluation is quite small (see Table 5.8 for sizes
of SNOMED CT small focus sets extracts), inspection of the results indicated that
uniform interpolants are very close to subontologies when the input ontology is a ter-

minology (as is the case with SNOMED CT).

5.7 Conclusion

In this chapter, we introduced a notion of subontology based on the idea of abstracted
definitions. Our abstracted definitions follow the same format as the commonly used
canonical form in SNOMED CT. This ensures abstracted definitions explicitly state all
possible constraints and defining characteristics of particular concepts to facilitate im-
plementation, recording, storage, and retrieval within SNOMED CT. Additionally, they
enable more precise inferred parent identification of concepts after running a classifier,
they simplify parent relationship maintenance, and improve the accuracy and breadth
of super and subconcepts [Ulr].

Our notion of subontologies can be advantageous for ontologies other than SNOMED
CT, as it is generally applicable to ontologies defined in the ELH language that do not
include GCIs, such as SNOMED CT, the Gene Ontology, and the Sequence Ontology.

We demonstrated that when the input ontology is a terminology, the method gen-
erates equivalent focus set subontologies; however, when the input ontology is not a
terminology, the method may yield subontologies with weaker definitions.

We illustrated the quality of the generated subontologies by comparing them to ⊥-
modules and UIs in terms of size, precision, and semantic difference of the different
extracts. Through the size measure, we found that the computed subontologies are
more concise than both ⊥-modules and UIs. Specifically, when compared to bottom
modules, our abstracted definition-based subontologies contain far fewer supporting
set symbols and axioms while keeping the familiar axiom structure.

The precision metric demonstrated that high precision was achieved when comput-
ing UIs. Moreover, the interval notion provides insight into why abstracted definitions
in subontologies are smaller than bottom modules while maintaining all of the defining
characteristics of the focus concepts.

Finally, the semantic difference analysis demonstrated that bottom modularisation
can be used to collect axioms about the signature of computed subontologies that the
uniform interpolation approach does not capture. This is to be expected, as bottom
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modularisation captures all of the super concepts contained in the input seed signature,
whereas UIs represent constrained views of ontologies that are exactly defined by the
input symbols.



Chapter 6

Focus Set Semantic Differences

Biomedical ontologies such as SNOMED CT and NCIt are divided into modules that
describe various sub-domains such as cancer, general practice and vaccines domains.
As discussed in Chapter 3, tracking semantic differences between massive ontologies
can result in extremely large differences that are dispersed across various subdomains.
This complicates and impairs the analysis of such differences. A solution to such issue
is to zoom in on a specific portion of the broad ontology in order to track the differences
associated with that portion.

In this chapter, we present a method to generating focus set semantic differences
based on input focus set of symbols. The approach combines two existing methods,
the method for generating focus set subontologies (see Chapter 5) [ASDG21b], and
the UI-Diff tool introduced in [LLA+21a] (see Chapter 3, Section 3.2.1). Our method
produces subontologies for a specified focus symbols of two different ontologies’ ver-
sions based on the user’s selection of focus symbols, and then utilise the generated
subontologies to track semantic differences between them. The resulting semantic
differences are subsequently categorised using our witnesses analysis scheme. This
scheme aids the analysis of the resulting differences.

In Section 6.1, we motivate our method for generating focus set semantic differ-
ences using a motivating example, and illustrate why using the UI-Diff method alone
is impractical when dealing with large ontologies. In Section 6.2, we describe our
approach to computing focused differences. In Section 6.3, we discuss key aspects
related to our method that affect the method’s properties. We describe a technique for
analysing the resulting witness sets in Section 6.4. In Section 6.5, we evaluate our
method for computing focus set semantic differences using several standard refsets of
SNOMED CT. We discuss some scenarios that illustrate how modellers can benefit
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from witness sets generated by our method in Section 6.6. Lastly, in Section 6.7, we
bring this chapter to a close.

6.1 Motivating Example

Assume that the user is interested in tracking the differences between O1 and O2 with
respect to a focus set of symbols, and in learning about changes to the focus concepts’
definitions and signatures. Then one can generate subontologies from the original
ontologies for the chosen focus set to track the semantic difference relevant to the input
focus set. In the following example, we illustrate how tracking semantic differences
using subontologies gives more relevant differences to the chosen set of focus symbols.

Example 10. Consider the following two ontologies, describing definitions about two

renal diseases from the ERA refset [NCS+18]:

O1 = {Renal artery stenosis ≡ Disease ⊓ ∃location.Renal artery,

Acute renal failure syndrome ≡ Disease ⊓ ∃location.Kidney,

Renal artery ⊑ Vascular structure of kidney,

Vascular structure of kidney ⊑ Kidney}

and

O2 = {Renal artery stenosis ≡ Disease ⊓ ∃location.Renal artery,

Acute renal failure syndrome ≡ Disease ⊓ ∃location.Kidney,

Renal artery ⊑ Arterial supply,

Arterial supply ⊑ Vascular structure of kidney,

Vascular structure of kidney ⊑ Abdominal organ}

Assume that the user is interested in tracking the differences between O1 and O2 with

respect to the focus set ΣF = {Renal artery stenosis, Acute renal failure syndrome},

to track semantic differences about two types of renal diseases in ΣF . Then, the user

would generate the subontologies S1 and S2 for ΣF from O1 and O2 respectively which
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are:

S1 = {Renal artery stenosis ≡ Disease ⊓ ∃location.Renal artery,

Acute renal failure syndrome ≡ Disease ⊓ ∃location.Kidney,

Renal artery ⊑ Kidney}

and

S2 = {Renal artery stenosis ≡ Disease ⊓ ∃location.Renal artery,

Acute renal failure syndrome ≡ Disease ⊓ ∃location.Kidney}.

The focus concepts are highlighted in bold in S1 and S2. Then computing UI-Diff(S2,S1)

for the common symbols Σ = {Renal artery stenosis, Disease, location, Renal artery,

Acute renal failure syndrome, Kidney} to get the axioms entailed by S1 but not S2

gives the witness set:

W = {Renal artery ⊑ Kidney} (6.1)

On the other hand, computing UI-Diff(O2,O1) for the common symbols Σ =

{Renal artery stenosis, Disease, location, Renal artery, Acute renal failure syndrome,

Kidney, Vascular structure of kidney } gives the witness set:

W = {Vascular structure of kidney ⊑ Kidney} (6.2)

We notice that the witness (6.1) generated when computing UI-Diff(S2,S1) is more
relevant to the focus set ΣF than the witness (6.2) that was generated when computing
UI-Diff(O2,O1). This is because the set UI-Diff(S2, S1) illustrates a change that corre-
sponds to the concept Renal artery, which is a supporting concept used in the definition
of the focus concept Renal artery stenosis. On the other hand, the set UI-Diff(O2,O1)
illustrates a change corresponding to the parent concept of Renal artery, which is Vas-

cular structure of kidney.

One could argue that we can restrict the common signature Σ when computing
UI-Diff(O2,O1) by excluding the concept Vascular structure of kidney from Σ to give
exactly the same result as when computing UI-Diff(S2,S1). However, there are several
issues with this approach, some of them are:
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1. It will be hard for the user to manually exclude or add concepts to the com-
mon signature set Σ when computing the UI-Diff(O2,O1) to compute only those
focused differences related to a particular section of the ontology.

2. The computation of UI-Diff directly between ontologies as large as SNOMED
CT is intricate and might not terminate in some cases in reasonable time (see our
results on uniform interpolation method in Section 4.4).

3. Since O1 and O2 are typically significantly larger than their corresponding sub-
ontologies S1 and S2 the witness set in UI-Diff(O2,O1) can also be large and
hard to analyse.

6.2 Generating Focus Set Semantic Differences

The aim of our method is to identify semantic differences between two ontology ver-
sions for a given set of focus symbols ΣF that is specific to a particular section of the
ontologies.

Before discussing our method’s steps, we give a reminder on computing semantic
differences using the UI-Diff method.

As discussed in Section 3.2.1, the UI-Diff method computes a finite representation
of the semantic differences (witnesses) W , which represent ontology changes. The
difference between O1 and O2 is empty iff O1 |= UI2, where UI2 is a Σ-uniform
interpolant of O2 computed for Σ ⊆ sig(O1) ∩ sig(O2). If O1 ̸|= UI2 it means that
every α ∈ UI2 not entailed by O1 is a witness. Generating the differences using
UI-Diff can help understand whether there has been changes in the axioms of O2 that
share symbols from O1 but are not entailed by O1.

The steps of computing semantic differences using the UI-Diff method between O1

and O2 are as follows.

1. Using uniform interpolation, compute UI2 of O2 for Σ = sig(O1) ∩ sig(O1).

2. Using an external reasoner, compute the set W2, which consists of the axioms
α ∈ UI2 but for which O1 ̸|= α.

The HermiT reasoner is utilised to do the entailment check in our implementation,
as it contains a built-in function for entailment checking [GHM+14].

Figure 6.1 shows our method of generating focus set semantic differences for two
versions of an ontology. The input to our method is two ontology versions O1 and O2
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Figure 6.1: Computing UI-based differences between two ontologies for input focus
set ΣF based on subontology generation

and a focus set ΣF . The method computes the output W , which is the set of focus set
semantic difference. The generation of focus set semantic difference is done in two
steps:

• Step (1): Using the focus set subontology generation method, we generate two
subontologies S1 and S2 for the input focus set ΣF from O1 and O2. (See Chap-
ter 5 about the generation of focus set subontologies).

• Step (2): Using the UI-Diff method, witnesses can be computed between the
subontologies S1 and S2. In Figure 6.1, the UI-Diff method generates axioms α
that are in UI2 computed from S2 but for which S1 ̸|= α. This step generates the
set of witnesses W2.

The witness set W2 is a representation of UI-Diff(S1,S2). The method can be
utilised to generate the set of witnesses W1 by switching the places of S1 and S2.

Assuming that O1 is the older version, while O2 is the newer version, we note
that UI-Diff(S1,S2) computes the information gained from S1 to S2, or the information
lost in S2 from S1, where S1 and S2 are subontologies extracted from O1 and O2,
respectively, for a given focus set ΣF .

After generating the witness sets, we analyse them using the segmentation tech-
nique described in Section 6.4.

6.3 Key Aspects of the Method

Certain factors have an effect on the method’s properties. We illustrate these factors
with accompanying examples that demonstrate how they affect the method’s results.
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• The first factor: Abstracted definitions of focus concepts lead to additional
witnesses pertinent to the input focus symbols. (See Example 12).

• The second factor: Focus concepts in subontologies are defined in terms of
the closest primitive ancestors, which may not be the case in the original on-
tology. As a result, the syntactical structure of the definitions in the original
ontology and the subontology would differ. Such difference in the syntactical
structure may yield different results when computing UI-Diff between subon-
tologies rather than between the original ontologies. (See Example 13).

• The third factor: If the input ontology is not a terminology, then the generated
abstracted definition may be weaker, which is then reflected in the resulting set
of witnesses. (See Example 14).

Each of these factors is now discussed in detail.

Factor 1: Abstracted Definitions of Focus Concepts. Because our approach for
computing subontologies relies on computing abstracted definitions for focus concepts,
these abstracted definitions retain certain redundant conditions. As a property of ab-
stracted definitions, we include all of the defining characteristics of the focus concept in
the form of existential restrictions. Some of these existential restrictions are redundant
if they are subsumed by atomic parent concepts in the same definition. (See Section
5.1 about upwardly abstracted definitions). The following example is a reminder of the
presence of a redundant condition in the abstracted definition.

Example 11. Consider the ontology

O = {A ≡ D ⊓ ∃r.C1,

D ≡ P ⊓ ∃r.C2,

P ⊑ ∃r.C3}

Since P is the closest primitive concept above A in the concept hierarchy, an ab-

stracted definition of A is

A ≡ P ⊓ ∃r.C1 ⊓ ∃r.C2 ⊓ ∃r.C3.

As a result of how redundant conditions are being eliminated from abstracted defi-
nitions, computing UI-Diff between subontologies can result in computing a witness set
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that contain redundant axioms. These redundant axioms in the witness sets reflect the
redundant conditions in the generated abstracted definitions. The following example
illustrates this.

Example 12. Let

O1 = {A ≡ P1 ⊓ ∃r.B1,

P1 ⊑ P2 ⊓ ∃r.B2,

P3 ⊑ P1}

and

O2 = {A ≡ P2 ⊓ ∃r.B1,

P1 ⊑ P2 ⊓ ∃r.B2,

P3 ⊑ P1}.

and Σ = sig(O1) = sig(O2) are the common symbols of O1 and O2. We can see

that O1 and O2 are similar to each other, where the only difference is in the defini-

tion of A. The concept name A in O2 is defined in terms of P2 rather than P1 as

in O1. Computing UI-Diff(O2,O1) gives the witness A ⊑ P1. However, computing

UI-Diff(S2,S1) between the generated subontologies S1 and S2 of O1 and O2 for the

focus set ΣF = {A, P3} respectively, where =

S1 = {A ≡ P1 ⊓ ∃r.B1 ⊓ ∃r.B2,

P3 ⊑ P1 ⊓ ∃r.B2,

P1 ⊑ ∃r.B2}

and

S2 = {A ≡ P2 ⊓ ∃r.B1,

P3 ⊑ P1 ⊓ ∃r.B2,

P1 ⊑ P2 ⊓ ∃r.B2}

gives the witness set: {A ⊑ P1, A ⊑ ∃r.B2}.

We can see that UI-Diff(S2,S1) = {A ⊑ P1, A ⊑ ∃r.B2} includes the additional
axiom A ⊑ ∃r.B2. This additional witness was not revealed when comparing between
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the original ontologies O1 and O2. This is because the definition of A in O1 does
not include all the existential restrictions (defining characteristics) that the concept A
inherits (including ∃r.B2). Thus, the definition of A in UI1 generated when comput-
ing UI-Diff(O2,O1) does not include the additional condition (∃r.B2) that A inherits
from P1. This is because the uniform interpolation method computes only strongest
Σ-entailments of the input ontology. For clarification, we display the set of axioms
within the UI1 when computing UI-Diff(S2,S1).

UI1of UI-Diff(S2,S1) = {A ⊑ P1, (6.3)

A ⊑ ∃r.B1, (6.4)

A ⊑ ∃r.B2 , (6.5)

P1 ⊓ ∃r.B1 ⊓ ∃r.B2 ⊑ A, (6.6)

P3 ⊑ P1, (6.7)

P3 ⊑ ∃r.B2, (6.8)

P1 ⊑ ∃r.B1} (6.9)

We can see that UI1 of UI-Diff(S2,S1) includes normalised axioms of S1 where
their symbols are in Σ. After checking which axioms in UI1 that are not entailed
by S2, the resulting set of witnesses is {A ⊑ P1, A ⊑ ∃r.B2}.

We note that the additional witness A ⊑ ∃r.B2 tells the user which condition that
the focus concept A inherits from the parent concept P (in S1) where such condition
is not entailed by the latter version (S2).

Factor 2: Syntactic Difference of Definitions. The focus concept in the subontol-
ogy is defined in terms of its closest primitive ancestors, which may not be the case in
the original ontology. This results in a syntactic difference between the focus concept’s
definitions in the subontology and the original ontology, which may produce different
results when computing UI-Diff. To demonstrate this, consider the following example.

Example 13. Let

O1 = {A ⊑ D1 ⊓ ∃r.B,

D1 ≡ D5 ⊓ ∃r.B,

D5 ⊑ ∃r.B}
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and

O2 = {A ≡ D2 ⊓ ∃r.B,

D1 ≡ D5 ⊓ ∃r.B,

D5 ⊑ ∃r.B}

Generating the subontologies S1 and S2 form O1 and O2 for ΣF = {A,D1} gives the

following:

S1 = {A ⊑ D5 ⊓ ∃r.B,

D1 ≡ D5 ⊓ ∃r.B,

D5 ⊑ ∃r.B}

and

S2 = O2

We note that S1 is logically equivalent to O1 but syntactically differ. S1 defines A in

terms of its closest primitive ancestor, which is D5.

Computing UI-Diff(O2,O1) to generate axioms that are entailed by O1 but not O2

results in the witness A ⊑ D1. However, computing UI-Diff(S2,S1) gives the witness

A ⊑ D5.

We can see why there is a difference in the results when computing UI-Diff between
the original ontologies than between the subontologies by looking at the generated UI.
When computing UI-Diff(O2,O1) the generated UI for the common symbols Σ =

{A, D1, r, D5, B} is:

UI1of UI-Diff(O2,O1) = { A ⊑ D1 ,

A ⊑ ∃r.B,

D1 ⊑ D5,

D1 ⊑ ∃r.B,

D5 ⊓ ∃r.B ⊑ D1}.
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However, when computing UI-Diff(S2,S1) the generated UI is:

UI1of UI-Diff(S2,S1) = { A ⊑ D5 ,

A ⊑ ∃r.B,

D1 ⊑ D5,

D1 ⊑ ∃r.B,

D5 ⊓ ∃r.B ⊑ D1}.

UI1 of UI-Diff(S2,S1) includes the axiom A ⊑ D5 (the axiom within the box) instead
of A ⊑ D1 because A in S1 is defined in terms of the closest primitive ancestor D5.
We note that S1 preserves the relation A ⊑ D1 in the concept hierarchy HS1 = {A ⊑
D1, D1 ⊑ D5}. The relation A ⊑ D1 is stronger than the relation A ⊑ D5 because D1

directly subsumes A, whereas D5 subsumes A indirectly. The concept hierarchy HS1

of S1 is identical to the concept hierarchy of O1. The reason the UI computed when
producing UI-Diff(S2,S1) does not result in such an inferred stronger relation (A ⊑
D1) is that forgetting was not used to generate such an inferred axiom, i.e., no symbols
were forgotten in order to for the inferred axiom A ⊑ D1 to be generated.

Factor 3: Terminology or Not. When the input ontology to the subontology gener-
ation method is not a terminology, i.e., contains more than one definition for a concept
name A, then the generated abstracted definition for A can be weaker than the original
definition. This might be reflected in the resulting set of witnesses as a witness of the
form C ⊑ A, where A is a focus concept. Consider the following example.

Example 14. Let

O1 = {A ≡ P1 ⊓ ∃r.C1,

A ⊑ P2,

P3 ⊑ P1 ⊓ P2}

and

O2 = {A ≡ P1 ⊓ ∃r.C1,

P3 ⊑ P1 ⊓ P2}.

We note that O1 includes two axioms for the concept name A.
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Σ = sig(O1) = sig(O2) is a set of the common symbols in O1 and O2. Generating

the subontologies S1 and S2 from O1 and O2 for ΣF = {A,P3} gives the following

subontologies.

S1 = {A ≡ P1 ⊓ P2 ⊓ ∃r.C1,

P3 ⊑ P1 ⊓ P2}

and S2 = O2.

Computing UI-Diff(S2,S1) to generate axioms that are entailed by S1 but not S2

results in the witness A ⊑ P2. The other direction UI-Diff(S1,S2) to generate axioms

that are entailed by S2 but not S1 results in the witness P1 ⊓ P2 ⊓ ∃r.C1 ⊑ A.

The witness P1 ⊓ P2 ⊓ ∃r.C1 ⊑ A was generated as a result of computing the
abstracted definition of A, which is weaker than the original definition. On the other
hand, computing UI-Diff(O1,O2) results in empty set, since the definition of A in O2

is not weaker than A’s definition in O1. Such witnesses of focus concepts are not
computed if the input ontology to the subontology generation method is a terminology.

Based on the aforementioned factors, we conclude the following aspects about our
method:

1. Through the first factor, we discovered that additional witnesses can be generated
as a result of abstracting focus concept definitions. These additional witnesses
assist modellers in precisely understanding conditions that the focus concepts
inherit, where such conditions are not entailed by the other ontology version.

2. The second factor demonstrates that witnesses computed between subontologies
might differ to those that were computed between the original ontologies. This is
because abstracted definitions associated with focus concepts in the subontology
differ syntactically from their original definitions in the original ontology.

3. The third factor states that the input ontologies should be terminologies in order
to compute semantic differences between subontologies. This is to avoid gen-
erating witnesses as a result of computing weaker definitions of focus concepts
than the original definition (see Section 5.1 about upwardly abstracted defini-
tions).
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6.4 Analysis of the Witness Sets

In this section, we distinguish between the resulting witnesses based on whether the
witness is stated or inferred. We also distinguish them according to whether the witness
is associated with a focus or supporting concept. Based on such distinctions we present
an analysis scheme to analyse the resulting witnesses by partitioning them according
to the identified sets.

6.4.1 Stated or Inferred Witnesses

Distinguishing stated from inferred witnesses enables a clear understanding of the re-
sulting witnesses, as inferred witnesses highlight hidden axioms or unexpected conse-
quences identified while tracking semantic differences. The set of stated and inferred

witnesses, are defined as follows.

Definition 26 (Stated (Inferred) Witness). Let O1 and O2 be two normalised ontolo-

gies. Let W be the witness set of all axioms α given by computing UI-Diff(O2, O1).

We say that IW is the set of inferred witnesses where O1 |= α but α ̸∈ O1. If α ∈ O1

then all such witnesses α are stated witnesses denoted by SW .

To generate the set of inferred witnesses IW and the set of stated witnesses SW ,
our method transforms the axioms in the original ontology into a form similar to the
axioms’ form in the set of witnesses W . This process produces the normalised on-
tology Onormalised. Then, we determine whether or not the axioms α ∈ W are stated
in Onormalised. If α ∈ Onormalised, it is added to SW; if not, it is inferred and added
to IW . Note that the axioms in the witness sets are normalised because axioms within
the UI are in normalised form.

Consider the following example, which shows that normalising the original ontol-
ogy is important to determine stated and inferred witnesses.

Example 15. Let

O1 = {A1 ≡ P ⊓ ∃r.C1, }

and

O2 = {A1 ≡ P2 ⊓ ∃r.C2,

A2 ⊑ ∃r.C1}
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and Σ = {A1, r, C1} be the common symbols between O1 and O2. Computing UI-Diff(O2,O1)

by forgetting A2, P2 and C2 gives the UI:

UI1 = {A1 ⊑ ∃r.C1}

Then, every axiom in UI1 is checked if it is entailed by O2 or not. This results in the

witness set:

W1 = {A1 ⊑ ∃r.C1}

Checking if every axiom in W1 is stated in O1 will comprise an empty set for SW
and W1 is considered to contain inferred axioms. However, when normalising O1:

Onormalised
1 = {A1 ⊑ P,

A1 ⊑ ∃r.C1,

P ⊓ ∃r.C1 ⊑ A1}

to generate the inferred and stated witness sets, we find that the axiom in W1 is a stated

witness in Onormalised
1 . Thus, it is added to the stated witness set:

SW1 = {A1 ⊑ ∃r.C1}

This is the derived outcome as the ontology after normalisation states the generated

witnesses.

Notably, all witnesses in IW are inferred as a result of the forgetting process. How-
ever, witnesses in SW can be produced even if no forgetting occurs during witnesses
generation, more precisely during the first step of the UI-Diff method. The first step of
UI-Diff computes a UI by forgetting symbols not in the common signature set Σ. The
following example shows a case of an inferred witness resulting from the forgetting
steps.

Example 16. Let

O1 = {A1 ≡ P ⊓ ∃r.C,

A2 ⊑ P}
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and

O2 = {A1 ⊑ ∃r.C,

A2 ⊑ P2}

and Σ = {A1, r, C,A2} be the common symbols between O1 and O2. Computing

UI-Diff(O2,O1) by forgetting P and P2 gives the UI:

UI1 = {A2 ⊓ ∃r.C ⊑ A1,

A1 ⊑ ∃r.C}

This results in the witness set:

W1 = {A2 ⊓ ∃r.C ⊑ A1}

and the axiom in it has been inferred by forgetting P in O1. It is generated according

to the following inference rule for concept name elimination [LLA+21a]:

A2 ⊑ P, P ⊓ ∃r.C ⊑ A1 =⇒ A2 ⊓ ∃r.C ⊑ A1

where P was forgotten because it is not in Σ. The inferred witness set is:

IW1 = {A2 ⊓ ∃r.C ⊑ A1},

because A2 ⊓ ∃r.C ⊑ A1 is not stated in Onormalised
1 .

6.4.2 Focus or Supporting Concept Witnesses

An important point to consider when using subontologies to compute witnesses rather
than the original ontologies, is how much knowledge does the subontology preserve
from the original ontology. To help us understand this aspect, we categorise the result-
ing witnesses depending on whether they are associated with focus concepts in ΣF or
supporting concepts in ΣS .

By using subontologies to keep track of semantic differences, all possible witnesses
that are associated with focus concepts are generated. This is because subontologies
preserve the semantic relationships associated with the input focus set, particularly
when the input ontology is a terminology. Focus set subontologies, on the other hand,
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may exclude some axioms associated with supporting concepts (see Chapter 5 about
focus set subontologies). This means that some witnesses related to supporting sym-
bols are not computed using focus set subontologies.

We define the set of focus and supporting concept witnesses as follows.

Definition 27 (Focus (Supporting) Concept Witness). Let S1 and S2 be two subontolo-

gies extracted from two ELH terminologies O1 and O2 for a focus set ΣF . Suppose

A ∈ ΣF (ΣS) where ΣS is the supporting set in S. A witness of the form A ⊑ C or

C ⊑ A in UI-Diff(S1, S2) is said to be a focus (supporting) concept witness where

C is an EL-concept. This witness is said to be associated with the focus (supporting)

concept name A. Focus concept witnesses will be denoted by WΣF
, while supporting

concept witnesses will be denoted by WΣS
.

6.4.3 Analysis Scheme

The subontology generation method makes it easier for the user to distinguish between
focus and supporting concept axioms (see Definition 18 about focus set axioms and
Definition 20 about supporting set axioms). This distinction serves as inspiration for
our witnesses segmentation mechanism, which starts by first determining if the change
belongs to a focus or a supporting concept. A change to a focus concept axiom may
have greater priority in the analysis than a change to a supporting concept axiom.
Thus, differentiating between a difference belonging to a focus or supporting concept
can considerably aid the analysis process.

Additionally, as discussed with a SNOMED CT terminologist, there are instances
where the emphasis is on revealing variations affecting the subsumption relationships
between supporting symbols, which the current toolings do not provide [AGS]. In
Section 6.6 (Scenario 2), we illustrate two of these cases by demonstrating the use of
the supporting set witnesses as a result of segmenting the witness set. This indicates
that such segmentation permits straightforward analysis of those witnesses.

Our witness analysis scheme is depicted in Figure 6.2. The analysis process begins
by determining if a witness is a focus or a supporting concept witness (Definition 27).
This results in two sets: WΣF

, which denotes the witnesses for the focus set, and WΣS
,

which denotes the witnesses for the supporting set. Each of the focus and supporting
concept witnesses is further partitioned into two groups based on whether the witness
is a stated or an inferred one (see Definition 26). This results in four sets, which are
SWΣF

, SWΣS
, IWΣF

and IWΣS
. Each of these four sets is subdivided according to
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(1) Focus

(2) Supporting

(1.1) Stated (1.2) Inferred

(2.1) Stated (2.2) Inferred

(1.1.1) (1.1.2)

(2.1.2)(2.1.1)

(1.2.1) (1.2.2)

(2.2.1) (2.2.2)

Figure 6.2: Witnesses Segmentation Scheme

the two axioms forms: A ⊑ C and C ⊑ A, where A is a concept in either ΣF or ΣS

and C is an EL-concept. The total resulting sets is eight sets.

Additionally, we illustrate the possible intersections of the generated sets. This in-
tersection happens as a result of segmenting the witnesses sets into focus and support-
ing concept witnesses, where the left and right hand-sides of axioms might be either a
focus or supporting concepts. The black oval shape in Figure 6.2 indicates where there
may be non-empty intersections, resulting in the sets: (1.1.1 ∩ 2.1.1), (1.1.2 ∩ 2.1.2),
(1.2.1 ∩ 2.2.1) and (1.2.2 ∩ 2.2.2).

6.5 Evaluation of Focus Set Semantic Difference

This section evaluates our method to generating focus set semantic differences in
depth. First, we describe the corpus used in our experiments (Section 6.5.1). Second,
we describe the different experiments conducted (Section 6.5.2). Thirdly, we discuss
our results from each experiment (Sections 6.5.3–6.5.6).
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6.5.1 Corpus

We evaluate our approach with SNOMED CT. Concepts within SNOMED CT are or-
ganised into 19 concept hierarchies such as Procedure, Clinical Finding, Body struc-

ture and Organism (see Section 2.4 about SNOMED CT).1

We focused on evaluating our approach against early versions of SNOMED CT
as recent versions include an extended fragment of ELH, which our method cannot
handle. This extended fragment includes GCIs of the form C ⊑ A, transitive roles,
reflexive roles, and role chain axioms.

As mentioned in Section 2.4, SNOMED International maintains a collection of
standard reference sets that were created for a variety of purposes, including data entry
and electronic health records uses.2 These refsets include the General Practice/Fam-
ily Practice (GPFP), the International Classification of Nursing Practice Diagnoses
(ICNP-Diagnoses), the International Classification of Nursing Practice Interventions
(ICNP-Interventions) and the General Dentistry refset.

We will now list the reference sets that were used in this evaluation. (See Sec-
tion 2.4.2 about reference sets).

General Practice/Family Practitioner (GPFP) refset This refset contains SNOMED
CT concepts for two data types that are frequently used in electronic health records
for general/family practise, which are Reasons For Encounter (RFEs) and (ii) health
concerns [Intn]. Concepts in this refset belong to four main concept hierarchies in
SNOMED CT, namely Clinical finding, Event, Procedure and Situation with explicit

context. We analysed the number of concepts in each version of this refset to determine
the proportion of concepts that fell into each of these four primary concept hierarchies.
Our analysis demonstrates that one of the concepts in the GPFP refset is under the Body

structure concept hierarchy in refset versions January 2016 to July 2017 (as shown in
Figure A.3 in Appendix A).

The International Classification of Nursing Practice Diagnoses (ICNP Diagnoses)
refset The ICNP Diagnoses refset3 contains concepts that correspond to those in

1Full list of SNOMED CT concept hierarchies can be browsed through the ontology’s official
browser: https://browser.ihtsdotools.org/

2https://mlds.ihtsdotools.org/#/ihtsdoReleases
3https://www.icn.ch/what-we-do/projects/ehealth-icnptm/about-icnp

https://browser.ihtsdotools.org/
https://mlds.ihtsdotools.org/#/ihtsdoReleases
https://www.icn.ch/what-we-do/projects/ehealth-icnptm/about-icnp
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the nursing diagnostics (problems) refset, which was intended to improve terminol-
ogy standardisation and interoperability in health information systems for nursing di-
agnoses [Into]. Concepts contained in this refset fall into two main SNOMED CT
concept hierarchies: Clinical finding and Situation with explicit context. Figure A.4 in
Appendix A illustrates the number of concepts in January 2016 to July 2017 versions
that belong to these main concept hierarchies.

The International Classification of Nursing Practice Interventions (ICNP Inter-
ventions) refset The ICNP-Interventions refset functions similarly to the ICNP-Diagnosis
refset [Intp]. As documented in [Intp], the concepts contained in this refset are all
members of the SNOMED CT Procedure hierarchy. Between January 2016 and July
2017 (Figure A.5 in Appendix A), 4% of the total number of concepts in this refset
were classified as belonging to the Situation with explicit context concept hierarchy.

General Dentistry (GD) refset The General Dentistry diagnostic term set is in-
tended to provide dentistry with terms that span the great majority of dental care [Intq].

We used our method for producing focus set semantic differences (described in
Section 6.2) to compute witness sets for each refset of SNOMED CT. We computed
witness sets for the GPFP, ICNP, and ICNP-Interventions refsets using the SNOMED
CT versions 1601 until 1707, where 1601 refers to the January 2016 version and the
rest of the versions are similarly situated. For each refset, the resulting witness sets
belonged to six pairs of UI-Diff comparisons (as seen in Figure 6.3), representing in-
formation gained and lost.

To compute witness sets representing gained and lost information for the General
Dentistry refset, we used the SNOMED CT versions from 1701 (January 2017) to 2007
(July 2020). The output of witness sets belonged to 16 pairs of UI-Diff comparisons
(as seen in Table 6.1). The number of UI-Diff comparisons computed for the GD refset
is more than the other three refsets because the analysis in Section 6.5.4 required more
comparisons of later versions to gain a general observation about the modifications that
occurred to the GD part of SNOMED CT.

6.5.2 The Conducted Experiments

We performed the following experiments after generating the witness sets.

• Comparing the size of the witness sets (see Section 6.5.3)
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We computed the size of witness sets of the three refsets including GPFP, ICNP
and ICNP-Interventions. The results in [LLA+21a] (presented in Figure 4 [LLA+21a])
included the size of the witness sets when computing UI-Diff between 15 con-
secutive versions of the core editions of SNOMED CT. We show the size of
the witness sets of the versions January 2016 to July 2017 from the results
in [LLA+21a] (shown in Yellow bar in Figure 6.3), and compared them to the
witness sets’ sizes of the three refsets; GPFP, ICNP and ICNP-Interventions.

• Evaluating the usefulness of the UI-Diff witnesses (see Section 6.5.4)

We analysed the witness sets belonging to the GD refset to evaluate the use-
fulness of the witnesses generated using the UI-Diff method. This was accom-
plished in order to have a better understanding of certain general observations
about modelling changes to the GD subontology of SNOMED CT.

• Analysis of the witness sets (see Section 6.5.5)

We segmented the witness sets according to the analysis scheme presented in
Section 6.4. This analysis was conducted using three refsets: GPFP, ICNP, and
ICNP-Interventions. We computed the size of the witness sets after segmentation
in order to get the number of focus and supporting concept witnesses that are
either stated or inferred.

• Analysis of the top-level concept hierarchy of focus concept witnesses (see
Section 6.5.6)

Given that our analysis scheme distinguishes between witnesses associated with
focus concepts and those associated with supporting concepts, we performed an
additional analysis on the resulting focus concept witnesses WΣF

to determine
which SNOMED CT top-level concept hierarchy subsumes the focus concepts A
in the set of axioms A ⊑ C and C ⊑ A. Witness sets of the GPFP, ICNP, and
ICNP-Interventions refsets of the corpus were used in this analysis.

In the following sections, we discuss the results of our experiments.

6.5.3 Comparing the Size of the Witness Sets

Figure 6.3 shows the number of witnesses in different comparisons of consecutive ver-
sions of SNOMED CT. The Yellow bar indicates the witness sets from [LLA+21a]. As
mentioned, the evaluation in [LLA+21a] shows the number of witnesses when tracking
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Figure 6.3: Number of witnesses in different comparisons of consecutive versions
of computed subontologies for the refsets: GPFP, ICNP and ICNP Interventions of
SNOMED CT

semantic differences between the core editions of SNOMED CT. On the other hand,
our results demonstrate the number of semantic differences between the subontologies
computed for the three refsets, GPFP, ICNP, and ICNP-Interventions. The number of
witnesses computed between SNOMED CT’s core editions is enormous in comparison
to the witnesses computed for the three refsets. This is expected, as tracking semantic
differences between subontologies computed for the refsets results in a focused set of
witnesses with a smaller size. For example, the UI-Diff(1601, 1607) comparison of
the GPFP refset includes only 46 witnesses, compared to 584 witnesses in the orig-
inal comparison between the whole SNOMED CT versions. This is also true for the
remaining refsets; for example, the witnesses belonging to ICNP refset in the compar-
ison UI-Diff(1607, 1701) are only a few out of over a million witnesses in the original
comparison.

Comparing the number of witnesses across all refsets shows that the majority of
semantic differences belong to the GPFP subontology of SNOMED CT. This shows
that terminologists focused their modifications on the GPFP portions of the ontology.
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Table 6.1: GD witnesses of forms: GD concept ⊑ C (Form I), C ⊑ GD concept
(Form II), GD concept ≡ C (Form III)

Tasks Form I Form II Form III Tasks Form I Form II Form III
(1701,1707) 4 0 0 (1707,1701) 0 4 4
(1707,1801) 3 0 0 (1801,1707) 0 0 0
(1801,1807) 8 4 0 (1807,1801) 13 1 2
(1807,1901) 15 3 0 (1901,1807) 6 4 4
(1901,1907) 17 5 0 (1907,1901) 9 4 6
(1907,2001) 10 5 0 (2001,1907) 11 3 3
(2001,2003) 0 0 0 (2003,2001) 0 0 0
(2003,2007) 6 13 0 (2007,2003) 4 14 4

6.5.4 Evaluating the Usefulness of the UI-Diff Witnesses

In this section, we explore the semantic differences between several versions of the
SNOMED CT General Dentistry reference set and attempt to deduce what they mean.
The purpose of this study is to explore how UI-based semantic differences can aid
SNOMED International’s modellers in comprehending the evolution of the general
dentistry domain.

We discovered that a number of defined concepts were revised in a similar manner:
the prior versions entailed the downward directions of the GCI of the defined concepts
belonging to the GD refset, but not the upward directions. For example, in the com-
parison between the subontologies 1701 and 1707 we found that the previous version
entailed the downward direction of the witness C ⊑ Exostosis of jaw (disorder) of the
defined concept Exostosis of jaw (disorder) but not the upward direction, where C was
a complex concept. This was because the ontology engineers considered a more pre-
cise location for Exostosis of jaw (disorder), which was Bone structure of jaw (body

structure) in the later version. The original was Jaw region structure (body structure),
which is a super concept of Bone structure of jaw (body structure).

Clearly, the ontology engineers at SNOMED International have updated the defi-
nitions of clinical terms in subsequent versions by making concepts more explicit and
the definitions more precise.

We computed statistics of the GD set witnesses determining whether the change
occurred to the necessary or sufficient conditions of the GD concepts. Table 6.1
summarises witness counts in the following formats: GD concept ⊑ C (Form I),
C ⊑ GD concept (Form II) and GD concept ≡ C (Form III) where C is a complex
expression and GD concept is a named concept in the focus set (GD set). The results
indicate that the majority of changes occurred to the necessary conditions of the GD
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Table 6.2: Total focus and supporting set witnesses count table

Refset Comparison IWΣF
IWΣS

IWΣF
∩ IWΣS

SWΣF
SWΣS

SWΣF
∩ SWΣS

GPFP (1607,1601) 11 0 0 21 4 2
(1601,1607) 4 1 0 35 6 4
(1701,1607) 20 2 0 124 17 13
(1607,1701) 17 3 0 157 9 3
(1707,1701) 90 10 3 148 10 5
(1701,1707) 51 4 2 157 30 11

ICNP-Diagnosis (1607,1601) 0 0 0 0 0 0
(1601,1607) 0 0 0 0 0 0
(1701,1607) 1 0 0 0 0 0
(1607,1701) 2 0 0 4 0 0
(1707,1701) 0 6 0 102 1 0
(1701,1707) 21 1 0 3 0 0

ICNP-Interventions (1607,1601) 0 0 0 0 0 0
(1601,1607) 0 0 0 0 0 0
(1701,1607) 2 0 0 0 0 0
(1607,1701) 0 0 0 1 1 1
(1707,1701) 0 0 0 1 1 0
(1701,1707) 0 1 0 1 0 0

refset’s focus concepts (Form I).

6.5.5 Witnesses Analysis

Table 6.2 includes statistics on the overall number of focus and supporting set wit-
nesses when tracking semantic difference between different versions of SNOMED CT
belonging to the three refsets: GPFP, ICNP and ICNP-Interventions. These witnesses
are partitioned according to the scheme outlined in Section 6.4. In each of the three
refsets, the witnesses associated with the focus concepts outnumber those associated
with the supporting concepts in most of the comparisons. This indicates that there have
been a significant number of changes to the definitions of the focus concepts over the
course of the version releases.

When comparing the January and July 2017 versions (UI-Diff(1707, 1701) of ICNP-

Diagnosis refset, a relatively higher number (109) of witnesses appeared, indicating
lost information. Seven of these witnesses are associated with supporting concepts;
only one of them is a stated witness, while the others are inferred. On the other hand,
there is a lesser number (26) of witnesses representing gained information was en-
tailed by July 2017 but was no longer entailed by January 2017. Most of these wit-
nesses (23) were inferred and not explicitly stated in the ICNP-Diagnosis Subontology-
1707. These inferred witnesses point to hidden changes that deserves further investi-
gation.
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Figure 6.4: Number of focus concept witnesses belonging to four main concept hier-
archies of SNOMED CT in the GPFP comparisons

The changes associated with the ICNP-Interventions are very subtle, and the com-
parison UI-Diff(1707, 1701) appeared to contain only one inferred focus concept wit-
ness. Such witness may be worth examining, as it may indicate unexpected conse-
quence as a result of modifying the ontology.

There are no focus, nor supporting concept witnesses in the comparisons between
the January 2016 and July 2016 versions of the ICNP Diagnosis and ICNP Interven-
tions refsets. This likewise holds true in the opposite direction (from July 2016 version
to January 2016 version).

6.5.6 Focus Concept Witnesses’ Top-level Concept Hierarchy

Figure 6.4 shows the number of focus concept witnesses that belong to the top-level
concept hierarchies in the comparisons of the GPFP refset. We found that the majority
of focus concept witnesses in all comparisons of the GPFP refset fall under the Clinical

finding concept hierarchy. The results indicate that not all focus concepts belonging to
the four top-level concept hierarchies (Clinical finding, Event, Procedure and Situation
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with explicit context) to which concepts in the GPFP refset belong have associated
focus concept witnesses. For instance, there are no focus concept witnesses exist in
the comparison UI-Diff(1601, 1607) whose focus concepts reside in the Situation with

explicit context concept hierarchy. The terminologist can conclude from the results
that changes associated with the GPFP refset between these two versions (1601 and
1607) did not affect the Situation with explicit context concept hierarchy.

The figures for the top-level concept hierarchies of the focus concept witnesses
that belong to the ICNP-Diagnosis and ICNP-Interventions refsets are shown in Ap-
pendix A (Figures A.1 and A.2). Although concepts in the ICNP-Diagnosis refset
belong to two main concepts hierarchies, which are Clinical finding and Situation with

explicit context (See Figure A.1), witnesses associated with focus concepts only be-
long to Clinical finding concept hierarchy. A very small number of focus set witnesses
belong to ICNP-Interventions (Figure A.2).

6.6 Practical Scenarios

This section discusses various scenarios that demonstrate how the modeller can benefit
from the various witness sets. To yield these scenarios, we examined several examples
from the results of our evaluation (in Section 6.5).

Scenario 1

Assume the modeller is interested in knowing about changes associated with the GPFP
focus set, more specifically, changes to the definition of the focus concept Vocal cord
palsy (disorder) in the GPFP comparison (1707,1701). In particular, the modeller
wishes to verify whether the definition of Vocal cord palsy (disease) has undergone
changes since the prior version 1701 that might render its previous definition invalid
in the subsequent version 1707. To begin the analysis, the modeller examines focus
concept witnesses WΣF

since the concept of interest (Vocal cord palsy (disorder)) is
a focus concept. Such set contains three witnesses associated with Vocal cord palsy
(disorder). Assume now the modeller wishes to determine which of the Vocal cord
palsy (disorder) witnesses are stated and which are inferred. The modeller can inspect
two sets: the inferred focus concept witnesses IWΣF

and the stated focus concept
witnesses SWΣF

. By inspecting the set IWΣF
, the modeller discovers two inferred
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witnesses associated with the concept Vocal cord palsy (disorder):

Vocal cord palsy (disorder) ⊑ Disorder of respiratory system (disorder) (6.10)

Vocal cord palsy (disorder) ⊑ Paralytic syndrome (disorder) (6.11)

Inferred witnesses represent entailments that are not stated in the ontology. Deriv-
ing the reason for the inferred witnesses can be done by using an OWL justification
tool [HPS15] or by manual inspection. Using the OWL justification tool, we illustrate
the causes of inferred witnesses (see Section 2.3 for a definition about justification
axioms). Two inputs are considered when using the justification tool: the inferred wit-
ness set, and the subontology-1701. The set of axioms that explain the inferred witness
(6.10) is:

Vocal cord palsy ⊑ Paralysis of vocal cords or larynx ⊓

∃Role group.(∃Finding site.Structure of nervous system) ⊓

∃Role group.(∃Finding site.Vocal cord structure) (6.12)

Paralysis of vocal cords or larynx ⊑ Disorder of respiratory system (6.13)

We can see that Vocal cord palsy (disorder) is subsumed by Disorder of respiratory

system (disorder) through the concept Paralysis of vocal cords or larynx (disorder).
This subsumption relation was revealed by forgetting the concept Paralysis of vocal

cords or larynx (disorder) resulting in the above witness (6.10).

Generating the explanation axioms for the second inferred witness (6.11), gives the
following set of axioms:

Vocal cord palsy (disorder) ⊑ Paralysis of vocal cords or larynx (disorder) ⊓

∃Role group.(∃Finding site.Structure of nervous system (body structure))

∃Role group.(∃Finding site.Vocal cord structure (body structure)) (6.14)

Paralysis of vocal cords or larynx (disorder) ⊑ Paralytic syndrome (disorder) ⊓

∃Role group.(∃Finding site.Structure of nervous system (body structure)) ⊓

∃Role group.(∃Finding site.Vocal cord structure (body structure)) (6.15)

The explanation axioms shows that the forgotten concept Paralysis of vocal cords or

larynx is subsumed by the concept Paralytic syndrome resulting in the second inferred
witness (6.11).
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Upon generating the explanation axioms for the inferred witnesses, several actions
can be done by the modeller, including logging the witness set along with their expla-
nation axioms for future improvements of the ontology.

Inspecting the stated focus concept witnesses set SWΣF
revealed one stated wit-

ness associated with the concept Vocal cord palsy (disorder) which is:

Vocal cord palsy (disorder) ⊑

∃Role group.(∃Finding site.Structure of nervous system (body structure)) (6.16)

It is worth noting that the stated witness of Vocal cord palsy (disorder) (6.16) is a re-
sult of abstracting the focus concept definition. (See Section 6.3 to understand the first
aspect of the focus set semantic difference generator method). Abstracting the defi-
nition of Vocal cord palsy helps understanding which necessary condition that Vocal
cord palsy inherits from Paralysis of vocal cords or larynx that is not entailed by the
subontology version 1707. Computing the semantic difference between the original
ontologies rather than the subontologies, on the other hand, does not reveal the wit-
ness (6.16), which may result in an incomplete understanding of all the changes to the
definition of the focus concept Vocal cord palsy.

Scenario 2

Reviewing modifications to the concept hierarchy is one of the version control du-
ties undertaken by SNOMED CT modellers. Such changes become significant when
dealing with patient case queries as they may affect the “is a” relationships, not the ac-
tual patient cases, which can generate inconsistencies in reporting trends [LCL11, Ld-
KLC14]. Following a discussion with a SNOMED CT terminologist [AGS], there are
instances when modellers are particularly interested in knowing about changes to the
hierarchy of supporting concepts. Particularly, in the case where supporting concepts
occur in definitions of focus concepts that remain unchanged between versions. To
demonstrate such instances, we present two examples from the evaluation results.

Example 1 We assume that the modeller wishes to investigate for a change in the
supporting concepts hierarchy among the witnesses specified in ICNP-Interventions
UI-Diff(1707, 1701).

The first step is to determine whether there are any supporting concept witnesses
in WΣS

. The supporting concept witnesses in ICNP-Interventions UI-Diff(1707, 1701)
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do not include any inferred witnesses (as seen in Table 6.2). Thus, the modeller in-
spects the collection of SWΣS

(stated supporting concept witnesses). Here, the mod-
eller discovers a single witness:

Finding related to ability to walk ⊑ Finding of activity of daily living (6.17)

Finding related to ability to walk is a supporting concept that exist in the definition
of the focus concept Assessment of ability to walk. This focus concept is defined
identically in both subontologies versions 1701 and 1707, by:

Assessment of ability to walk ⊑ Procedure ⊓

∃RoleGroup.(∃Method.Evaluation - action) ⊓

∃RoleGroup.(∃Has focus.Finding related to ability to walk) (6.18)

The modeller learns from the change (6.17) that the position of the supporting concept
(Finding related to ability to walk) in the concept hierarchy has shifted. This is demon-
strated by the axiom (6.17), which is entailed by the 1701 version but not by the 1707

version. To understand the new position of the supporting concept (Finding related

to ability to walk), the modeller checks the later version (subontology-1707) and finds
that it has been changed to be subsumed by Clinical finding in the subontology-1707.

Finding related to ability to walk ⊑ Clinical finding (6.19)

It is worth noting that the concept Finding related to ability to walk is located beneath
the concept Finding related to ability to move in the concept hierarchy of the original
ontology-1707. The reason that the concept Finding related to ability to walk was not
discovered to be subsumed by the concept Finding related to ability to move in the
subontology-1707 is that Finding related to ability to move is neither a focus nor a
supporting concept in the subontology-1707.

Computing UI-Diff between the ⊥-modules does not reveal the witness (6.17)
associated with the supporting concept Finding related to ability to walk. This was
checked by performing a spot check which involves computing the bottom modules
for ΣF as we did not have access to the results of the UI-Diff comparisons between the
original ontologies. Then, we computed the UI-Diff between the generated ⊥-modules
to determine whether computing the UI-Diff between the original ontologies (which
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are represented by the ⊥-modules) would reveal the witness associated with the sup-
porting concept Finding related to ability to walk. Our test showed no such witness,
confirming that computing the UI-Diff using focus set subnotologies rather than the
original ontologies generates changes associated with supporting concepts that cannot
be revealed using other methods.

Example 2 Assume the modeller is interested in learning about changes to the hi-
erarchy of supporting concepts within the GPFP(1601, 1607) comparison. The mod-
eller begins by scanning the supporting set witnesses WΣS

. If the modeller is look-
ing for changes stated explicitly in the subontology-1607, the modeller examines the
set SWΣS

. This set has six witnesses, where one of them represents a change to the
supporting concept hierarchy and their focus concept definitions remain the same in
both versions (witness 6.20).

Malunion of fracture ⊑ Fracture (6.20)

Computing the UI-Diff between the original ontologies of the SNOMED CT ver-
sions 1601 and 1607 did not reveal any change associated with Malunion of fracture.
This is because the concept Malunion of fracture is subsumed by the same conditions
in both versions, which are Abnormal healing of fracture and Fracture. However, the
UI-Diff computed between the original ontologies detected a change associated with
the parent concept Abnormal healing of fracture. The concept Abnormal healing of

fracture in the version 1607 is subsumed by Healing fracture which is not the case in
the version 1601, i.e., Abnormal healing of fracture is not subsumed by Healing frac-

ture in the previous version (1601). Since Healing fracture is subsumed by Fracture,
then by transitivity of the subsumption relation through Abnormal healing of fracture,
Malunion of fracture becomes subsumed by Fracture.

To ascertain the position of Malunion of fracture in the previous version, the mod-
eller examines the subontology-1601. The modeller finds that Malunion of fracture

was subsumed by Lesion in the previous version (1601).

Both Examples 1 and 2 demonstrate the critical role of subontologies in identifying
specific changes associated with supporting concepts that are related to the definitions
of focus concepts. This is because the information within subontologies is focused
only on the definitions of concepts of interest (the focus concepts) and the hierarchical
relationships of their supporting concepts.
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6.7 Conclusion

We introduced a method for tracking semantic differences between ontologies. The
aim of the method is to limit the tracking of semantic changes to a portion of the on-
tology. This is accomplished by first extracting subontologies for a given collection of
focus symbols, which are then utilised to compute semantic differences. This leads in
a focused collection of semantic changes that are pertinent to the selected sub-domains
of the original ontology.

Our approach, which begins by extracting focus set subontologies from the source
ontology, involves generating abstracted definitions of focus concepts. These ab-
stracted definitions assist in stating all of the defining characteristics of focus concepts
in the form of existential restrictions that might not be expressed in the original defi-
nition of the focus concept. These defining characteristics aid in the identification of
additional witnesses linked with focus concepts that would not be generated without
abstraction. These additional witnesses inform modellers to probable changes in the
meaning of concepts as a result of adding or removing defining characteristics from
the definition of focus concepts during release revisions.

Our approach was evaluated by comparing semantic differences between subon-
tologies of standard reference sets that are actively used in electronic health record
systems. Our evaluation highlights the value of our method for tracking focus set
semantic differences by facilitating the examination of semantic differences arising
from very large ontologies such as SNOMED CT especially when only a subset (e.g.,
GPFP, ICNP-Diagnosis or ICNP-Interventions) of the original ontology’s domain is
important for the application and users should be unconcerned about changes to the
remainder of the ontology. We discovered that semantic differences tend to be subtle
between subontologies for specific focus sets (reference sets). For instance, we found
that very small number of semantic differences occur between the July 2016 and July
2017 versions of the ICNP-Diagnosis and ICNP-Interventions refsets.

The segmentation of witnesses demonstrates our method’s usefulness at simplify-
ing analysis tasks when the modeller is primarily interested in identifying differences
relating to focus concepts or supporting ones. Moreover, the distinction between stated
and inferred witnesses aids the modeller in capturing unobserved inferred witnesses
for further investigation. This demonstrates the method’s utility in identifying obscure
witnesses associated with a particular refset.

The concrete scenarios illustrate how our method can be used to track and analyse
changes between subontologies. We examined two scenarios in which the modeller
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could be interested in tracking changes to either focus concepts (Scenario 1) or sup-
porting concepts (Scenario 2). Both scenarios illustrated the ability of our method for
identifying changes that are otherwise undetectable by existing methods; in particu-
lar, neither the SNOMED CT versioning technique nor the use of the UI-Diff method
directly between original ontologies reveal the type of witnesses investigated in the
scenarios.



Chapter 7

Conclusions and Future Work

With the emergence of new ontologies in the biomedical and life sciences domains
and the continued growth and complexity of current ones, there is an increasing need
to utilise, develop, and expand ontology extraction formalisms for a range of applica-
tions. Ontology extraction methods have been developed with the objective of contain-
ing only the terms that are of interest to the developer or end-user. Although ontology
modules have poor precision rates and current forgetting tools have difficulty when
applied directly to huge ontologies for small signature sizes, in Chapter 4, we devel-
oped a workflow that successfully couples the two approaches. The results show a
practical approach with high precision is provided by our workflow for computing uni-
form interpolants for real-world, small-sized signatures of prominent, large ontologies
including SNOMED CT and NCIt.

Our study in Chapter 4 involved assessing the computation of uniform interpolants
for real-world signatures such as SNOMED CT reference sets through the devel-
oped workflow. The workflow for computing uniform interpolants incorporates pre-
processing methods, including newly developed signature extension and partitioning
techniques, and existing ontology modularity tools. The signature extension algorithm
was used to augment the interpolation signature by including required symbols from
the input ontology in order to compute complete definitions using uniform interpola-
tion. While the generated uniform interpolants were valuable in this respect, when
utilising the LETHE and UI-FAME tools, they contained rewritten axioms with overly
expressive constructors in comparison to the original ontology. While this study did
not meet the required usability criteria that SNOMED CT users would seek, it served
as a useful prelude to the development of the subontology extraction and semantic
difference methods.

185
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In Chapter 5, we investigated an alternative method to generating subontologies,
namely a definition-driven approach for producing subontologies that are focused on
the given set of symbols. Our approach for generating subontologies is very useful
for SNOMED CT users. The subontologies adhere to a set of preset criteria that make
them suitable for SNOMED CT users. Among these criteria is the provision of com-
plete definitions for the given set of symbols from the original ontology. The second
requirement is for the created subontologies to be concise. The third assures that the
subontology’s axioms have the same structure as those in the original ontology.

Our subontologies contain axioms expressed in the long canonical form, which
benefits the SNOMED community in a variety of ways. By modelling concept defi-
nitions in this form, a reasoner can infer concept names that are either superconcepts
or subconcepts of the given concept more precisely. Additionally, the long canoni-
cal form decomposes a concept’s conditions maximally into its primitive concepts and
defining characteristics, which is advantageous for recording, retrieval or analysis of
stored clinical data [Spa01].

Our method for generating focus set subontologies is novel in the field of ontology
extraction. Ontology modularity methods, such as semantic and minimal subsumption
modularisation, aim to generate extracts specified by the set of input symbols. This also
holds true for uniform interpolation. Rather than that, our method is a definition-driven
approach, where the subontology defines the set of input symbols by extracting their
corresponding definitions from the original ontology. The generation of subontologies
in this way guaranteed that the original structure of axioms is preserved in the resulting
subontologies, which is critical for SNOMED CT users.

It is worth noting that our method for generating subontologies aims to encompass
all axioms that are essential solely for the definitions of focus concepts. This way, we
trade the completeness of providing all of the information about the supporting sym-
bols used in the definitions of the focus set’s symbols for conciseness. This came with
the assumption that the user is not interested in all of the information about the sup-
porting symbols. Allowing for the inclusion of all information pertaining to supporting
symbols in the generated subontologies may result in a very large ontology similar to
those obtained through locality-based modularisation [GHKS07]. On the other hand,
if we achieve completeness by computing only axioms about supporting symbols, such
that all of the supporting symbols’ entailments are preserved in the subontology with
the exclusion of any symbol outside the range of the supporting symbols, we may
achieve this only through rewriting, in which case we will end up with axioms that are
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rewritten similar to those obtained through uniform interpolation [LW11].

Our subontology generation method is based on computing abstracted definitions
for the input set of focus symbols. We studied the impact of abstracted definitions on
reducing the size of the generated subontology. To achieve that, we introduced the
notion of interval, which allowed us to clearly explain why subontologies built on
abstracted definitions are smaller than bottom locality-based modules while retaining
all of the focus concept’s defining characteristics. The results of computing the interval
set on the bottom modules showed that a significant number of concept definitions that
are deemed unnecessary because they carry the same information as the abstracted
definitions inherit can be ignored as a result of abstraction.

In Chapter 6, we investigated the feasibility of tracking semantic differences be-
tween retrieved subontologies for focus sets by developing a method for generating se-
mantic differences that are domain-specific to the original ontology. The objective is to
constrain the generation of witness sets depending on the user-specified symbols. Our
approach begins with the extraction of the abstracted definition focus set subontolo-
gies from the source ontology. The generated subontologies was done by computing
abstracted definitions which include all of the focus concept’s defining characteristics.
As a result, abstracting focus concept definitions reveal additional differences about
the focus concept, where conditions that were not explicitly stated in the definition of
the focus concept prior to abstraction are regarded as distinctions that the old (new)
version of the ontology may not include. The provision of such additional witnesses
assists modellers to identify possible changes in the meaning of concepts as a result
of addition or deletion of defining characteristics from the definition of focus concepts
during release revisions.

Our evaluation (Section 6.5) illustrates the use of our method to generating focus
set semantic differences by demonstrating how it enables the identification and anal-
ysis of differences of different versions of very large ontologies such as SNOMED
CT. For example, our method allowed us to reveal semantic distinctions between the
SNOMED CT parts represented by the ICNP Diagnosis and ICNP Interventions ref-
sets that did not exist in previous versions of the ontology (January to July of 2016 and
vice versa). Additionally, there are a few semantic differences between the SNOMED
CT subontologies of the ICNP Diagnosis and ICNP Interventions refsets as of July
2016 and July 2017. These findings illustrate that extracting subontologies for input
sets of focus concepts in order to track differences between them can aid in decreas-
ing the effort required to analyse the very large number of witnesses that tend to be
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generated when comparing the original ontologies. This is particularly advantageous
when only a portion of the original ontology’s domain (e.g., GPFP, ICNP-Diagnosis,
or ICNP-Interventions) is required for the application and users are unconcerned about
modifications to the remainder of the ontology.

Potential Applications

One of the main contributions of this thesis is a new notion of subontologies and an
automated method to compute them. Our subontologies are intended to aid SNOMED
CT users in extracting subontologies for subdomains of the original ontology while
keeping the model and semantics of the original ontology. Envisaged applications
include combining multiple subontologies relevant to a particular application into a
single ontology. For example, all medicinal products can be retrieved from the various
SNOMED CT extensions such as the UK, US, Canada, and Australia and integrated
into a single ontology that encompasses the entire range of medicinal products. An-
other topic of study is the development and distribution of terminology. For instance, if
particular content from a national extension such as the US is relevant for the UK edi-
tion, it can be extracted as a subontology and imported as part of the UK edition, which
provides greater flexibility and simplifies content management. Furthermore, content
development of the international edition might be done by extracting subontologies
from extensions and importing it into the international (core) edition.

Because changes can have an impact on how SNOMED CT is used within an or-
ganisation’s electronic patient record (EPR) systems, it is critical for an organisation
to analyse and comprehend changes made in each SNOMED CT release, particularly
those that affect concepts included in the organisation’s existing refsets [LCL11]. Our
focus set semantic difference generation method enables the inspection of such alter-
ations. Among the numerous changes that the SNOMED CT in particular is vulnerable
to are those that affect the concept’s status (as defined or primitive), defining charac-
teristics (existential restrictions), normal forms, and a concept’s location within the
ontology’s concept hierarchy. Our method permits the inspection of such changes be-
cause it is applied to subontologies that meet the SNOMED CT modelling guidelines.
Additionally, because our method is built on uniform interpolation for detecting se-
mantic differences between ontology versions, it can reveal implicit entailments that a
particular subdomain’s version may not entail.
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7.1 Limitations and Future Work

In terms of the subontology generation method, the following limitations should be
considered in the future.

• The method is currently limited to ELH ontologies that lack GCI axioms of the
form C ⊑ D or C ⊑ A where C and D are both complex concepts and A is a
concept name. Constructing the normal forms when A additionally has a GCI
axiom of the form C ⊑ A is a different issue that requires in-depth investigation
to ensure that the complete definition of A is captured by abstraction.

• To cover the full expressivity of different versions of SNOMED CT that are
expressed in ELH additionally with role chains, transitive roles, and reflexive
roles it would be beneficial to enhance the method.

• While the method was capable of producing subontologies from ontologies as
large as SNOMED CT, the extraction process can be optimised further. Specifi-
cally, the procedure of removing transitive closure axioms is currently performed
in a way that can be further improved.

• As demonstrated in Chapter 5, when the input ontology is not a terminology i.e.,
might contain two axioms for a concept name A such as A ≡ C and A ⊑ D, the
generated abstracted definition is A ≡ C ⊓D, which is weaker than the original
definition A ≡ C. One possible way to resolve this might be by restricting the
process of searching for the closest primitive ancestors of a focus concept A to
its respective multiple axioms in the ontology.

In terms of the computation of semantic difference between subontologies, we out-
line the following limitations that needs to be looked at in the future.

• Due to the fact that our approach for generating focus set subontologies does
not include all of the axioms associated with supporting symbols, tracking se-
mantic differences with respect to such symbols is incomplete. In other words,
not all differences between two subontology versions associated with support-
ing symbols are computed. This constraint can be overcome by iteration. This
means that when it is necessary to keep track of all possible semantic differ-
ences between supporting symbols, the procedure can be iterated by selecting
such symbols to be considered as focus concepts. At the moment, the approach
generates a complete list of semantic differences associated with the input focus
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set between two subontology versions only when the input ontologies are termi-
nologies. Ordinarily, this is something to improve in the future in order to handle
ELH ontologies instead of only ELH terminologies.

• Partitioning the resulting set of witnesses is advantageous and facilitates analysis
activities. However, like with the ECCO tool, the presentation of the created
differences can be improved by matching them with the axioms that have caused
them.
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Managing and Using Terminology in Radiology Applications. Jour-

nal of digital imaging : the official journal of the Society for Computer

Applications in Radiology, 20 Suppl 1:34–46, 12 2007.

[Roc75] Marc J. Rochkind. The Source Code Control System. IEEE Transac-

tions on Software Engineering, SE-1:364–370, 1975.

[RU15] Marie-Christine Rousset and Federico Ulliana. Extracting Bounded-
Level Modules from Deductive RDF Triplestores. In Twenty-Ninth

AAAI Conference on Artificial Intelligence, 2015.

[SCC97] Kent A. Spackman, Keith Campbell, and RA Cote. SNOMED RT: a
Reference Terminology for Health Care. In Proceedings of AMIA’97,
1997.

[SDMW02] Kent A. Spackman, Robert Dionne, Eric Mays, and Jason Weis. Role
grouping as an extension to the description logic of ontology, moti-
vated by concept modeling in SNOMED. In Proceedings of AMIA’02,
2002.

[SGD+18] Brian J Stucky, Rob Guralnick, John Deck, Ellen G Denny, Kjell
Bolmgren, and Ramona Walls. The Plant Phenology Ontology: a
New Informatics Resource for Large-scale Integration of Plant Phe-
nology Data. Frontiers in Plant Science, 9:517, 2018.

[SGH19] Fatima Zohra Smaili, Xin Gao, and Robert Hoehndorf. OPA2Vec:
Combining Formal and Informal Content of Biomedical Ontologies to
Improve Similarity-based Prediction. Bioinformatics, 35(12):2133–
2140, 2019.

[SGSK18] Giorgos Stoilos, David Geleta, Jetendr Shamdasani, and Mohammad
Khodadadi. A Novel Approach and Practical Algorithms for Ontol-
ogy Integration. In The Semantic Web - ISWC 2018 - 17th Interna-

tional Semantic Web Conference, Monterey, CA, USA, October 8-12,

2018, Proceedings, Part I, volume 11136 of Lecture Notes in Com-

puter Science, pages 458–476. Springer, 2018.



BIBLIOGRAPHY 215

[SGW+18] Giorgos Stoilos, David Geleta, Szymon Wartak, Sheldon Hall, Mo-
hammad Khodadadi, Yizheng Zhao, Ghadah Alghamdi, and Re-
nate A. Schmidt. Methods and Metrics for Knowledge Base Engineer-
ing and Integration. In Proceedings of the 9th Workshop on Ontology

Design and Patterns (WOP 2018) co-located with 17th International

Semantic Web Conference (ISWC 2018), Monterey, USA, October 9th,

2018, volume 2195 of CEUR Workshop Proceedings, pages 72–86.
CEUR-WS.org, 2018.

[SK04] Heiner Stuckenschmidt and Michel C. A. Klein. Structure-Based Par-
titioning of Large Concept Hierarchies. In The Semantic Web - ISWC

2004: Third International Semantic Web Conference,Hiroshima,

Japan, November 7-11, 2004. Proceedings, volume 3298 of Lecture

Notes in Computer Science, pages 289–303. Springer, 2004.

[Spa00a] Kent A. Spackman. Managing Clinical Terminology Hierarchies
Using Algorithmic Calculation of Subsumption: Experience with
SNOMED RT. Journal of the American Medical Informatics Asso-

ciation, 2000.

[Spa00b] Kent A. Spackman. SNOMED RT and SNOMED CT. Promise of
an International Clinical Ontology. M.D. computing : computers in

medical practice, 17:29, 2000.

[Spa01] Kent A. Spackman. Normal Forms for Description Logic Expres-
sions of Clinical Concepts in SNOMED RT. In AMIA 2001, Amer-

ican Medical Informatics Association Annual Symposium, Washing-

ton, DC, USA. AMIA, 2001.

[SPG+07] Evren Sirin, Bijan Parsia, Bernardo Cuenca Grau, Aditya Kalyanpur,
and Yarden Katz. Pellet: A Practical OWL-DL Reasoner. Journal of

Web Semantics, 5(2):51–53, 2007.

[SPS09] Heiner Stuckenschmidt, Christine Parent, and Stefano Spaccapietra.
Modular Ontologies: Concepts, Theories and Techniques for Knowl-

edge Modularization, volume 5445 of Lecture Notes in Computer Sci-

ence. Springer Verlag, 01 2009.



216 BIBLIOGRAPHY

[SR06] Julian Seidenberg and Alan Rector. Web Ontology Segmentation:
Analysis, Classification and Use. In Proceedings of the 15th Interna-

tional Conference on World Wide Web, WWW ’06, page 13–22, New
York, NY, USA, 2006. Association for Computing Machinery.

[SRP+13] Vasil Slavov, Praveen Rao, Srivenu Paturi, Tivakar Komara Swami,
Michael Barnes, Deepthi Rao, and Raghuvarun Palvai. A New
Tool for Sharing and Querying of Clinical Documents Modeled Us-
ing HL7 Version 3 Standard. Computer Methods and Programs in

Biomedicine, 112(3):529–552, 2013.

[SS20] Thomas Schneider and Mantas Simkus. Ontologies and Data Man-
agement: A Brief Survey. Künstliche Intelligenz., 34(3):329–353,
2020.

[SSZ09] Ulrike Sattler, Thomas Schneider, and Michael Zakharyaschev.
Which Kind of Module Should I Extract? In Proceedings of the 22nd

International Workshop on Description Logics (DL 2009), Oxford,

UK, July 27-30, 2009, volume 477 of CEUR Workshop Proceedings.
CEUR-WS.org, 2009.

[TC09] Milorad Tosic and Marija Cubric. SeMCQ–Protégé Plugin for Auto-
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