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Abstract 

mRNA localisation is a fundamental cellular process that provides a layer of protein 

regulation by directing protein synthesis in time and space. mRNAs may localise to cytosolic 

RNA granules, which contain distinct RNA and protein components. Cytosolic RNA granules 

are membrane-less regions that are often described as phase-separated from the 

surrounding cytosol, and appear to form via both specific and non-specific RNA-RNA, RNA-

protein, and protein-protein interactions. RNA granules may regulate protein production by 

storing mRNAs in translationally repressed states, by encouraging either mRNA stabilisation 

or degradation, or by localising together specific mRNAs to produce proteins in the same 

multi-subunit complexes. 

Previous work in the Ashe lab has identified a novel set of RNA granules in yeast. These 

granules are distinct from other RNA granules; they do not co-localise with classical markers 

for other types of granules, they are present in unstressed yeast cells, and they contain 

mRNAs that are actively translated. Further work has demonstrated that there are at least 

three types of granules harbouring actively translated mRNAs, which contain different, 

specific mRNAs and display differing cytosolic RNA granule patterns. Experiments were 

therefore performed in this project involving the mutagenesis of select mRNAs to determine 

the localisation elements that drive this differential mRNA localisation. These experiments 

showed that the ORFs of two mRNAs were capable of driving the localisation pattern of their 

respective full-length mRNAs, suggesting that either the ORFs of both mRNAs contain RNA 

sequence and/or structural localisation elements, or that the production of the nascent 

protein is capable of driving the localisation of its own mRNA. 

To study mRNA localisation, microscopic visualisation techniques are used. Current systems 

all have potential drawbacks; the MS2 system involves modification of the mRNA structure, 

smFISH requires cell fixation/permeabilisation, and RNA aptamer systems require both 

mRNA modification and cell permeabilisation. A recently developed mRNA visualisation 

system, the dCas9-RNA targeting system, was therefore developed in this project for use in 

yeast. The dCas9 system is a live cell system that does not involve modification of the target 

mRNA, and is easily introduced into cells in a plasmid-based system. The dCas9 protein is 

specifically targeted to the mRNA of interest via a single-guide RNA, removing the need to 

modify the structure of the mRNA. The dCas9 system is shown here to be capable of 

accurately revealing patterns of mRNA localisation without affecting mRNA abundance, and 

is further used to target multiple mRNAs to identify novel localisation patterns. This dCas9 

system has the potential to be used to rapidly screen endogenous, unmodified mRNA 

localisation patterns and study their dynamics in live cells. 
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1. Introduction 

1.1. General introduction 

The study of molecular and cellular biology is always expanding; new knowledge does not 

narrow the field, but rather opens up new lines of enquiry and possibilities. DNA, discovered 

in 1869, has been a key component in the title of at least 100,000 published papers every 

year since 1987. One reason for the continual growth of scientific subjects is the 

development of new technology. One informs the other; new knowledge leads to the advent 

of new techniques (e.g. the use of DNA polymerases in PCR and cloning), and new 

techniques allow new knowledge to be gained (e.g. the use of PCR and cloning in DNA 

fingerprinting). 

Of particular interest here are the techniques used to study mRNA dynamics and 

localisation. Early experiments to determine the existence and function of mRNA involved 

techniques such as isotope labelling and direct (non-computational) analysis of RNA 

sequences, and these techniques have been supplemented by the development of imaging 

techniques to directly visualise mRNAs and study their movement (Figure 1.1). An incredible 

amount of information about mRNA structure, function and dynamics was discovered using 

these early techniques before mRNAs were ever seen. For example, evidence of the 

existence of mRNAs was found through isotope labelling of host cells and invading phage 

cells. Following phage invasion the host cell transcription is halted and the phage DNA is 

then transcribed; differential isotope labelling of host and phage cell components 

demonstrated that host cell proteins may be produced after transcription is halted, indicating 

the existence of a semi-stable intermediary structure; mRNA (Brenner et al., 1961). 

Nevertheless, the ability to detect and visualise mRNA in cells has led to many 

breakthroughs in mRNA function and dynamics, particularly with regards to mRNA 

localisation. For example, the development of techniques to visualise mRNAs movement in 

live cells has allowed mRNA localisation times to be measured (Bertrand et al., 1998), 

mRNA nuclear export events to be visualised (Grünwald and Singer, 2010) and rates of 

mRNA transcription and translation to be determined (Larson et al., 2011; Wu et al., 2016). 

Current experiments using mRNA visualisation techniques include investigation into the 

physical aspects of mRNA translation (e.g. whether or not the mRNA forms a closed-loop 

structure (Adivarahan et al., 2018)) and multi-colour imaging of mRNA to investigate 

translation dynamics and interactions with ribosomes (Boersma et al., 2019). Therefore, as 

new techniques are developed, both the amount of scientific knowledge and the number of 

new scientific questions to be answered increases. 
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Figure 1.1: Techniques for investigating mRNA function and dynamics. Early evidence of the 
existence of mRNA came from isotope labelling experiments performed in Brenner et al., 1961. The 
mammalian Kozak sequence was first discovered in Kozak, 1984, where mammalian mRNA 
sequences were manually aligned and analysed to discover the sequence. The MS2 system was the 
first live cell system able to visualise bulk mRNA localisation in yeast cells in Bertrand et al., 1998. 
smFISH techniques allow single molecule resolution of mRNA imaging to be achieved in mammalian 
cells in Adivarahan et al., 2018. 
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1.2. mRNA synthesis, structure and fate 

Messenger RNA (mRNA) synthesis is the intermediary step necessary for the production of 

protein from DNA. In eukaryotes, this allows DNA to remain protected inside the nucleus of 

cells while allowing the information it contains to be translated outside the nucleus. In both 

eukaryotes and prokaryotes, the additional steps of mRNA synthesis, localisation and 

translation allow for multiple additional levels of the regulation of protein production. This 

regulation may include mRNA splicing, where different exons can be selected to produce 

different mRNAs which encode distinct protein isoforms from a single gene. As well as 

protein identity, the levels of protein can be regulated in many ways. The level of the 

intermediate mRNA can be by modified by increasing or decreasing the rates of mRNA 

synthesis (or transcription), or alternatively the rates of mRNA degradation can be altered to 

elicit the same effect. In addition, the level of a protein can be directly regulated by 

controlling its production via translation or degradation. Regulation of the protein directly has 

a more immediate effect and hence allows a cell to respond rapidly to changing 

environments. Finally, the site of protein production can be important depending on where a 

protein is required and whether there could be consequences if proteins are made in an 

inappropriate part of the cell. Therefore an mRNA can be localised to regulate where a 

protein is made. 

 

1.2.1. mRNA transcription and processing 

To enable appropriate protein production, an mRNA must be accurately transcribed and 

processed from the DNA sequence and it must be present in the correct quantity and 

location within a cell. Therefore, it is essential that the mRNA life cycle is strictly controlled. 

In eukaryotes, protein-coding genes are transcribed from DNA through the activity of RNA 

polymerase II (Pol II), where Pol II activity is regulated by transcription factor binding to DNA 

(reviewed in Fuda et al., 2009). Completion of Pol II-dependent steps of initiation, elongation, 

and termination produces RNA, including pre-mRNA. Before export out of the nucleus, pre-

mRNA undergoes processing to produce mature mRNA, which involves 5‘-end capping, 

splicing, and polyadenylation (reviewed in Hocine et al., 2010). mRNA processing can occur 

co-transcriptionally (reviewed in Bentley, 2014), and involves the binding of multiple proteins 

and protein complexes to the mRNA to produce a messenger ribonucleoprotein complex 

(mRNP). Many of these proteins remain bound to the mRNA after export to regulate mRNA 

localisation, rates of translation and mRNA degradation (Le Hir et al., 2000; Merz et al., 

2007). mRNA transcription and processing are therefore both highly regulated steps of 
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mRNA production, and are linked by the activity of Pol II. In particular, the carboxyl terminal 

domain (CTD) of Pol II is capable of interacting with a wide variety of proteins, and acts as a 

scaffold for proteins associated with mRNA processing during mRNA synthesis (although not 

all steps of mRNA processing are associated with the CTD) (Verdecia et al., 2000; 

Kormarnitsky et al., 2000).   

5‘-end capping is the first step in mRNA processing, and occurs once 25-30 nucleotides 

have been transcribed (Banerjee, 1980) (Figure 1.2). The cap is produced by three 

enzymes; RNA triphosphatase, guanylyltransferase and 7-methyltransferase, and in 

eukaryotes, capping enzymes interact directly with Pol II via the CTD to couple capping with 

transcription initiation and elongation (Yue et al., 1997; Rodriguez et al., 2000). The 5‘-end 

cap functions both to stabilise the mRNA by preventing 5‘ to 3‘ RNA degradation (Hsu and 

Stevens, 1993), and to allow the mRNA to interact with the translation factors during 

translation initiation (Tarun and Sachs, 1996; Wakiyama et al., 2000). The 5‘-end cap of an 

mRNA is then followed by the 5‘ untranslated region (5‘UTR), and then the protein coding 

sequence or open reading frame (ORF) followed by the 3‘UTR. 

 

 

Figure 1.2: 5’end capping of mRNA. mRNA capping occurs in 3 main steps almost immediately 
after the mRNA begins to be transcribed. (1) In the first step, RNA triphosphates catalyses cleavage 
of the terminal phosphate of the mRNA, leaving a bisphosphate group. (2) mRNA guanylyltransferase 
catalyses the addition of a GTP molecule to the exposed phosphate (removing a phosphate from GTP 
in the process). (3) mRNA methyltranferase catalyses the addition of a methyl group to the 7-nitrogen 
of guanine. For certain the mRNAs, the 5‘ cap may undergo further modification once this is 
completed. 
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The final sequence of an mRNA is often different from the genomic DNA sequence that 

produced it.  Regions from within the RNA sequence called introns are removed in a process 

termed splicing (reviewed in Lee and Rio, 2005). This means the RNA sequence to be 

translated into protein can vary greatly and is produced from the included exons of the gene 

sequence. This is because splicing profiles across an mRNA can vary greatly depending 

upon which exons are kept and which intronic regions are removed in a process termed 

alternative splicing. Splicing is catalysed by the spliceosome, a large protein-RNA complex 

consisting of several small ribonucleoproteins (snRNPs) and associated proteins (Moore et 

al., 1993). Splicing occurs via two transesterification steps, where the spliceosome first 

catalyses nucleophyllic attack by the 2‘OH group of a branch point adenosine within the 

intron on the phosphodiester bond of the 5‘ splice site (Figure 1.3). This produces a free 5‘ 

exon and a lariat loop. The second step then involves nucleophyllic attack by the free 5‘ 

exon on the phosphodiester bond of the 3‘ splice site, ligating the exons together and 

excising the intron from the sequence (Konarska et al., 1984; Rodriguez et la., 1984) (Figure 

1.3). As well as generating the correct mRNA sequence to enable the appropriate protein to 

be produced, splicing can facilitate export from the nucleus, mRNA stability, and translation 

initiation via the proteins that remain bound to the mRNA once the splicing reaction is 

complete (Le Hir et al., 2000; Merz et al., 2007). Although splicing is an important processing 

step for many mRNAs in higher eukaryotes, the majority of yeast mRNAs are not spliced, 

increasing the importance of regulated mRNA export in yeast as discussed below. For 

example, the exon junction complex (EJC) is a complex of proteins that remains bound to an 

mRNA after splicing (Le Hir et al., 2000), and can prove important for correct mRNA export 

(Cheng et al., 2006). Similar to 5‘-end capping, splicing can occur co-transcriptionally and 

hence affect transcription efficiency (Zhang et al., 1994; McCracken et al., 1997; Howe et al., 

2003), including via interactions with the CTD of Pol II (Hirose et al., 1999; Guo et al., 2019).  
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Figure 1.3: mRNA splicing. mRNA splicing functions to remove intronic regions from exon 
sequences, and involves in two transesterification steps. (1) The 2‘OH group of an intronic nucleotide 
performs a nucleophilic attack on the first nucleotide of the intron, forming a lariat intermediate. (2) 
The exposed 3‘OH group of the first exon then performs an electrophilic attack at the 3‘ splice site of 
the intron, joining the exons together. 
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The final step in the production of a mature mRNA is 3‘-end processing or polyadenylation, 

which generates the 3‘-end of the mRNA and therefore defines the extent of the 3‘UTR. 

Polyadenylation is achieved by cleavage and polyadenylation of the nascent transcript at a 

3‘-end formation sequence. The cleavage reaction involves several associated proteins, 

including cleavage specificity proteins and cleavage factors (reviewed in Colgan and Manley, 

1997; Lin et al., 2017; Neve et al., 2017) (Figure 1.4). Cleavage specificity factors are 

recruited to RNA sequences 10-30 nucleotides upstream of cleavage signal sequences; 

AAUAAA sequence in mammals and AU-rich sequences in yeast (Proudfoot and Brownlee, 

1976; Dichtl and Keller, 2001; Sun et al., 2018). A poly(A) tail is then added to the exposed 

3‘-end of the RNA by the enzyme poly(A) polymerase (PAP) (Martin and Keller, 1996; 

Lemieux and Bachand, 2009) (Figure 1.4). This poly(A) tail has a range of functions 

including mRNA stabilisation and the facilitation of mRNA translation (Drummond et al., 

1985). Furthermore, alternative polyadenylation can play a role in altering mRNA localisation 

and stability (Tian et al., 2005). As with 5‘-end capping and splicing, polyadenylation is 

coupled with transcription, and 3‘-end cleavage proteins interact with the CTD of Pol II 

(Hirose and Manley, 1998; Rigo and Martinson, 2009). Altogether, the steps of producing 

mature mRNA from pre-mRNA are tightly regulated, and each stage of processing (5‘-end 

capping, splicing, and polyadenylation) is coupled to gene transcription. 

 As well as these global mRNA processing reactions that occur for most mRNAs produced, 

there are numerous modifications to an mRNA that tend to occur in an mRNA specific 

manner (reviewed in Nachtergaele and He, 2017). RNA editing is a process by which RNA 

nucleotide sequences can be altered post-transcriptionally to provide a variety of different 

functions (reviewed in Gott and Emeson, 2000; Eisenberg and Levanon, 2018; Kung et al., 

2018). Hundreds of modifications to RNA have been discovered across biology and for many 

years it was largely assumed that these modifications were limited to non-translated mRNAs 

such as rRNA and tRNAs. However, recent evidence, especially for studies on the N6-

methyladenosine (m6A) modification, suggest that mRNA can be modified and that this 

process can impact on the downstream fate of an mRNA, affecting its translation localisation 

and stability (reviewed in Zhao et al., 2017; Frye and Blanco, 2016; Andreassi et al., 2018). 

Although m6A is the most prevalent post-transcriptional modification studied to date, over 

150 chemical modifications of mRNA have been identified (Boccaletto et al., 2018), including 

other types of methylation (for example m1A and m5C (Zhang and Jia, 2018; Adams and 

Cory, 1975)), geranylation (Dumelin et al., 2012), and pseudouridylation (Carlile et al., 2014). 
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Figure 1.4: 3’-end processing or polyadenylation. Polyadenylation involves the addition of 
multiples adenine nucleotides (the poly(A) tail) to the 3‘-end of the mRNA. First the mRNA is cleaved 
at the 3‘-end by cleavage factors, including; CPSF (cleavage/polyadenylation specificity factor), CstF 
(cleavage stimulation factor), CFI (cleavage factor I), and CFII (cleavage factor II). CPSF recognises 
conserved RNA sequences near the 3‘-end of the mRNA, and CstF and CFI increase the specificity of 
this interaction. CFII also appears to be involved in mRNA cleavage via an as-yet unknown 
mechanism. After cleavage, the poly(A) tail is added by PAP (polyadenylate polymerase). PABII 
(polyadenylate binding protein II) binds to short poly(A) sequences and increases the affinity of PAP 
to the mRNA. Both CPSF and CstF interact with Pol II and appear to have roles in signalling 
transcription termination. 

 

 

Figure 1.5: An overview of mRNA processing and export. mRNA processing involves three main 
steps; 5‘-end capping, splicing and polyadenylation. These steps are mainly thought to occur co-
transcriptionally, driven by protein interactions with Pol II. During processing, the pre-mRNA is bound 
by protein complexes including the TREX, SAGA and exon-junction complex (EJC). SAGA also acts 
as an activator of Pol II activity and, in yeast, both the TREX and SAGA complexes interact with 
nuclear export factors, including Mex67 and Mtr2, which regulate the interaction with the nuclear pore 
complex to allow mRNA nuclear export. 
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1.2.2. mRNA export 

The proteins and RNA binding partners that mRNAs accumulate during their processing lead 

to the formation of an mRNP that is capable of exiting the nucleus. Many of these proteins 

are involved in mRNA export, and the formation of this mRNP is required for nuclear export 

(reviewed in Köhler and Hurt, 2007) (Figure 1.5). For example, the transcription-export 

(TREX) complex consists of multiple proteins that bind to mRNA during transcription and 

mRNA processing, and this association is dependent on 5‘-end capping and splicing (Cheng 

et al., 2006; Masuda et al., 2005). In yeast, the TREX complex formation is particularly 

important as yeast possess many genes without introns and mRNAs may be processed and 

exported without splicing. Here, the TREX/THO complex has been proposed to couple gene 

transcription with the nuclear pore machinery in a process termed ‗gene gating‘. The 

TREX/THO complex has been shown to interact with SAGA, a protein complex and activator 

of Pol II activity (Daniel and Grant, 2007; Fischer et al., 2004), and the TREX/THO and 

SAGA complexes may interact with export factors such as Mex67-Mtr2 (Reed and Hurt, 

2002) (Figure 1.6). These extensive interactions between multiple protein complexes and 

mRNA during transcription and processing allows both quality control of the mRNA, as if a 

processing step fails then the mRNA is likely to be unable to leave the nucleus and will be 

degraded, and also recruits proteins to form the mRNP that will determine the fate of the 

mRNA once exported. 
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Figure 1.6: The TREX/THO complex in yeast. In yeast, the THO complex is made up of 5 protein 
subunits (6 in mammals), and interacts with both RNA Pol II and the mRNA being transcribed. 
Together with Sub2p and Yra1p (UAP56 and ALY in mammals, respectively), this forms the 
TREX/THO complex. The TREX/THO complex interacts with SAGA, which interacts with nuclear 
export factors Mex67 and Mtr2 (TAP and p15 in mammals, respectively) to help drive mRNA export. 
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1.2.3. mRNA fate and decay 

Once exported from the nucleus as part of an mRNP, the mRNA may be directly translated, 

localised and/or stored, and then eventually degraded by the cell (Figure 1.7). Different 

mRNA fates are driven by RNA binding proteins (RBPs), which are determined by the 

sequence and structure of the mRNA, and the status of the cell as a whole. Many mRNAs 

are immediately translated upon interaction with ribosomes in the cytosol following a pioneer 

round of translation (reviewed in Maquat et al., 2010; Fortes et al., 2000) (Figure 1.8). During 

the pioneer round of translation, the progression of ribosomes along the mRNA ORF causes 

drop-off of the exon junction complexes that assemble during mRNA transcription (Ishigaki 

et al., 2001). If these complexes are not present (e.g. due to a premature stop codon) and 

not removed by ribosomes, the mRNA may be targeted for nonsense mediated mRNA 

decay (NMD) (Popp and Maquat, 2013). mRNAs translated immediately by cytosolic 

ribosomes include a large overall proportion of mRNAs (30-40% in human cells (Pyhtila et 

al., 2008)) that are destined for the endoplasmic reticulum (ER), to either function in the 

ER/Golgi pathway or to be secreted from the cell. The majority of these mRNAs are not 

directly regulated; their translation by the ribosome produces a signal peptide early on that is 

recognised by the signal recognition particle (SRP), which drives co-translational localisation 

to the ER membrane (reviewed in Akopian et al., 2013). mRNAs that are more highly 

regulated may be localised to RNA granules or to specific locations in the cell. mRNAs 

localised in this way are often translationally repressed until they reach their destination, 

since localised protein production is often the purpose of this localisation. mRNA localisation 

and RNA granules are discussed further in sections 1.3 and 1.4, respectively. 

Finally, along with determining mRNA translation and localisation, the mRNA sequence and 

mRNP composition also contribute to determine the rate of degradation of the mRNA. mRNA 

decay is an important method for regulating protein production, and may also be triggered by 

aberrant or mutated mRNA sequences (Gatfield et al., 2003; Inada and Aiba, 2005), by 

widespread cellular stress, and by apparently random degradation events. mRNA decay is 

often linked to mRNA translation (reviewed in Garneau et al., 2007). The 5‘-end cap of an 

mRNA may bind the translation initiation factor, eIF4E, and the 3‘ poly(A) tail may bind the 

poly(A) binding protein (PABP), where both binding events promote translation initiation and 

inhibit mRNA decay. mRNA degradation is most often initiated by deadenylation of the 

poly(A) tail. This can be followed either by 5‘ decapping then a 5‘ to 3‘ degradation via the 

exoribonuclease Xrn1, or by 3‘ to 5‘ degradation via the multi-protein exosome (Figure 1.9). 
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Figure 1.7: Overview of mRNA fate. mRNA fate is determined by the formation of mRNPs, which 
may target mRNA for translation, localisation, storage in cytosolic granules, and finally degradation. 
(1) mRNAs are bound by proteins cotranscriptionally to form mRNPs. Complex formation is necessary 
to allow mRNA processing and export from the nucleus. (2) mRNAs may then be translationally 
repressed until they are localised to specific sites in the cell. (3) mRNAs may be translated 
immediately upon entering the cytosol, or translated upon localisation and removal of translational 
repression. (4) mRNAs may be localised to granules to be stored until required for translation. These 
mRNAs may also be translationally repressed. (5) Finally, mRNAs are degraded by decapping 
enzymes and endonucleases. 

 

 

 

Figure 1.8: mRNA circularisation in yeast. mRNA circularisation is thought to enhance mRNA 
translation. Pab1p bound to the poly(A) tail and eIF4E bound to the 5‘ cap both interact with eIF4G to 
allow communication between the 5‘ and 3‘-end of the mRNA. The interaction of eIF4A with both he 
mRNA and eIF4G are also suggested to increase mRNA translation efficiency. 
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There is some evidence that mRNA decay in eukaryotes can take place in P-bodies, which 

are cytoplasmic foci that contain high concentrations of specific, loosely associated proteins 

and RNA (Anderson and Kedersha, 2006). P-bodies have been shown to contain high levels 

of some 5‘ to 3‘ decay pathway proteins (Cougot et al., 2004; Sheth and Parker, 2003), and 

some cells contain P-bodies only under cellular stress, where the level of mRNA degradation 

is increased (Kedersha et al., 2005; Lui et al., 2014). However, the machinery for 5‘ to 3‘ 

decay is also present in the cytosol of cells and the exact role of P-bodies in mRNA decay is 

still unclear. mRNA decay may also occur by at least two other mechanisms; deadenylation-

independent decapping (Muhlrad and Parker, 2005) and endoribonucleolytic decay (Tomecki 

and Dziembowski, 2010; Liu et al., 2004) (Figure 1.9). 

It has been estimated that up to 20-50% of changes to mRNA levels in response to cellular 

signalling can be regulated by mRNA stability (Schwanhäusser et al., 2011). mRNA stability 

is predominantly controlled by the 3‘UTR (the regulatory region of the mRNA) which 

subsequently effects the formation and activity of the mRNP. mRNPs may then act to 

increase or decrease the decay rate of the mRNA. For example, mRNA 3‘UTRs may contain 

an AU-rich element (ARE). AREs may be different lengths and sequences, and can be 

affected by their flanking sequences to confer different levels of mRNA stability (Khabar, 

2017). During mRNA decay, degradation machinery may bind directly to the ARE (such as 

some exosome components) (Otsuka et al., 2019), or be recruited to the ARE via other 

RBPs (such as AUF1 and TTP) (Chen et al., 2001; Lykke-Andersen and Wagner, 2005). An 

important advantage of this modulation of RNA stability by binding proteins is that the mRNA 

may be rapidly targeted for degradation to quickly reduce protein expression. Overall, the 

sequence and structure of a mature mRNA allows it to interact with multiple proteins and 

other RNAs in complex ways to allow mRNAs to fulfil their function of producing protein in a 

regulated manner. 
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Figure 1.9: An overview of mRNA decay mechanisms. Global mRNA degradation most often 
occurs following deadenylation of the poly(A) tail. mRNA degradation can then continue in one of two 
ways; either by decapping and 5‘ to 3‘ degradation, or by 3‘ to 5‘ degradation. mRNA degradation can 
also occur via deadenylation-independent decapping. This is also termed nonsense mediated decay 
(NMD), and primarily occurs when the mRNA contains a premature stop codon. For individual 
mRNAs, degradation can also be catalysed by endonucleases that cleave the mRNA at specific 
sequences, allowing 5‘ to 3‘ and 3‘ to 5‘ degradation to continue without deadenylation/decapping. 
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1.3. mRNA localisation 

mRNA localisation is the process by which the position of an mRNA is regulated in space 

and time inside the cell to regulate protein production. mRNA localisation is a conserved 

mechanism that occurs in all eukaryotes (reviewed in Parton et al., 2014; Martin and 

Ephrussi, 2009), and more recently examples have also been found in prokaryotes 

(reviewed in Fei and Sharma, 2018; Irastortza‐Olaziregi and Amster‐Choder, 2020). 

Although many cell types localise mRNA, the exact mechanisms involved in this localisation 

can vary widely depending on the encoded protein, cell type and cell status (e.g. developing 

cells or stressed cells). Generally, mRNA localisation first requires the presence of a 

localisation signal in the mRNA sequence that targets the mRNA for localisation. This 

localisation signal may be recognised by binding proteins which then drive the localisation of 

the mRNA, often involving motor proteins and the cytoskeleton. During transit, the mRNA is 

often translationally repressed to prevent protein production at unwanted times and places. 

Finally, tethering of the mRNA at its destination may occur, where translation becomes 

derepressed to allow protein production. 

 

1.3.1. Examples and functions of mRNA localisation 

A major function of mRNA localisation is to restrict protein production and activity to specific 

places in the cell. Along with localised protein production, mRNA localisation also has roles 

in allowing rapid responses to signalling, more energy efficient production of protein, and 

more efficient formation of protein complexes. 

Some early examples of mRNA localisation can be found in Drosophila, where mRNA 

localisation and protein gradients are important during embryonic development. Perhaps the 

most extensively studied instances of mRNA localisation are that of the mRNAs bicoid and 

oskar. During oocyte development, bicoid mRNA is localised to the anterior pole, and oskar 

to the posterior pole (Berleth et al., 1988; Pokyrwka and Stephenson, 1991; Clark et al., 

1994; Chang et al., 2011). This localisation results in the formation of two protein gradients; 

Bicoid protein at the anterior and Oskar protein at the posterior. This localised protein 

production eventually leads to the head of the fly forming at the anterior end and the 

abdomen forming at the posterior end of the egg (Driever and Nüsslein-Volhard, 1988; 

Ephrussi and Lehmann, 1992; Lasko, 2012). Defects in correct mRNA localisation during 

Drosophila development can lead to aberrant body formation and can be lethal (Kuchinke et 

al., 1998; Norvell et al., 2005). 
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mRNA localisation leading to localised protein production is also essential for the correct 

function of many adult cells. In particular cells that undergo migration, such as mammalian 

fibroblast cells, rely on the formation of protein gradients to ensure correct directionality of 

movement. In fibroblasts, cell migration is driven by the formation of protrusions at the 

leading edge of cells, followed by cell polarisation and detachment at the rear of the cell to 

allow translocation. Many proteins are therefore specifically concentrated at the poles of the 

cell. For example, β-actin and Arp2/3 are localised at the leading edge (Lawerence and 

Singer, 1986; Welch et al., 1997) and myosin IIB at the rear (Choi et al., 2008), and this 

localised protein activity is driven by localisation of the encoding mRNAs (Mingle et al., 2005; 

Kislauskis et al., 1994).  

mRNA localisation also allows fast responses to cellular signalling, as protein production can 

be regulated more rapidly from mRNAs without the need for new transcription and 

localisation to occur. For example, neuronal cells rely on mRNA localisation to function 

correctly. This is due to the length of neurons; the nucleus, the site of transcription, is located 

in the cell body far from the active synapse of the cell. Therefore, many mRNAs are held in 

translationally repressed states along the axon and within the dendrites (Merianda et al., 

2009; Yan et al., 2009; Biever et al., 2020). When the cell receives a signal, these mRNAs 

can be rapidly translated into proteins in response to the signal, allowing neuronal cells to 

respond far more quickly than they otherwise would be able to. 

mRNA localisation to dendrites also highlights another advantage; that it is far more energy 

efficient to localise one mRNA than to localise every protein translated from it. It has been 

estimated that on average, thousands of proteins are translated from each mRNA; in yeast, 

this number is suggested to be up to 20,000 proteins per mRNA (Ghaemmaghami et al., 

2003). Particularly in neuronal cells, where the proteins would have to travel (relatively) large 

distances to reach their destination (likely reaching the loading capacity of the cytoskeleton), 

localising a single mRNA is far more cost effective in terms of energy use. 

Finally, recent studies have shown that mRNA localisation may be important in the co-

translational formation of multi-subunit protein complexes (Schwarz and Beck, 2019). Co-

translational assembly of protein complexes has been shown to promote assembly by 

limiting non-specific interactions between protein subunits and increasing the frequency of 

interaction between subunits in a crowded environment (Shieh et al., 2015; Wells et al., 

2016). For example, it has been shown that TAF8 mRNA specifically localises to TAF10 

protein subunits to promote co-translational assembly of the TFIID complex in mammalian 

cells (Kamenova et al., 2019). Both mRNA localisation to protein complex subunits and co-
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localisation of mRNAs that are actively translated may therefore drive protein complex 

formation.  

Overall, these examples demonstrate that mRNA localisation has many varied functions in 

many different cell types. This is reflected in the multiple different mechanisms and proteins 

that may be involved in driving mRNA localisation, although many mRNAs are localised via 

generally similar methods.  

 

1.3.2. Mechanisms of mRNA localisation 

The eventual localisation of an mRNA is often pre-determined during mRNA transcription 

and processing by the protein contingent the mRNA interacts with, before the mRNA even 

reaches the cytosol (discussed more in section 1.2). During mRNA biogenesis, the mRNA is 

bound by multiple RNA binding proteins (RBPs) that form the mRNA-protein complex 

(mRNP). This mRNP often contains proteins that drive localisation of the mRNA once it 

reaches the cytosol, and/or proteins that translationally repress the mRNA until it reaches its 

destination (Figure 1.10). Conversely, for some mRNAs the proteins that carry out these 

functions reside in the cytosol and interact with the mRNA following nuclear export, or in a 

signal-dependent manner when certain conditions are met in the cell. RBPs then may play 

further roles in mRNA localisation, such as facilitating mRNA transport, tethering, and 

removal of translation repression. 

Localised mRNAs contain cis-acting localisation elements (or zip codes), which are 

recognised by trans-acting recognition factors (usually RBPs). Zip codes are specific 

sequences found in the mRNA that promote binding to the correct recognition factor to drive 

localisation. Zip codes may be primary sequences that are directly recognised by binding 

proteins (for example both short and repeat nucleotide sequences in vg1 mRNA in Xenopus 

(Mowry and Melton, 1992; Zhao et al., 2001)), or sequences that form secondary RNA 

structures (for example stem loop structures in the yeast ASH1 mRNA (Gonzalez et al., 

1999; Chartrand et al., 1999)). ASH1 mRNA also displays two other possible features of zip 

codes; the mRNA contains more than one zip code and contains zip codes in both the ORF 

and 3‘UTR, whereas often localisation signals are found only in the 3‘UTR (Gonzalez et al., 

1999; Chartrand et al., 1999). Multiple zip codes in one transcript can be redundant; any of 

the four zip codes present in ASH1 is sufficient to drive mRNA localisation (Gonzalez et al., 

1999). However mRNAs bearing these isolated sequences do not remain localised in the 
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same way as the full-length transcript, suggesting the multiple localisation signals may be 

required for tethering the mRNA at its destination (Chartrand et al., 1999; Jansen, 2001). 

Zip code sequences and structures are then recognised by proteins that often form part of 

an mRNP. Unsurprisingly, given the multiple functions and mechanisms of mRNA 

localisation, many different proteins have been identified. It has been shown that some of 

these proteins can bind multiple mRNAs, and also some of these proteins are conserved in 

different organisms. For example, in Drosophila, the protein Staufen has been shown to bind 

and drive the localisation of bicoid, oskar and prospero mRNAs (Roegiers and Jan, 2000). 

Staufen contains five double-stranded RNA binding domains (dsRBDs) that are capable of 

binding non-specifically to mRNAs (St Johnston et al., 1992). Staufen specificity has 

therefore been suggested to be elicited by mRNA zip codes that alone are not sufficient to 

drive localisation (Ferrandon et al., 1994). Staufen also has homologues in mammalian cells, 

where the Staufen homologue in rats has been shown to associate with neuronal mRNA 

granules and be localised within dendrites (Köhrmann et al., 1999). Additionally, the well-

characterised zip code binding protein 1 (ZBP1) has been shown to bind β-actin mRNA in 

fibroblasts (Hüttelmaier et al., 2005), while its Xenopus homologue Vg1RBP binds the zip 

code of vg1 mRNA (Deshler et al., 1998). Interestingly, ZBP1 and Vg1RBP share a 78% 

structural similarity (Havin et al., 1998) while their respective zip codes are dissimilar 

(Jansen, 2001), although they both drive mRNA localisation by facilitating interaction 

between the mRNA and microtubules (Elisha et al., 1995; Song et al., 2015). Indeed, 

although zip code binding proteins may play roles in translational repression and anchoring, 

their main function is often to link the mRNAs to motor protein machinery to allow transport 

along the cytoskeleton. 

Some of the most well studied mechanisms of mRNA transport involve mRNA association 

with motor proteins and subsequent directed transport along microtubules or actin filaments. 

Examples of alternative mechanisms for mRNA transport such as mRNA diffusion have also 

been identified, and are discussed more below. Transport of mRNAs facilitated by 

association with motor proteins occurs in multiple species, including ASH1 transport via the 

She2/She3/Myo4 complex along actin cables in yeast (Bertrand et al., 1998) (Figure 1.10), 

and β-actin mRNA transport along microtubules via dynein and kinesin in neuronal cells 

(Leung et al., 2018; Turner-Bridger et al., 2020). There is also evidence for multiple mRNAs 

being transported as large multi-mRNP complexes, or RNA granules (Chekulaeva et al., 

2006; Lange et al., 2008; Segal et al., 2020). During this transport process, localised mRNAs 

are often translationally repressed to restrict protein production to the destination site. 
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Specific mechanisms of mRNA translational repression again differ depending on the mRNA 

and system, although they generally involve the binding of proteins that form part of the 

mRNP (Figure 1.10). The protein may act to physically prevent the interaction of the mRNA 

with the translation machinery, as in the case of eIF4E binding proteins (4E-BPs). 4E-BPs 

interact with repressed mRNAs and compete with eIF4G for the binding of eIF4E, inhibiting 

formation of the eIF4F complex and translation initiation (Richter and Sonenburg, 2005). 

Translation repression may then be relieved on the mRNA by dissociation of repressor 

proteins, to either allow localised protein production or in response to specific signalling 

(Besse and Ephrussi, 2008; Martin and Ephrussi, 2009). Translational repression is 

particularly important during development in Drosophila, where around 96% of nanos mRNA 

is not localised and is translationally repressed (Bergsten and Gavis, 1999; Trcek et al., 

2015), and subsequently degraded early in oocyte formation (Dahanukar and Wharton, 

1996; Bashirullah et al., 1999). Repression of nanos requires the binding of the protein 

Smaug to Smaug recognition elements (SREs) in the nanos 3‘UTR sequence (Dahanukar 

and Wharton, 1996; Smibert et al., 1999), and Smaug also drives degradation of nanos by 

recruiting the CCR4-NOT deadenylase complex (Jeske et al., 2006; Zaessinger et al., 2006). 

Translational repression of nanos mRNA is relieved when nanos is localised to the posterior 

pole of oocytes, where the presence of the Oskar protein is suggested to promote nanos 

derepression by directly interacting with the RNA binding domain of Smaug (Dahanukar et 

al., 1999). Production of the Nanos protein is therefore restricted to the posterior pole, even 

though the majority of its mRNA is not. 

For mRNAs that are translated once they reach their destination, tethering may occur to 

maintain the position of the mRNA. Again, there are multiple methods that different mRNAs 

utilise; most involve mRNA anchoring to specific proteins on the cytoskeleton. For example, 

ASH1 mRNA is anchored at the daughter bud tip after localisation, to ensure the daughter 

cell only receives the mRNA (Bertrand et al., 1998) (Figure 1.10). As mentioned above, 

ASH1 anchoring relies on multiple zip codes in its mRNA sequence (Chartrand et al., 1999; 

Jansen, 2001), and the endogenous interactions of its localisation machinery 

She2/She3/Myo4 with the cytoskeleton to remain anchored (Bertrand et al., 1998; Palacios, 

2007). In the Drosophila oocyte/embryo, it has been shown that multiple mRNAs appear to 

be anchored to either the cytoskeleton (oskar and gurken mRNAs (Delanoue et al., 2007; 

Vanzo and Ephrussi, 2002)) or to the anterior pole (bicoid mRNA (Trovisco et al., 2016)) 

following mRNA localisation, although many of the exact proteins and interactions involved 

in mRNA anchoring are not yet well understood. 
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Finally, there are other, more uncommon methods of mRNA localisation that do not involve 

one or more of the discussed key steps. In particular, mRNA localisation may occur without 

transport along the cytoskeleton, but via mRNA diffusion and trapping. For example in 

Drosophila, nanos mRNA localisation does not appear to involve the cytoskeleton, but is 

driven by mRNA diffusion, widespread mRNA degradation, and protection of nanos at the 

posterior pole (Forrest et al., 2003; Weil et al., 2006; Kugler and Lasko, 2009). A similar 

mechanism involving general mRNA degradation and localised protection has been shown 

to drive localisation of hsp80 mRNA to the posterior pole in Drosophila oocytes (Ding et al., 

1993). Therefore, although most mRNA localisation involves the steps of zip code 

recognition and mRNP formation, translational repression and cytoskeletal transport, and 

mRNA tethering and translation derepression, the large variety of different mRNAs, proteins 

and processes involved means there is no one conserved mechanism for mRNA 

localisation. Nevertheless, the necessity for mRNA localisation to provide both spatial and 

temporal regulation of protein production makes the continued study of novel mRNA 

localisation pathways worthwhile, especially since several proteins involved mRNA 

localisation have connections with human disease. 
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Figure 1.10: ASH1 mRNA localisation in yeast. The localisation of ASH1 mRNA in yeast highlights 
the four most common steps of mRNA localisation: zip code recognition and mRNP formation, mRNA 
association with motor proteins and mRNA transport, translational repression of mRNA during 
transport, and mRNA tethering and translational depression following mRNA localisation. Proteins 
important for mRNA transport and translational repression form part of the ASH1 mRNP prior to 
mRNA export, including She2p, Khd1p and Puf6p. She2p associates with the motor protein Myo4p 
via interactions with She3p, allowing ASH1 mRNA transport along actin filaments. ASH1 mRNA is 
translationally repressed via at least two mechanisms. The first is the interaction between Khd1p and 
eIF4G, which sequesters the eIF4G and prevents the formation of the 43S pre-initiation complex. The 
second is the interaction between Puf6p and eIF5B, which inhibits the formation of the 80S ribosomal 
subunit. When ASH1 mRNA reaches its destination at the bud, both Khd1p and Puf6p are 
phosphorylated, which is thought to reduce the affinity of both proteins for mRNA and cause their 
dissociation. Ribosomes may then bind and translate ASH1 mRNA. Tethering of ASH1 mRNA has 
been shown to involve at least one bud-associated protein, Bud6p, although the exact interaction 
between Bud6p and the ASH1 mRNA is as yet unknown. 
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1.4. RNA granules 

Eukaryotic cells contain multiple distinct compartments, which helps to regulate cellular 

functions and protect cell components. Yeast cells of the species Saccharomyces cerevisiae 

share many of these compartments with most other eukaryotic cell types, including both 

membrane-bound organelles and membrane-less RNA granules (Figure 1.11). These 

shared organelles include: the nucleus, where DNA is stored to aid the regulation of gene 

expression and to protect the DNA from damage; the endoplasmic reticulum and Golgi 

apparatus, which are involved in protein synthesis, folding, and secretion from the cell; and 

the mitochondria, which are sites of respiration and ATP production. Yeast cells also 

possess a vacuole, which functions to maintain PH and ion homeostasis in the cell, and also 

may be involved in protein and organelle degradation. 

RNA granules are bodies found in the cytosol and organelles of cells, and contain high 

concentrations of specific RNAs and proteins. There are many types of RNA granules with 

different compositions and functions, found in different species and cell types. Generally, the 

function of these granules is to regulate RNA storage, translation, and degradation, where 

inhibition of granule formation can lead to aberrant RNA regulation. Although imaging 

evidence for RNA granules was found as early as 1865 (Metschnikoff, 1865), the exact 

purpose, components, and dynamics of many types of RNA granules is still unknown. 

Despite this, several driving factors of RNA granule formation are conserved and many new 

studies are emerging which provide insights into RNA granule regulation and dynamics. 

 

 

 

 

 

 

 

 

 

 



38 

 

 

Figure 1.11: RNA granules in yeast. Yeast cells of the species Saccharomyces cerevisiae contain 
cell compartments including the nucleus, vacuole, endoplasmic reticulum, and multiple types of 
cytosolic RNA granules. (1) Stress granules and P bodies both form in response to cellular stress and 
have been shown to be present in between 2-20 granules per cell depending on cell conditions. The 
mRNAs they contain are translationally repressed. (2) Translation factor mRNA granules are present 
in unstressed yeast cells. They are present in 1-2 granules per cell and the mRNAs they contain are 
actively translated in unstressed conditions. (3) Glycolytic mRNA granules are also present in 
unstressed yeast cells. They are present in 10-20 granules per cell and the mRNAs they contain are 
actively translated in unstressed conditions. 
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1.4.1. Liquid-liquid phase separation and intrinsically disordered proteins 

RNA granules have been suggested to form via low affinity interactions including; RNA-RNA, 

RNA-protein, and protein-protein interactions. The association of many of these components 

into large, multivalent structures is known as liquid-liquid phase separation (LLPS), where 

the granule is distinct from the surrounding cytosol but does not possess a lipid membrane. 

These RNA granules have been shown to be highly dynamic, where proteins and RNAs are 

shuttled between them and the surrounding cytosol throughout their lifespan. Within the 

granule, protein components may interact specifically with each other and with RNA to 

provide structure and functionality. Alternatively, intrinsically disordered regions (IDRs) within 

proteins may promote phase separation via relatively non-specific interactions with multiple 

proteins and RNAs.  

For instance, well-studied examples of proteins that are capable of undergoing LLPS include 

the RNA binding protein FUS (Patel et al., 2015; Monahan et al., 2017), and the P granule 

protein LAF-1 (Elbaum-Garfinkle et al., 2015; Schuster et al., 2018). FUS is a prion-like 

protein that contains multiple IDRs and has been shown to condense into liquid-like 

compartments both in vitro and in vivo (Alberti et al., 2015). These liquid-like compartments 

may condense further into protein aggregations, which are associated with the 

neurodegenerative disease ALS (Alberti et al., 2015; Fawzi et al., 2017). LAF-1 is an RNA 

helicase that contains a disordered, arginine/glycine rich (RGG) domain. This RGG domain 

is necessary for LAF-1 to undergo LLPS (Brangwynne et al., 2015), and it has been shown 

that increasing numbers of RGG domains leads to phase separation more readily in vitro 

(both at lower temperatures and more quickly) (Hammer et al., 2018).  

In general, it has been shown that proteins containing IDRs are more prevalent in RNA 

granules (Reijns et al., 2008; Kato et al.,2012; Jain et al., 2016), and that high 

concentrations of IDRs can drive LLPS of RNA granule proteins in vitro (Lin et al., 2015; 

Molliex et al., 2015; Patel et al., 2015; Zhang et al., 2015). To facilitate the formation of RNA 

granules via LLPS, while providing specificity of components and function, it is likely that 

both specific protein-protein and protein-RNA interactions are required along with mass 

interactions of protein IDRs (Protter et al., 2018). Examples of both these interactions can be 

demonstrated for different types of RNA granules. 
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1.4.2. Stress granules and P-bodies 

Perhaps the most extensively studied examples of cytoplasmic RNA granules are stress 

granules (SGs) and processing bodies, or P-bodies (PBs). In eukaryotes, both granules form 

in response to stress, and PBs may also be constitutively present (Kedersha et al., 2005; 

Ohn et al., 2008). It was initially thought that SGs represent sites of mRNA storage and PBs 

were associated with mRNA decay, whereas more recent studies have shown that many 

proteins are shared between the two granules and both appear to play roles in storage. 

While the formation, composition, and dynamics of these granules have been well-studied, 

the exact functions of these RNA granules are therefore still unclear. 

SG formation occurs following cellular stress. In response to stress, the translation initiation 

process is inhibited and any elongating ribosomes ‗run-off‘ the mRNAs (Advani and Idanov, 

2019). As a result mRNAs carrying stalled pre-initiation complexes accumulate and are 

bound by RBPs to target their localisation to stress granules (Kedersha et al., 2005; Sanders 

et al., 2020). Overexpression of some of these RBPs, for example the RasGAP-associated 

endoribonuclease G3BP, can drive the formation of SGs in unstressed cells (Tourrière et al., 

2003). Proteins that contain IDRs (Molliex et al., 2015; Youn et al., 2018) and RNAs that can 

self-assemble (Van Treeck et al., 2018) also contribute to the formation of SGs.  

SGs contain many proteins that are important for mRNA regulation, including regulators of 

mRNA processing, translation, and stability (Markmiller et al., 2018; Youn et al., 2018). SGs 

have also been shown to contain proteins found in the pre-initiation complex, for example 

ribosomal subunits, initiation factors, and PABP (Kedersha et al., 2002; Kedersha et al., 

2005). SG composition is also different between cell types, and may change in response to 

stress (Fujimura et al., 2012; Aulas et al., 2018; Markmiller et al., 2018). Generally, the 

mRNAs found in SGs are translationally repressed (Kedersha et al., 1999; Souquere et al., 

2009) and mRNA targeting appears widespread and non-specific (Khong et al., 2017). 

Exceptions are some heat shock proteins (HSP70 and HSP90), which have been shown to 

be excluded from SGs (Stöhr et al., 2006), and some evidence of low levels of mRNA 

translation in stress granules under certain conditions (Mateju et al., 2020). Many proteins 

are present in both SGs and PBs, discussed more below. 

In Saccharomyces cerevisiae, SG formation has been suggested to be promoted by the 

presence of PBs, where inhibition of PB formation may result in inhibition of SG formation 

(Buchan et al., 2008) (Figure 1.11). Yeast SGs were first identified as bodies separate from 

PBs that contained high concentrations of eIF4E, eIF4G and Pab1p (unlike mammalian 

SGs) (Hoyle et al., 2007), where these so-called EGP bodies do not associate with mRNA 
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decay proteins indicative of PBs (Hoyle et al., 2007; Buchan et al., 2008). The composition 

of SGs appears to depend on the type of cellular stress, where the SGs that form in 

response to severe stress (e.g. heat shock rather than nutrient deprivation) possess proteins 

more similar to mammalian SGs, including the 40S ribosomal subunit and eIF3 (Groušl et 

al., 2009; Groušl et al., 2013). As in mammalian cells, translationally repressed mRNAs may 

leave yeast SGs and return to the translation pool upon alleviation of cellular stress (Buchan 

et al., 2008; Buchan et al., 2011). 

PB formation is less well understood than SG formation. During stress, PB formation may be 

driven by the increased number of translationally stalled mRNAs as in SGs (Kedersha et al., 

2005), though this does not account for constitutive PB formation. Proteins containing IDRs 

are enriched in PBs (Jonas and Izaurralde, 2013; Lin et al., 2015; Decker et al., 2007), 

although thus far only three proteins have been shown to be necessary for PB formation in 

mammals (Ayache et al., 2015; Ohn et al., 2008). Of note, both the helicase activity of 

DEAD-box helicase 6 (DDX6) in mammals (Ayache et al., 2015; Minshall et al., 2009), and 

the ATPase and scaffold activity of DEAD-box ATPase Dhh1 in yeast (Mugler et al., 2016) 

have been shown to be required for PB assembly. The helicase activity of other helicases, 

for example the DEAD-box protein eIF4A, have been shown to inhibit SG formation by 

interacting with RNAs and preventing other RNA-protein and RNA-RNA interactions that 

drive granule formation (Tauber et al., 2020). These differing functions of similar proteins 

highlight the importance of RNA interactions in the formation of RNA granules and the 

multiple levels of regulation required for granule assembly. 

PBs contain multiple proteins required for mRNA degradation, including the CCR4/NOT 

deadenylase complex (Cougot et al., 2004; Andrei et al., 2005; Parker and Sheth, 2007) and 

decapping enzymes (van Dijk et al., 2002; Eulalio et al., 2007). Along with the lack of PABP 

found in PBs (Kedersha et al., 2005), which might indicate an absence of mRNA poly(A) 

tails, these results were initially thought to support the hypothesis that PBs are sites of 

mRNA decay. However, more recent studies have shown that mRNAs enriched in PBs do 

not possess shorter poly(A) tails than cytosolic mRNAs (Hubstenberger et al., 2017), and the 

absence of PBs does not inhibit mRNA degradation (Franks and Lykke-Andersen, 2008; 

Pitchiaya et al., 2019). Therefore, the exact role of PBs in mRNA decay is still being 

investigated. Like SGs, PBs contain translationally repressed mRNAs, though PBs show 

more selectivity for mRNAs that have a low GC content and codons associated with lower 

rates of translation (Hubstenberger et al., 2017; Courel et al., 2019). These poorly translated 

mRNAs are enriched in PBs when the cell is unstressed, suggesting a role in mRNA storage 

(Matheny et al., 2019; Riggs et al., 2020). 
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In yeast, PBs are absent in unstressed cells and appear to rapidly form in cells in response 

to stress (Ramachandran et al., 2011; Lui et al., 2014) (Figure 1.11). It appears that the 

purpose of PBs in yeast is similar to mammalian cells, where PBs have been associated with 

both mRNA decay and mRNA storage (Aizer et al., 2014). Many proteins associated with 

decapping and mRNA degradation have been identified in yeast PBs (Sheth and Parker, 

2003; Cougot et al., 2004; Parker and Sheth, 2007), and it has also been shown that mRNA 

decay intermediates accumulate in yeast PBs (Nissan and Parker, 2008). Along with 

evidence that mRNAs can leave PBs and re-enter the translation pool following cell recovery 

from stress (Brengues et al., 2005; Bhattacharyya et al., 2006; Arribere et al., 2011), it 

appears that PBs may play dual roles both in mRNA decay and storage in yeast following 

stress. 

It has been suggested that SGs and PBs are associated with at least 144 shared proteins 

(Youn et al., 2018), including the translation factor eIF4E (Kedersha et al., 2005) and many 

proteins that contain IDRs (Youn et al., 2018; Kershaw et al., 2020). Since the mRNAs in 

both granules are translationally repressed, it is unsurprising that they both also contain 

RNAs and proteins associated with repression, including miRNAs and Argonaute proteins 

(Liu et al., 2005; Sen and Blau, 2005). SG and PBs may also both play roles in mRNA 

storage. As mentioned above, PBs contain poorly translated mRNAs (Matheny et al., 2019), 

and are also able to release mRNAs back into the cytosol to re-bind polysomes and undergo 

translation (Brengues et al., 2005; Bhattacharyya et al., 2006; Hubstenberger et al., 2017). 

SGs may function similarly to temporarily sequester mRNAs away from cytosolic ribosome 

pools during stress to promote translation of mRNAs encoding stress response genes such 

as HSP70 and HSP90 (Kedersha and Anderson, 2002). If the cell successfully recovers from 

stress, SGs then may disassemble and release their mRNAs to undergo translation. 

Therefore, although the exact functions of SGs and PBs are still unclear, their conserved 

presence throughout eukaryotes and described roles in the regulation of mRNA translation 

and the cellular response to stress mean that further study of these RNA granules will be 

important in the future. 
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1.4.3. Other types of RNA granules 

Some further examples of relatively well-characterised RNA granules include germ granules, 

mitochondrial RNA granules, nuclear RNA granules, and actively translating granules in 

yeast. The protein and mRNA compositions of these granules are often very different, 

although some protein homologues are conserved. The formation of these RNA granules 

requires specific protein-protein and protein-RNA interactions, along with the interactions of 

protein IDRs (Protter et al., 2018). Highlighted here are some features of these RNA 

granules that are similar or distinct from one another, particularly with regards to granule 

formation. 

Germ granules are early examples of RNA granules found in germ line cells. They have 

been shown to play roles in mRNA regulation and have been identified in many species; P 

granules in C. elegans (Seydoux, 2018), polar granules in Drosophila (Jones and 

Macdonald, 2007; Thomson et al., 2008), and Balbiani bodies in Xenopus oocytes (Boke 

and Mitchison, 2017). P granules are localised to the perinucleus in C.elegans and have 

been suggested to interact with mRNAs as they are exported from the nucleus (Pitt et al., 

2000; Sheth et al., 2010). Their formation involves the specific self-interactions of the protein 

homologues PGL-1 and PGL-3, which also contain RNA-binding domains and may therefore 

provide the scaffold for the P granule to form (Hanazawa et al., 2011; Aoki et al., 2016; 

Kawasaki et al., 1998). Balbiani bodies in Xenopus are relatively large RNA granules that 

contain mitochondria, ER, Golgi, and RNA, but do not possess a lipid bilayer. The main 

component of the Balbiani body is the protein Xvelo, which forms micron-scale networks in 

vitro and is a highly disordered protein (Boke et al., 2016). Other Balbiani body organisers 

have predicted prion-like domains and RNA-binding domains (Malinovska et al., 2013). 

Mitochondrial RNA granules (MRGs) form in unstressed cells. MRGs contain maturation 

factors and are associated with mRNA processing, where they can interact with immature 

mRNAs transcribed from mitochondrial DNA (mtDNA) within mitochondrial nucleoids. As yet, 

no evidence has been found of low complexity domains in MRG associated proteins. 

However, it has been shown that just removing the mRNA can cause MRG disassembly, 

and so granule formation may be driven by an RNA-binding scaffold protein (Iborra et al., 

2004; Jourdain et al., 2013). Alternatively, since mitochondrial nucleoids assemble via mass 

binding of the transcription factor A (TFAM) to mitochondrial DNA (mtDNA) (Kukat et al., 

2015), a similar scaffolding process may occur in MRG formation. MRGs have been found in 

mouse and human cells, though not in yeast or green plants (which have larger 

mitochondrial genomes with multiple promoters and introns, and process mitochondrial 

mRNA differently (Jourdain et al., 2016)). In Drosophila, the mtDNA structure is more similar 
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to mammalian mtDNA, and Drosophila mitochondria contain proteins related to MRG 

components, and so may possibly possess MRGs that have not yet been identified. 

Nuclear RNA granules include Cajal bodies (Morris, 2008) and nuclear stress bodies 

(Biamonti and Vourc‘h, 2010). The Cajal body, or coiled body, is the initial processing site for 

multiple U snRNPs that eventually form the spliceosome (Staněk et al., 2008), and is 

identified by the presence of the protein coilin. Similar to the nucleolus, its mechanism of 

formation is unknown, although it has been suggested that protein interactions with histones 

are important (but not necessary) for its formation and for efficient snRNPs processing 

(Wang et al., 2016; Sawyer et al., 2016). Nuclear stress bodies (NSBs) form in response to 

heat shock and are thought to regulate gene transcription as part of the stress response 

(Chiodi et al., 2000; Aly et al., 2019). They are formed following the activation of the heat 

shock response protein HSF1, which promotes the transcription of the long non-coding RNA 

HSATIII (highly repetitive satellite III). Both accumulation of HSF1 and HSATIII act to 

nucleate the formation of the NSB (Jolly et al., 2004; Rizzi et al., 2004), providing another 

example of specific protein-protein and protein-RNA interactions driving RNA granule 

formation. 

Overall, RNA granules in different cell types and organelles provide many different functions, 

particularly with regards to the regulation of mRNA. Although the formation of RNA granules 

share common features such as the interaction of protein IDRs, in order to achieve 

specificity of function and remain distinct, RNA granules rely on specific protein and RNA 

interactions to drive their formation. The importance of these granules in RNA regulation 

means that further study of their mechanisms and purposes may provide novel insights into 

mRNA dynamics moving forward. 

Of particular interest here are RNA granules found in yeast. In S. cerevisiae, it has been 

shown that both SGs and PBs form in response to stress (Lui et al., 2014). More recently, 

yeast have also been shown to possess a novel type of RNA granule, called actively 

translating granules or ‗translation factories‘ (Figure 1.11). These RNA granules are present 

in unstressed cells, contain mRNAs that are not translationally repressed, and do not share 

the same markers as SGs and PBs (Lui et al., 2014; Pizzinga et al., 2019; Morales-Polanco 

et al., 2021). These granules are discussed in more detail in section 1.7. 
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1.5. Visualisation of RNA  

To study the localisation, dynamics and fate of mRNAs many techniques have been 

developed to visualise RNA in cells. Some of these techniques need to be implemented in 

fixed cells, such as in situ hybridisation (ISH), fluorescent in situ hybridisation (FISH), and 

single-molecule fluorescent in situ hybridisation (smFISH). While these fixed cell techniques 

often provide high resolution due to high signal-to-noise ratios, they can only provide 

information on mRNA localisation at a single point in time and rely upon fixatives that may 

alter subcellular structures. Live cell techniques negate concerns about the fixatives and can 

also provide more information on mRNA localisation dynamics. These techniques include 

so-called ‗molecular beacons‘, RNA aptamers, M-tagging and RNA-targeting with CRISPR-

associated proteins (Cas9 and Cas13). All of these techniques have distinct advantages and 

disadvantages and the most appropriate technique is often context-dependent, contingent 

on cell type and status, the specific RNA under investigation, and the experimental question 

to be answered (Table 1). In practise, most observations made on mRNA localisation would 

require confirmation using multiple different techniques. 

 

RNA 
visualisation 

technique 

Live or 
fixed cell 
imaging 

Imaging 
resolution 

Multi-
colour 

imaging 

mRNA 
targeting 
structure 

Experimental 
methods 

ISH Fixed 
Struggles with low 

copy number 
Yes  

cDNA, dsRNA, 
ssRNA 

Fixation and 
permeabilisation 

FISH Fixed 
Struggles with low 

copy number 
Yes 

cDNA, dsRNA, 
ssRNA 

Fixation and 
permeabilisation 

smFISH Fixed Single-molecule Yes 
cDNA, dsRNA, 

ssRNA 
Fixation and 

permeabilisation 

Molecular 
beacons 

Fixed and 
Live 

Single-molecule 
for reporter RNAs 

Yes ssRNA Permeabilisation 

RNA aptamers Live Single-molecule Yes 
ssRNA 

(incorporated) 

Cloning and 
injection or 

washes 

M-tagging Live Single-molecule Yes 
ssRNA 

(incorporated) 

Cloning and 
plasmid 

transformation 

Cas9 RNA-
targeting 

Live 
Potential for 

single-molecule 
Yes dsRNA 

Cloning and 
plasmid 

transformation 

 

Table 1: A summary of RNA imaging techniques.  
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1.5.1. Fixed cell methods to visualise RNA 

Early techniques used to visualise RNA were performed in fixed cells using in situ 

hybridisation (ISH). ISH was first developed for the detection of DNA (Gall and Pardue, 

1969; Harper and Saunders, 1981), though the same technique is used for RNA detection 

(Jin and Llyod, 1996). ISH involves the binding of cDNA or RNA probes that have 

complimentary sequences to the DNA or RNA of interest (to form a hybrid), and these 

probes are labelled to allow detection (Jensen, 2014). This labelling may be achieved by 

radiolabelling (Simmons et al., 1989; Hoefler et al., 1986), histochemical labelling 

(Komminoth, 1992; Egger et al., 1994), or by fluorescent labelling. In particular, two types of 

fluorescent labelling methods are currently widely used: molecular beacons (which may be 

used in live cell imaging and are discussed more below) and fluorescent in situ hybridisation 

(FISH). 

FISH involves fluorescent labelling and detection of the DNA or RNA probe using 

fluorescence microscopy. A major advantage of FISH is that different probes can be bound 

to different colour fluorophores to image multiple sites of DNA or RNA in the same cell. FISH 

has therefore been used extensively to map sites in the human genome (Langer-Safer et al., 

1982; du Manoir et al., 1993), in prenatal screening to detect chromosome abnormalities 

(Ward et al., 1993; Li et al., 2011; Xu et al., 2014), and to visualise gene expression by 

targeting mRNAs in both eukaryotes and prokaryotes (Singer and Ward, 1982; Coleman et 

al., 2007). While the advantage of both ISH and FISH techniques is that almost any DNA or 

RNA sequence can be targeted and detected, they are often limited by detection sensitivity. 

In particular, low copy number DNA or RNA molecules can be difficult to detect. There have 

been several techniques developed to improve the sensitivity of ISH experiments, including 

PCR in situ (Long, 1998) and primed in situ (Coullin et al., 2002).  

Perhaps the most effective method to improve the sensitivity of FISH experiments is the 

development of single-molecule FISH (smFISH) (Femino et al., 1998). smFISH involves the 

binding of multiple small nucleic acid probes to either the gene or RNA of interest. Probes 

are usually 20 nucleotides in length, and 48 probes has been suggested to be the optimal 

number for a strong signal with minimal off-target effects (Raj et al., 2008). Each of these 

probes is attached to a low intensity fluorophore, so that when multiple probes are bound to 

the gene or RNA a strong fluorescent signal is produced. The advantage of this method is 

that single probes alone are not bright enough to produce a strong signal and so low 

numbers of off-target binding or unbound probes should not decrease the signal-to-noise 

ratio. As the name suggests, this technique may be sensitive enough to visualise single 

mRNA molecules, though often this depends on the experimental conditions (Femino et al., 
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1998; Noma et al., 2017; Chen et al., 2018). One drawback of this method is that smFISH 

cannot differentiate between genes or RNAs with very similar sequences, as there will not be 

sufficient unique nucleotide stretches for the probes to target. Nevertheless, smFISH is 

currently a widely used technique to visualise mRNA to study gene expression (Zenklusen et 

al., 2008; Raj et al., 2008; Vargas et al., 2011) and mRNA localisation (Park et al., 2012; 

Samacoits et al., 2018). 

The main limitation of these hybridisation techniques is that they must be performed in fixed 

cells. This means that any visualisation is at a fixed point in time, and so dynamic processes, 

such as mRNA localisation and stress responses, cannot be easily studied. More technically, 

fixation often relies on cross-linking proteins, which may introduce artefacts into imaging 

experiments and have unknown effects on cell states and intracellular cell structures 

(Schnell et al., 2012; Whelan and Bell, 2015). 

 

1.5.2. Live cell methods to visualise RNA 

Live cell approaches may therefore be used to study mRNA dynamics, using techniques 

such as molecular beacons, RNA aptamers, M-tagging, and RNA-targeting via Cas proteins. 

All of these methods involve tethering a fluorescent marker to the RNA of interest, and so 

imaging quality has often improved as better fluorescence microscopy methods and brighter 

fluorophores have been developed. These techniques offer their own distinct advantages 

and disadvantages, most often associated with achieving a strong fluorescent signal and 

their technical ease of use (Table 1). 

Molecular beacons are RNA probes that possess both a fluorophore and a quencher of that 

fluorophore (Tyagi and Kramer, 1996; Monroy-Contreras and Vaca, 2011). In the initial 

unbound state, the probe is structured so that the fluorophore and quencher interact and no 

signal is produced. Upon binding an RNA target, the probe undergoes a conformational 

change allowing the fluorophore and quencher to separate such that the fluorescent signal 

can be detected (Bonnet et al., 1999). As with fixed cell ISH techniques, molecular beacons 

also rely on probe hybridisation with the RNA of interest to achieve targeting specificity. 

Similar to smFISH, the main advantage of molecular beacons is that no signal is produced 

by the unbound probe, resulting in a high signal-to-noise ratio. Molecular beacons have 

therefore been used in live cell experiments to study mRNA localisation and dynamics (Bratu 

et al., 2003; Tyagi and Alsmadi, 2004). The main drawback of this technique is that each 

probe must be specific for the RNA sequence and be made with both a fluorophore and 
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quencher attached, which is expensive and difficult to produce. Also for live cell imaging, the 

molecular beacon must be introduced into the cell by microinjection or by cell 

permeabilisation/electroporation, which can be technically difficult and cause damage and/or 

stress to the cells (Monroy-Contreras and Vaca, 2011). 

RNA aptamers are small, synthetic RNA structures that can be introduced into the mRNA of 

interest (Babendure et al., 2003). These RNA aptamers are then recognised by specific 

fluorescent dyes which, upon binding to their aptamer, massively increase their 

fluorescence. For example, RNA Mango is a short aptamer that can be genetically 

introduced into a gene sequence. Once the mRNA is transcribed, RNA Mango binds to its 

thiazole orange dye (TO1 or TO3) to increases the fluorescence of the fluorophore around 

103-fold (Dolgosheina et al. 2014). Similar to smFISH and molecular beacons, the most 

commonly used fluorogenic dyes produce very limited background fluorescence when 

unbound and have a high signal-to-noise ratio (Jeng et al., 2016). RNA aptamers have been 

used to image mRNA in live cells in both eukaryotes and prokaryotes (Strack et al., 2013; 

Song et al., 2017; Zhang et al., 2015), and recent improvements to the fluorescent stability of 

some RNA aptamer techniques have allowed the visualisation of single mRNA molecules 

(Cawte et al., 2020). Drawbacks of using RNA aptamers are usually specific to the RNA 

aptamer and dye in question. Since RNA aptamers modify the structure of the mRNA, they 

are designed to be as small as possible (often 40-50 nucleotides) while binding their 

fluorescent dye with high affinity (Cawte et al., 2020; Bell et al., 2020). Ideal features of 

fluorescent dyes include a lack of cell toxicity, low background fluorescence, and organelle 

and cell membrane permeability (Dolgosheina et al. 2014; Bouhedda et al., 2018). 

M-tag systems, or RNA stem-loop systems, are perhaps historically the most extensively 

used technique to visualise RNA in live cells. The most prevalent of these systems, the MS2 

system, was first used to study the localisation of ASH1 mRNA in budding yeast (Bertrand et 

al., 1998). The MS2 system involves the introduction of MS2 stem loops, most often at the 

start of the 3‘UTR, into the targeted mRNA. These stem loops are recognised and bound by 

the bacteriophage protein MCP (MS2 coat protein), which can be fused to a fluorophore 

such as GFP, and this fluorescent signal tracked. M-tag systems can be used for multi-

colour imaging via different stem loop structures and recognition partners. For example, one 

mRNA with MS2 stem loops can be visualised by an MCP-GFP fusion protein, while another 

mRNA can be viewed in the same cell via incorporation of PP7 stem loops bound to a PP7-

mCherry fusion (Pizzinga et al., 2019). The brightness of these systems can vary based on 

the number of inserted stem loops and fused fluorophores, and the fluorescent intensity of 

the fluorophores. For example, it has been shown that 6x MS2 stem loops and a single 
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MCP-GFP fusion is capable of tracking bulk mRNA (Bertrand et al., 1998), while single-

molecule resolution can be achieved using 24x MS2 stem loops and an MCP-RFP fusion 

(Wu et al., 2016) or MCP-JF646 fusion (Morisaki et al., 2016). Since its development, the 

MS2 system has been widely used to study mRNA localisation (Bertrand et al., 1998; 

Grünwald and Singer, 2010), along with transcription and translation (Darzacq et al., 2007; 

Martin et al., 2013; Wu et al., 2016). However the MS2 system has been criticised due to the 

requirement for modification of the mRNA structure. Experiments using the MS2 system 

most often include the addition of 12 or 24 stem loops at the start of the 3‘UTR (Bertrand et 

al., 1988). This modification, along with the binding of multiple recognition proteins to the 

stem loops, may affect rates of mRNA translation and decay, and could lead to the 

accumulation of mRNA fragments in mRNA localisation experiments (Garcia and Parker, 

2015; Haimovich et al., 2016; Garcia and Parker 2016; Heinrich et al., 2017). For certain 

MS2-tagged mRNAs, it has been shown that the MS2 mRNA binding complex may prevent 

the complete 5‘ to 3‘ degradation of mRNA by blocking the progression of the Xrn1 

exonuclease (Sheth and Parker 2003; Heinrich et al., 2017). This leads to an accumulation 

of mRNA 3‘UTR decay fragments that still contain the MS2 stem loops and so are still 

visualised by the MS2 system (Heinrich et al., 2017). These 3‘ fragments may then localise 

to P-bodies (Heinrich et al., 2017), which would lead to potential misinterpretation of patterns 

of mRNA localisation. Recently, MS2 stem loops have been used which bind the MCP 

recognition protein with a lower affinity. This strategy has been suggested to alleviate some 

adverse effects of tagging, although this technique still involves modification of the mRNA 

structure (Tutucci et al., 2018a; Tutucci et al., 2018b). 

A relatively recently developed RNA live imaging system that does not involve the 

modification of mRNA is the Cas protein RNA-targeting system. The development of the 

CRISPR/Cas9 system, and the use of Cas9 in RNA-targeting are discussed in section 1.6. 

Briefly, it has been shown that catalytically dead Cas9 (dCas9) can be targeted to mRNAs 

by specific sgRNAs (single-guide RNAs) (Nelles et al., 2016; Sampson et al., 2013; Price et 

al., 2015). Similar to the MS2 system, the dCas9 protein can be fused to a fluorophore to 

allow visualisation of the mRNA in live cells. The advantage of this dCas9 system is that the 

mRNA is endogenously expressed and unmodified, therefore possibly providing an improved 

RNA-targeting system (Nelles et al., 2016). It has since been shown that Cas13 proteins can 

also be used to target RNA in live cells (Abudayyeh et al., 2017; Smargon et al., 2017; Yan 

et al., 2018), and RNA-targeting by Cas proteins is a rapidly developing area of research 

(Smargon et al., 2020).  
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1.6. Development of CRISPR/Cas9 and the dCas9 RNA-targeting system 

A recently developed technique for studying endogenous mRNA localisation in live cells 

involved the targeting of dCas9 (dead CRISPR associated protein 9) to RNA, called the 

dCas9-RNA targeting system (Nelles et al., 2016). This technique is similar to the way 

dCas9 has been used to visualise DNA, which represents an extensive use of Cas9 since 

the development of the CRISPR (clustered regularly interspaced short palindromic 

repeats)/Cas9 system (Anton et al., 2014; Martens et al., 2019; reviewed in Xu and Qi, 

2019). CRISPR/Cas9 is a genome-editing tool that can be used to specifically target regions 

of DNA and make alterations; typically gene/sequence deletions, insertions and point 

mutations (reviewed in Pickar-Oliver and Gersbach, 2019). 

 

1.6.1. The CRISPR/Cas9 system in bacteria and genome-editing 

The CRISPR/Cas9 system is a bacterial immune system used to destroy non-native DNA, 

which may enter the cell from pathogens (Mojica et al., 2005; Barrangou et al., 2007). This is 

an acquired immunity, where DNA sequences (protospacers) are acquired from invading 

pathogens and arranged in CRISPR repeats (as spacers) in the bacterial genome (Ishino et 

al., 1987; reviewed in Hsu et al., 2014). These 20 base pair (bp) spacer sequences are then 

transcribed into RNA typically referred to as crispr RNA (crRNA). This crRNA forms a 

complex with a tracrRNA (trans-activating crispr RNA) that is partially complimentary to the 

crRNA and contains a conserved scaffold domain to which Cas9 binds (Jansen et al., 2002; 

Brouns et al., 2008; Deltcheva et al., 2011). Cas9 is an endonuclease capable of unwinding 

and cleaving DNA (Garneau et al., 2010; Jinek et al., 2014). Therefore, when foreign DNA is 

present in a cell that has acquired resistance to it, Cas9 is directed to the pathogen via the 

crRNA-tracrRNA complex for cleavage. Cas9 cleavage also requires the presence of a 

protospacer adjacent motif (PAM) sequence (-NGG), which is recognised by the PAM-

interacting domain of Cas9 (Bolotin et al., 2005) (Figure 1.12). This PAM sequence is 

located immediately downstream of the protospacer sequence in the pathogenic DNA and 

increases the specificity of Cas9 for the pathogen; if the PAM sequence is not present, 

cleavage does not occur (Deveau et al., 2008; Jinek et al., 2014). This helps to prevent 

accidental cleavage of the native bacterial genome by Cas9, particularly since Cas9 may 

bind (less efficiently) to sequences that are similar to the 20 bp guide sequence (Shah et al., 

2013).  
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Specificity is also an important consideration when using the CRISPR/Cas9 system for 

genome-editing experiments (Veres et al., 2014). When a gene or genomic region is 

targeted for deletion/mutation, the targeting 20 base pairs must be upstream of a PAM 

sequence, and online tools can be used to select the sequence that has the optimal gene 

specificity and therefore the fewest off-target effects (Doench et al., 2016; Ran et al., 2013). 

In genome-editing the mechanism of Cas9 cleavage is generally the same as that found in 

the bacterial host system, although the crRNA and tracrRNA is often introduced as a single 

RNA molecule called the single-guide RNA (sgRNA) (Cong et al., 2013; Jinek et al., 2014) 

(Figure 1.12). Cleavage of the gene can then be repaired by either homology directed repair 

(HDR) or non-homologous end joining (NHEJ), depending on the desired outcome (reviewed 

in Jasin and Haber, 2016). HDR allows for insertion and mutation, where a DNA template is 

provided that is incorporated into and replaces the original gene sequence (Mali et al., 2013; 

Yang et al., 2013). NHEJ often results in random base insertion/deletion at the site of repair, 

and therefore is used to introduce frameshift mutations and essentially give gene knockouts 

(Wang et al., 2013; Yin et al., 2014). CRISPR/Cas9 is therefore a versatile and widely used 

tool for genome-editing that allows precise and efficient alterations to genomic DNA to be 

made. 
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Figure 1.12: The CRISPR/Cas9 and dCas9 RNA-targeting systems. In the CRISPR/Cas9 system 
(top image), a single-guide RNA (sgRNA) is used to target the Cas9 protein to the gene sequence. 
The sgRNA contains both a 20 bp recognition region that hybridises to the gene sequence and a 
conserved scaffold domain region to which the Cas9 binds. Cas9 will then catalyse a double-stranded 
break in the DNA sequence directly adjacent to the PAM sequence (NGG). In the dCas9 RNA-
targeting system (bottom image), the dCas9 cannot catalyse nucleotide cleavage and is fused to a 
fluorophore (or fluorophores). Again, the dCas9 is targeted to the RNA sequence via a sgRNA. A 
PAMmer may also be included, which contains a 20 bp recognition region for the mRNA and a PAM 
sequence (NGG), and provides additional targeting of the dCas9. 
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1.6.2. The use of dead Cas9 in gene regulation and live-cell imaging 

More recently, CRISPR/Cas9 has been developed to target DNA without cleavage, allowing 

the system to be used for live-cell imaging, epigenetic modification and gene regulation 

(reviewed in Brocken et al., 2018). This is achieved through use of a catalytically inactive 

Cas9, called dead Cas9 (dCas9) (Jinek et al., 2012). dCas9 has two point mutations in its 

gene sequences that inhibit its catalytic activity, so that the protein is still capable of 

recognising sgRNA and being targeted to sequences, but not able to cleave (Jinek et al., 

2012). This dCas9 construct has been used in a wide range of experiments; for example, 

dCas9 binding to genomic loci has been shown to occlude binding of transcription factors 

and RNA polymerase II to inhibit gene transcription (called CRISPRi) (Qi et al., 2013). Also, 

dCas9 fusion to enhancers/repressors of transcription has been used to provide epigenetic 

regulation of gene transcription (Pulecio et al., 2017).  

Similarly, the use of dCas9 in live-cell imaging typically involves the fusion of the dCas9 

protein to a fluorophore (Chen et al., 2013) (Figure 1.12, bottom image). This imaging 

system has been used extensively to study chromatin dynamics in live cells, including 

modelling telomere length and dynamics (Chen et al., 2013; Duan et al., 2018), and studying 

the dynamics of chromatin condensation (Xue and Acar, 2018). Initial experiments focused 

on targeting repetitive genome sequences, which allowed multiple sgRNAs and dCas9-

fluorophores to bind to provide a strong signal (Chen et al., 2013). To target non-repetitive 

genome sequences, strategies to increase the fluorescent signal of the dCas9 system have 

been employed. Successful techniques include the use of multiple sgRNAs, addition of 

multiple peptide epitopes (e.g. SunTag) to the dCas9 protein, and/or MS2 tagging of the 

sgRNA (Wu et al., 2019):  

 Targeting multiple sgRNAs to a genomic region allows multiple dCas9-fluorophore 

proteins to bind; the number of sgRNAs required for a signal depends on the cell type 

and fluorophore used, where around 30 sgRNAs has been shown to be sufficient to 

label DNA in mammalian cells using dCas9-eGFP (enhanced GFP) (Chen et al., 

2013). 

 SunTagging involves the attachment of a peptide repeat array to the protein of 

interest, to which genomically expressed multiple single-chain antibodies can bind 

(Tanenbaum et al., 2014). These antibodies are themselves each fused to a 

fluorophore, and so multiple fluorophores may be targeted to the genome via a single 

sgRNA/dCas9 (Shao et al., 2017). 

 MS2 stem loops may be introduced into the structure of the sgRNA without affecting 

its binding to nucleotides or dCas9. This then allows multiple coat protein-fluorophore 
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fusion proteins to bind the MS2 sequences on the sgRNA and provide a strong 

signal; studies have shown that a 14x MS2 loop insertion into one sgRNA is sufficient 

to visualise specific genetic loci in the nucleus (Qin et al., 2017). 

Variations of these dCas9 imaging systems can also be used to visualise multiple genomic 

foci in a single living cell. Often this is achieved using dCas9 orthologs derived from different 

species of bacteria; the first and most commonly used Cas9 is from Streptococcus pyogenes 

(Sp) (Jinek et al., 2012). For example, Cas9 orthologs from Neisseria meningitidis and 

Streptococcus thermophilus recognise and bind different sgRNA structures compared to 

SpCas9 (Ma et al., 2015). Therefore, unique sgRNAs can be targeted to different genomic 

loci and bound by their distinct dCas9 orthologs, each fused to discrete fluorophores, 

allowing the visualisation of multiple genomic regions in the same cell. Multi-colour imaging 

can also be achieved using modified sgRNAs. For example, one sgRNA can be tagged with 

MS2 stem loops and its corresponding coat protein and fluorophore, while another sgRNA 

may contain PP7 stem loops to be bound by its own, distinct coat protein fused to a different 

fluorophore (Fu et al., 2016). Overall, the ability of dead Cas9 to specifically bind nucleotides 

without cleavage means that dCas9 constructs have many uses for both gene regulation and 

live imaging of genomic loci. 

Along with genome editing, CRISPR/Cas based systems have also been used to target 

RNA. It has been shown that Cas9 from the bacterial species Francisella novicida (FnCas9) 

is capable of driving degradation of endogenous mRNA (Sampson et al., 2013) and can be 

engineered to target other RNAs (Price et al., 2015). As in the endogenous system, this RNA 

targeting relies on a crRNA that forms a complex with the tracrRNA, which interacts with 

Cas9 and has a single-stranded (ss) RNA region complimentary to the RNA target (Price et 

al., 2015). It has also been shown that Cas9 proteins derived from Staphylococcus aureus 

and Campylobacter jejuni are capable of cleaving RNA when targeted by a sgRNA alone 

(Strutt et al., 2018). 

Cas9 from Streptococcus pyogenes (SpCas9) has also been used to target RNA. SpCas9 

can be targeted to ssRNA through the use of a sgRNA and a PAMmer, where the PAMmer 

is a single-stranded oligonucleotide that contains a complimentary region to the RNA target 

with a downstream PAM sequence (O‘Connell et al., 2014). As in the endogenous bacterial 

system, the presence of this PAMmer stimulates Cas9 cleavage of the RNA (O‘Connell et 

al., 2014). Both wild-type SpCas9 and catalytically inactive SpCas9 can also be targeted to 

RNA without the presence of a PAMmer (sgRNA-targeting alone) (Liu et al., 2016; Batra et 

al., 2017), although the presence of a PAMmer may increase the efficiency of this targeting 

(Nelles et al., 2016). 
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Since catalytically dead Cas9 (dCas9) can also be used to target RNAs in this way, dCas9 

constructs can also be used to image RNA (Figure 1.12, bottom image). This technique, 

developed in 2016 by Nelles et al., has been used to study mRNA localisation in live 

mammalian cells, including mRNA accumulation in RNA granules. This method uses a 

dCas9-GFP fusion construct that includes a nuclear localisation signal (NLS), so that the 

fluorescent signal is confined to the nucleus in the absence of targeting and dCas9 may 

interact with mRNAs as they are synthesised. mRNA targeting is achieved through the use 

of a complimentary sgRNA, where the additional presence of a PAMmer improves dCas9 

targeting (shown by a higher percentage of GFP leaving the nucleus when targeting a 

cytosolic mRNA) (Nelles et al., 2016). Further experiments from this study demonstrated that 

the targeting of mRNAs by dCas9 did not affect associated RNA and protein levels, and 

orthogonal assays using smFISH showed that the localisation patterns seen using the 

dCas9 system were accurate (Nelles et al., 2016). The ability of this dCas9-RNA targeting 

system to target endogenous, unmodified mRNAs in live cells may provide a useful tool for 

the visualisation of RNA in the future. 
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1.7. Translation factories in yeast (Previous work in the lab) 

Previous work undertaken by the Ashe lab has identified a novel set of RNA containing 

granules in yeast (Lui et al., 2014; Pizzinga et al., 2019; Morales-Polanco et al., 2021). 

These granules appear distinct from previously discovered types of granules (e.g. stress 

granules and P-bodies), as they are present in unstressed yeast cells, they do not overlap 

with established P-body and stress granule markers, and the mRNAs they contain are not 

translationally repressed (Lui et al., 2014) (Figure 1.11).  

Indeed, the formation of these granules appears to be dependent on mRNA translation; 

when stem loops were introduced into the mRNA structure that prevented translation 

initiation, the mRNA no longer localised to granules (Pizzinga et al., 2019; Morales-Polanco 

et al., 2021). Further, photobleaching experiments, studies using the TRICK technique and 

quantitative assessments of the proportion of translated or granule-enriched mRNA all 

suggest that mRNA translation occurs at these granules (Lui et al., 2014; Pizzinga et al., 

2019; Morales-Polanco et al., 2021). Photobleaching experiments were done using 

fluorescently tagged Eno2p (Eno2p-mOrange), where fluorescence was seen to recover 

specifically in the same location as granules containing PDC1 mRNA (which ENO2 mRNA 

colocalises with), suggesting the Eno2p is being produced in the same place (Lui et al., 

2014). TRICK (translating RNA imaging by coat protein knock-off; Halstead et al., 2015) 

experiments were done by introduction of stem loops before and after the stop codon of 

localised mRNAs (NIP1 and TIF4631) (Pizzinga et al., 2019). PP7 stem loops were 

introduced before the stop codon to be recognised by PP7-GFP3 and MS2 stem loops were 

introduced after the stop codon to be recognised by MCP-mCherry3. In unstressed cells only 

the mCherry signal could be seen localised to RNA granules, indicating that ribosome 

elongation had caused dissociation of the PP7-GFP3 during translation. When cells were 

stressed following glucose depletion and global translation was stalled, both mCherry and 

GFP could then be seen localised to the same RNA granules (Pizzinga et al., 2019). Given 

that these RNA granules house a functionally related set of mRNAs which are actively 

translated into protein, they are termed ‗translation factories‘ or actively translating granules. 

Current work is underway to investigate the mechanism of mRNA localisation to these 

granules, the protein and RNA components of these granules, and finally, what the purpose 

of these granules may be. 

Multiple mRNAs have been identified that localise to actively translating granules, with 

different mRNAs showing different localisation patterns. For example, the PDC1 and ENO2 

glycolytic mRNAs are present in around 10-20 granules per cell, whereas the NIP1 and TIF1 

translation initiation factor mRNAs are present in 1-2 granules per cell (Lui et al., 2014; 
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Pizzinga et al., 2019; Figure 3.1). Other mRNAs were not localised to granules under the 

same conditions; e.g. GIP2, CIN5 and NPC2 mRNA (Lui et al., 2014; Figure 3.1). Further 

work characterising these granules found that 19 different glycolytic mRNAs (such as PDC1, 

ENO2, and FBA1) show the same localisation pattern (several granules per cell) and also 

co-localise together in the same granules (Morales-Polanco et al., 2021). Similarly, mRNAs 

that encode translation factor proteins (such as NIP1, TIF1 and EFB1) also demonstrate the 

same localisation patterns as each other (1-2 granules per cell) and show some level of co-

localisation within cells (Pizzinga et el., 2019). Unpublished data from the Ashe lab also 

shows that mRNAs encoding aromatic amino acid biosynthetic enzymes (e.g. ARO1, ARO3, 

and ARO4) also localise to granules in unstressed yeast cells. Together, these data highlight 

the possibility that the purpose of these actively translating granules is to increase the 

efficiency of the pathways involved – the glycolytic pathway, protein translation, and 

aromatic amino acid biosynthesis. Further, for the translation factor mRNA granules, an 

additional role was suggested in providing a ready source of translation factor mRNAs to the 

developing daughter cell via a specific inheritance mechanism (Pizzinga et al., 2019). 

To visualise mRNA localisation in cells, both the MS2 system and smFISH approaches have 

been used in the lab. As discussed in section 1.5, the MS2 system is a live cell system that 

involves the introduction of MS2 stem loops into the mRNA of interest, which are then bound 

by a coat protein fused to a fluorophore to allow visualisation (Bertrand et al., 1988). smFISH 

is a fixed cell method that involves the binding of multiple small oligomers, each fused to a 

low-intensity fluorophore, to the mRNA of interest (Femino et al., 1998). Both of these 

techniques have been used to show mRNA localisation to actively translating granules in 

yeast and used to study co-localisation of these mRNAs (Pizzinga et al., 2019; Morales-

Polanco et al., 2021). The main reason for including the orthogonal approach of smFISH is 

due to the possible drawbacks of the MS2 system, which are discussed in more detail in 

section 1.5. Therefore in the Ashe lab, mRNA localisation and co-localisation results found 

using the MS2 system have been verified using smFISH on endogenous unmodified mRNAs 

(Pizzinga et al., 2019; Morales-Polanco et al., 2021). Although smFISH has been used 

successfully to validate results found using the MS2 system, there are drawbacks since 

smFISH is a fixed cell technique. Therefore, smFISH cannot be used to study mRNA 

dynamics; for example the effect on mRNA localisation following stress, or the lifetime of the 

actively translating granules. smFISH also requires fixation of the yeast cells, which may 

introduce imaging artefacts that affect mRNA localisation (Schnell et al., 2012; Whelan and 

Bell, 2015). Therefore, the further study of these actively translating granules in yeast would 

benefit from the development of novel imaging techniques to allow the study of mRNA 

localisation in live cells without the disadvantages of mRNA modification. 
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1.8. Project aims 

As discussed in section 1.7, previous work in the Ashe lab has identified novel cytosolic RNA 

granules in yeast, called ‗translation factories‘ or actively translating granules. Different 

mRNAs show strikingly different patterns of RNA granules; glycolytic mRNAs are shown to 

be present in 10-20 granules per cell and translation factor mRNAs in one or two granules 

per cell. One aim of this thesis was to understand the mechanisms by which these different 

patterns of mRNA localisation are achieved inside the cell. To investigate this, regions of 

mRNA (5‘UTR, ORF, 3‘UTR) were exchanged between mRNAs to attempt to identify the 

region(s) responsible for mRNA localisation. Swap constructs were made between the 

glycolytic mRNA PDC1 and the translation factor mRNA NIP1, and imaged using the MS2 

system to determine the pattern of mRNA granule localisation.  

Since glycolytic mRNAs are more highly expressed than translation factor mRNAs, it is 

possible that this is the reason for the increased number of glycolytic mRNA granules. To 

investigate this, NIP1, PDC1 and NIP1/PDC1 swap mRNAs were expressed on a lower 

expression plasmid and qRT-PCR was performed on each mRNA to test whether mRNA 

abundance had an effect on the number of actively translating granules. 

Investigation into mRNA localisation performed in the Ashe lab has thus far been achieved 

by imaging mRNA with the MS2 system and smFISH system. As discussed in section 1.7, 

each system has drawbacks; the MS2 system requires modification of the target mRNA 

structure which may affect mRNA dynamics, and smFISH is a fixed cell system that cannot 

be used to study mRNA in live cells. Therefore, another aim of this thesis was to develop a 

method that allows the visualisation of unmodified mRNAs in live cells and to make this 

system technically less onerous than the MS2 system, which requires three different yeast 

strains to be generated sequentially for every mRNA tagged. Hence, in this project a novel 

RNA targeting system was developed in yeast, called the dCas9 RNA-targeting system. The 

advantages of this system are that the targeted mRNA is endogenous and unmodified, the 

system can be used to visualise mRNA in live cells, and the system can be easily adapted to 

target many different mRNAs. The dCas9 RNA-targeting system was validated by assessing 

mRNAs with known localisation profiles established using the MS2 and smFISH systems.  

Then as a further demonstration of the ease and flexibility of the new system, its use was 

extended to study localisation profiles of mRNAs that have not been previously described. 
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2. Materials and Methods 

2.1. Yeast strains and growth conditions 

All yeast strains were from Saccharomyces cerevisiae and a complete list of strains used 

and made is listed in Table 2. Yeast strains here were almost all made by the transformation 

into parent strains of a bacterial plasmid(s), listed in Table 3. The exception was the 

yMK3433 strain where the nanobody-GFP fragment was genomically integrated into the 

yeast genome near the TRP1 locus (Chromosome IV 463001). Yeast strains were grown in 

either complete media (YPD; 1% yeast extract, 2% Bacto peptone, 2% glucose) or in 

synthetic complete media with the appropriate amino acid(s) excluded to select for the 

plasmid(s) (SCD; 0.17% yeast nitrogen base, 0.5% ammonium sulphate, 2% glucose, 0.02 

mg/ml adenine, arginine, uracil, methionine, histidine, tryptophan and threonine, 0.03 mg/ml 

lysine, tyrosine and isoleucine, 0.05 mg/ml phenylalanine, 0.06 mg/ml leucine, 0.1 mg/ml 

glutamic acid and aspartic acid, 0.15 mg/ml valine, 0.4 mg/ml serine). For selection using 

hygromycin, 200 μg/ml hygromycin B was also included (Thermo Fisher Scientific). For 

growth on solid media, 2% agar was also included. Yeast were grown at 30ºC either 

overnight for microscopy or for 2-3 days following plasmid transformation. 

 

2.2. Molecular biology 

2.2.1. sgRNA design and construction 

sgRNAs were designed to target 20 base pairs (bps) of target mRNAs. In most cases the 

3‘UTR was targeted, except for PDC1 and PDC5 mRNAs which have very similar 3‘UTR 

sequences; differing regions of their ORFs were targeted. sgRNAs were designed using the 

online ATUM CRISPR gRNA Design tool (https://www.atum.bio/eCommerce/cas9/input) 

which identifies the most unique sequence possible for targeting. The following design 

parameters were used: Species: Saccharomyces cerevisiae, PAM: NGG (not necessary 

here but may increase specificity (O‘Connell et al., 2014)), and Type: Wild-type Cas9. 

Targeting region specificity was then verified using a BLAST search for each 20 bps against 

the Saccharomyces cerevisiae genome, where no sgRNAs appeared capable of binding off-

target genes. sgRNAs were made by annealing together forward and reverse primers (listed 

in Table 5) containing the 20 bp target region flanked on either side by 25 bps corresponding 

to the sgRNA vector (pMEL14). Primers were annealed at a 1:1 ratio, boiled at 95ºC for 10 

minutes then left to cool to room temperature. Annealed primers were stored at -20ºC until 

used in Gibson cloning. 

https://www.atum.bio/eCommerce/cas9/input
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2.2.2. PCR 

PCRs were performed using primers listed in Table 4. PCRs were used to generate 

fragments for Gibson cloning (Gibson et al., 2009), to verify the length of MS2 stem loops 

regions and to verify construct insertion into the yeast genome. PCRs were done using 

either Phusion® High-Fidelity DNA Polymerase (NEB) or RANGER mix (MyTaq™ 

polymerase) (Bioline), and performed according to the manufacturer‘s instructions. 

 

2.2.3. Restriction cloning and restriction enzyme mapping 

All restriction enzymes were sourced from NEB and used with their corresponding NEB 

buffer. Restriction cloning was used to make CEN plasmid backbone constructs and 

mNeonGreen3 constructs. In each case the appropriate restriction enzyme(s) were used to 

digest miniprep DNA samples; 5 μl of each enzyme in the appropriate buffer was incubated 

with 25 μl of DNA for at least 1 hour at 37ºC and then heat inactivated at the appropriate 

temperature. Digested samples were run on 1% agarose gels and the desired gel band 

excised with a scalpel. DNA was then isolated using Isolate II PCR and Gel kit (Bioline). 

DNA fragments were ligated using T4 ligase (NEB) according to the manufacturer‘s 

instructions. Samples were then either stored at -20ºC or directly transformed into bacteria. 

Restriction enzyme mapping of constructs was done by incubating 1 μl of the appropriate 

restriction enzyme in its corresponding buffer with 5 μl of miniprep DNA. Samples were 

incubated for at least 2 hours at 37ºC and ran on 1% agarose gels. 

 

2.2.4. Gibson cloning 

Gibson cloning (Figure 2.1) was performed using Gibson Assembly® Master Mix (NEB) 

(Gibson et al., 2009). PCR fragments were produced to include 25 bp overhangs that 

correspond to the other annealing fragment(s) (see list of primers, Table 4). PCR fragments 

were either incubated together directly or following clean-up using the Isolate II PCR and Gel 

kit (Bioline). Gibson reactions were carried out using 10 μl Gibson master mix and 100-300 

ng of DNA fragments, incubated together for 30 minutes at 50ºC. Samples were then either 

stored at -20ºC or directly transformed in bacteria. 
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2.2.5. Bacterial transformation and plasmid isolation 

All cloning into bacteria was done using Escherichia coli cells (NEB 5-alpha cells). Bacterial 

transformations were carried out by incubating 2-20 μl of ligated DNA samples with 50 μl 

NEB 5-alpha cells for 30 minutes on ice. Cells were then heat-shocked for 30 seconds at 

42ºC and rested on ice for 2 minutes. 950 μl SOC media (NEB) was then added to each 

sample and samples were incubated on rotation for at least 1 hour at 30ºC. Cells were then 

plated onto Luria-Bertani media plates (LB; 1% Bacto tryptone, 0.5% yeast extract, 10 mM 

sodium chloride, 2% agar) and incubated overnight at 37ºC. Single bacterial colonies were 

then grown in liquid LB (without agar) overnight at 30ºC on rotation and DNA plasmids were 

isolated using the Monarch® Plasmid Miniprep Kit (NEB) according to the manufacturer‘s 

instructions. 

2.2.6. Yeast transformation 

Yeast strains were grown overnight at 30ºC on rotation in the appropriate liquid media to an 

OD600 of 0.5 – 0.8 (exponential phase). Cells were transformed using the lithium acetate 

(LiAc) protocol (Gietz and Schiestl, 2007). Yeast cells were pelleted at 3000 xg for 5 minutes 

and resuspended in 100 mM LiAc. Cells were then incubated in 35% polyethylene glycerol 

(PEG), 100 mM LiAc, 0.46 μg/ml salmon sperm DNA (Sigma-Aldrich) and 10-100 ng of 

plasmid DNA or PCR DNA fragment. Salmon sperm DNA was boiled for 5 minutes at 95ºC 

and chilled on ice for 5 minutes before use. Cells were incubated for at least 1 hour at 30ºC 

on rotation, and then heat-shocked for 20 minutes at 42ºC. 1 ml of sterile water was added 

to each sample, and cells were pelleted at 3000 xg for 5 minutes and then plated onto 

appropriate SCD plates. Yeast colonies were grown for 2-3 days at 30ºC on plates and then 

streaked out onto fresh selection plates. 

2.2.7. Yeast genomic DNA extraction 

DNA was extracted from yeast to perform PCR verification of the nanobody-GFP construct 

insertion into the genome. DNA was extracted using the LiAc-SDS (lithium acetate - sodium 

dodecyl sulphate) method (Lõoke et al., 2011). Single yeast colonies were suspended in a 

200 mM LiAc 1% SDS solution and vortexed for 1 minute. Samples were then incubated at 

70ºC for 10 minutes and 300 μl of 96% ethanol was added. Samples were vortexed briefly 

and centrifuged at 15,000 xg for 5 minutes. The supernatant was removed and the DNA 

pellet washed with 70% ethanol. DNA was again washed with 100 μl of sterile water, and 

then resuspended in 50 μl sterile water. 1 μl of the genomic DNA solution was used for PCR. 
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Figure 2.1: An overview of Gibson cloning. PCR fragments are generated using primers with 
complimentary overhang sequences to the appropriate fragment. 5‘ exonuclease digestion removes 
nucleotides at the 5‘ ends of each PCR fragment, and polymerisation and ligation allow fragments to 
ligate and missing nucleotides to be filled in. 
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2.3. Western blotting 

Western blotting was performed on yeast strains transformed with dCas9-GFP3, dCas9-

mNeonGreen3 and dCas9-MoonTag plasmids to verify the expression of these fusion 

proteins. Yeast strains were grown overnight at 30ºC on rotation in the appropriate liquid 

media to an OD600 of 0.7 (exponential phase) and harvested at 3000 xg for 5 minutes. 

Western blot samples were prepared using 100 μl of the cell sample, 30 μl of Novex® Bolt™ 

LDS Sample Buffer (Thermo Fisher Scientific) and 12 μl Novex® Bolt™ Sample Reducing 

Agent (Thermo Fisher Scientific). Samples were boiled at 95ºC for 10 minutes and stored at 

-20ºC before use.  

All samples were run on Bolt™ 4-12% Bis-Tris Plus gels (Thermo Fisher Scientific). Samples 

were run in 1X Bolt™ MOPS SDS Running Buffer (Thermo Fisher Scientific) using a 

Spectra™ Multicolor Broad Range Protein Ladder as  a marker (Thermo Fisher Scientific) (5 

μl of marker and 10 μl of sample). The blot was ran for 45 minutes at 200 V and then moved 

to the transfer chamber. The transfer was ran for 90 minutes at 25 V in 1X transfer buffer 

(750 ml distilled water, 200 ml methanol, 50 ml 20X NuPAGE™ Transfer Buffer (Thermo 

Fisher Scientific)). Samples were then blocked with PBST with milk (1X PBS, 0.1% Tween-

20, 5% milk) for 1 hour. Samples were incubated with primary antibodies overnight; PBST 

with milk and either 1:1000 anti-GFP antibody (AbCam), 1:2000 anti-dCas9 antibody 

(AbCam) or 1:000 anti-eIF4A antibody (AbCam). Samples were then washed with PBST 3x 

for 5 minutes. Secondary antibodies were incubated for an hour; PBST with milk and either 

1:5000 anti-Rabbit antibody (AbCam) or 1:5000 anti-Mouse antibody (AbCam). Samples 

were then washed with PBST 3x for 5 minutes and imaged using an Odyssey® Fc imaging 

system (LI-COR). 

 

2.4. RNA extraction and qRT-PCR 

RNA was extracted from yeast cells grown overnight at 30ºC on rotation in the appropriate 

liquid media to an OD600 of 0.5 – 0.8 (exponential phase). Cells were harvested by 

centrifugation at 3000 xg for 5 minutes and resuspended in 1 ml TRIzol™ (Thermo Fisher 

Scientific). Cells were lysed by the addition of glass beads and vortexed 5x for 20 seconds 

with 40 seconds rest on ice. The supernatant was transferred to a fresh Eppendorf (StarLab) 

and 150 μl chloroform added. Samples were incubated for 3 minutes at room temperature 

and centrifuged at 12,000 xg for 15 minutes at 4ºC. The supernatant was transferred to a 

fresh Eppendorf and 1 μl Glycoblue (Thermo Fisher Scientific) and 350 μl 100% isopropanol 

was added to each sample. Samples were stored at -80ºC overnight and then centrifuged at 
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12,000 xg for 15 minutes at 4ºC. The supernatant was removed and the RNA pellet washed 

with 750 μl of 75% ethanol in nuclease-free water (Thermo Fisher Scientific). Samples were 

then centrifuged at 12,000 xg for 10 minutes at 4ºC, the supernatant was removed and RNA 

pellets were left to dry under a Bunsen burner for 20 minutes. RNA pellets were 

resuspended in 20 μl nuclease-free water (warmed to 55ºC) and stored at -80ºC. 

RNA samples were then DNase treated using RQ1 RNase-Free DNase (Promega) 

according to the manufacturer‘s instructions. Around 1 μg of RNA was used per reaction. 

cDNA was then produced using ProtoScript® II First Strand cDNA Synthesis Kit (NEB) 

according to manufacturer‘s instructions with minor modifications. Namely, 0.5 μl RNaseIn 

Plus (Promega) was added to each sample, and the enzyme mix was not included for minus 

reverse transcriptase samples. Finally, qPCR was performed using GoTaq® qPCR Master 

Mix (Promega). Each sample contained 10 μl GoTaq qPCR master mix, 300 nM each of the 

appropriate forward and reverse primers (see primer list, Table 4), 0.2 μl carboxy-X-

rhodamine (CXR) reference dye, around 300 ng of cDNA sample in a total volume of 20 μl 

(made up with nuclease-free water). qPCR reactions were made up in qPCR 96-well plates 

(Thermo Fisher Scientific) and performed in a Bio-Rad Cfx Connect plate reader (Bio-Rad). 

The qPCR protocol was run using CFX Manager™ Software (Bio-Rad), which consisted of 

polymerase activation at 95ºC for 2 minutes, followed by 40 cycles of denaturation (15 

seconds at 95ºC), annealing/extension (1 minute at 60ºC) and a plate read. qPCR data was 

analysed using Microsoft excel and GraphPad Prism, and qPCR graphs were created using 

GraphPad Prism. 

 

2.5. Microscopy and image analysis 

All imaging was done on yeast cells grown overnight at 30ºC on rotation in the appropriate 

media to an OD600 of 0.5 – 0.8 (exponential phase). Images were taken using a Delta 

Vision (Applied Precision) or Nikon Eclipse E600 microscope with a 100x oil objective lens. 

Images were taken as either single plane images or z-stacks, where z-stacks were taken in 

0.2 μM increments. Where appropriate, images were deconvolved using Huygens 

deconvolution software and displayed as maximum or average projected intensity images 

using ImageJ. An ImageJ plug-in, FindFoci (Herbert et al., 2014), was used to quantify 

mRNA granules where necessary. This software requires the user to manually define 

examples of foci (in this case cytosolic RNA granules) and then automatically applies this 

processing to further images. mRNA granule quantification was shown in graphs created 

using GraphPad Prism. 



66 

 

2.6. Computational analysis 

Analysis to quantify RNA granules was done using FindFoci as described above. qPCR 

analysis was done in Microsoft Excel to derive ΔCt values and fold changes (2−ΔΔCt) (Livak 

and Schmittgen, 2001). For both granule quantification and qPCR data, error bars and 

standard deviation were calculated using GraphPad Prism. GraphPad Prism was also used 

to carry out statistical analysis of granule quantification by performing one-way analysis of 

variance (ANOVA) with the parameters ‗assume Gaussian distribution of residuals‘ and 

‗assume equals standard deviations‘. 

MEME Suite analysis was done to analyse the mRNA sequences of glycolytic mRNAs and 

translation factor mRNAs. MEME Suite is an online web-server that automates alignment 

and sequence analysis to search for conserved sequence motifs (Bailey et al., 2006; Bailey 

et al., 2009). For the MEME analysis done here mRNA sequences were input with additional 

1kb sequences either side of the coding sequence to ensure promoter, UTR and terminator 

regions were included. The following MEME Suite parameters were used: 

Motif discovery mode: Classical (one dataset is provided) 

Sequence alphabet: DNA, RNA or protein 

Site distribution: ―zoops‖ (zero or one of each motif in each sequence) 

Number of motifs: 3 

Motif length: 2-600 nucleotides 
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Strain Genotype Source 

yMK467 MATα ADE2 his3-11,15 leu2-3,112 trp1-1 ura3-1 
Ashe strain 
collection 

yMK2476 yMK467 MCP-GFP3 
Ashe strain 
collection 

yMK2520 yMK467 MCP-GFP3 p[NIP1-MS2L URA3] 
Ashe strain 
collection 

yMK2521 yMK467 MCP-GFP3 p[PDC1-MS2L URA3] 
Ashe strain 
collection 

yMK1859 yMK467 NPC2-MS2L p[MCP-GFP3 HIS3] 
Ashe strain 
collection 

yMK3557 yMK467 MCP-GFP3 p[NIP1 PDC1 ORF-MS2L URA3] This study 

yMK3558 yMK467 MCP-GFP3 p[NIP1 PDC1 5’UTR ORF-MS2L URA3] This study 

yMK3559 yMK467 MCP-GFP3 p[NIP1 PDC1 ORF 3’UTR-MS2L URA3] This study 

yMK3560 yMK467 MCP-GFP3 p[PDC1 NIP1 ORF-MS2L URA3] This study 

yMK3561 yMK467 MCP-GFP3 p[NIP1-MS2L CEN URA3] This study 

yMK3562 yMK467 MCP-GFP3 p[PDC1-MS2L CEN URA3] This study 

yMK3563 yMK467 MCP-GFP3 p[NIP1 PDC1 ORF-MS2L CEN URA3] This study 

yMK3437 yMK467 ENO1-MS2L p[MCP-GFP3 HIS3] 
Ashe strain 
collection 

yMK1577 yMK467 ENO2-MS2L p[MCP-GFP3 HIS3] 
Ashe strain 
collection 

yMK1585 yMK467 TIF1-MS2L p[MCP-GFP3 HIS3] 
Ashe strain 
collection 

yMK2462 yMK467 PDC5-MS2L p[MCP-GFP3 HIS3] 
Ashe strain 
collection 

yMK2416 yMK467 FBA1-MS2L p[MCP-GFP3 HIS3] 
Ashe strain 
collection 

yMK2124 yMK467 SUP35-MS2L p[MCP-GFP3 HIS3] 
Ashe strain 
collection 

yMK3220 yMK467 ARO3-MS2L p[MCP-GFP3 HIS3] 
Ashe strain 
collection 

yMK3084 yMK467 p[dCas9-GFP3 HIS3] This study 

yMK3230 yMK467 p[dCas9-GFP3 HIS3] p[NIP1 sgRNA LEU2] This study 

yMK3231 yMK467 p[dCas9-GFP3 HIS3] p[TIF1 sgRNA LEU2] This study 

yMK3232 yMK467 p[dCas9-GFP3 HIS3] p[ENO1 sgRNA LEU2] This study 



68 

 

yMK3233 yMK467 p[dCas9-GFP3 HIS3] p[ENO2 sgRNA LEU2] This study 

yMK3234 yMK467 p[dCas9-GFP3 HIS3] p[NPC2 sgRNA LEU2] This study 

yMK3235 
yMK467 p[dCas9-GFP3 HIS3] p[SCR1 sgRNA LEU2]  
(non-targeting sgRNA) 

This study 

yMK3281 yMK467 p[dCas9-mNeonGreen3 HIS3] This study 

yMK3566 yMK467 p[dCas9-mNeonGreen3 HIS3] p[NIP1 sgRNA LEU2] This study 

yMK3564 yMK467 p[dCas9-mNeonGreen3 HIS3] p[ENO1 sgRNA LEU2] This study 

yMK3565 yMK467 p[dCas9-mNeonGreen3 HIS3] p[ENO2 sgRNA LEU2] This study 

yMK3567 yMK467 p[MCP-mNeonGreen3 HIS3] This study 

yMK1514 yMK467 ENO2-MS2L 
Ashe strain 
collection 

yMK3568 yMK467 ENO2-MS2L p[MCP-mNeonGreen3 HIS3] This study 

yMK3080 yMK467 ARO1-MS2L 
Ashe strain 
collection 

yMK3569 yMK467 ARO1-MS2L p[MCP-mNeonGreen3 HIS3] This study 

yMK3432 yMK467 Nanobody-GFP This study 

yMK3433 yMK467 NB-GFP p[dCas9-MoonTag HIS3] This study 

yMK3573 
yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[SCR1 sgRNA LEU2] 
(non-targeting sgRNA) 

This study 

yMK3572 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[NPC2 sgRNA LEU2] This study 

yMK3434 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[NIP1 sgRNA LEU2] This study 

yMK3570 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[TIF1 sgRNA LEU2] This study 

yMK3435 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[ENO1 sgRNA LEU2] This study 

yMK3571 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[ENO2 sgRNA LEU2] This study 

yMK3574 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[PDC1 sgRNA LEU2] This study 

yMK3575 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[PDC5 sgRNA LEU2] This study 

yMK3576 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[FBA1 sgRNA LEU2] This study 

yMK3577 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[SUP35 sgRNA LEU2] This study 
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yMK3578 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[ARO3 sgRNA LEU2] This study 

yMK3579 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[ERG1 sgRNA LEU2] This study 

yMK3580 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[ERG2 sgRNA LEU2] This study 

yMK3581 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[ERG4 sgRNA LEU2] This study 

yMK3582 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[ERG10 sgRNA LEU2] This study 

yMK3583 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[ERG20 sgRNA LEU2] This study 

yMK3584 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[RPL28 sgRNA LEU2] This study 

yMK3585 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[RPL3 sgRNA LEU2] This study 

yMK3586 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[RPS31 sgRNA LEU2] This study 

yMK3587 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[CCW12 sgRNA LEU2] This study 

yMK3588 yMK467 NB-GFP p[dCas9-MoonTag HIS3] p[ASC1 sgRNA LEU2] This study 

 

Table 2: A list of yeast strains used in this study.  
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Strain Name/Description Source 

BMK565 
p[MCP-GFP3 CEN HIS3]  
MCP-GFP3 

Ashe strain 
collection 

BMK768 
p[NIP1-MS2L 2 µm URA3]  
NIP1 12x MS2 stem loops 

Ashe strain 
collection 

BMK769 
p[PDC1-MS2L 2 µm URA3]  
PDC1 12x MS2 stem loops 

Ashe strain 
collection 

BMK925 
p[NIP1 PDC1 ORF-MS2L 2 µm URA3]  
NIP1 PDC1 ORF MS2 swap 

This study 

BMK943 
p[NIP1 PDC1 5’UTR ORF-MS2L 2 µm URA3]  
NIP1 PDC1 5’UTR ORF MS2 swap 

This study 

BMK944 
p[NIP1 PDC1 ORF 3’UTR-MS2L 2 µm URA3]  
NIP1 PDC1 ORF MS2 3’UTR swap 

This study 

BMK945 
p[PDC1 NIP1 ORF-MS2L 2 µm URA3]  
PDC1 NIP1 ORF MS2 swap 

This study 

BMK466 
pRS316 
CEN origin of replication 

Addgene 

BMK956 
p[NIP1-MS2L CEN URA3]  
NIP1 12x MS2 stem loops CEN 

This study 

BMK957 
p[PDC1-MS2L CEN URA3]  
PDC1 12x MS2 stem loops CEN 

This study 

BMK958 
p[NIP1 PDC1 ORF-MS2L CEN URA3]  
NIP1 PDC1 ORF MS2 swap CEN 

This study 

BMK876 
p[dCas9-NLS mKO2] 
dCas9 ORF NLS (mammalian vector) 

Kind gift from 
Andy Badrock 

BMK864 
p[dCas9-GFP3 CEN HIS3] 
dCas9-GFP3 

This study 

BMK825 
pMEL14 
sgRNA vector, contains scaffold and 20 bp variable regions 

Addgene 

BMK878 
p[NIP1 sgRNA 2 µm LEU2] 
NIP1 sgRNA 

This study 

BMK881 
p[TIF1 sgRNA 2 µm LEU2] 
TIF1 sgRNA 

This study 

BMK884 
p[ENO1 sgRNA 2 µm LEU2] 
ENO1 sgRNA 

This study 

BMK887 
p[ENO2 sgRNA 2 µm LEU2] 
ENO2 sgRNA 

This study 

BMK891 
p[NPC2 sgRNA 2 µm LEU2] 
NPC2 sgRNA 

This study 

BMK893 
p[SCR1 sgRNA 2 µm LEU2] 
Non-targeting sgRNA 

This study 

BMK902 
p[mNeonGreen-IFT88] 
mNeonGreen (mammalian vector) 

Kind gift from 
Mark Johnston 

BMK921 
p[mNeonGreen3 CEN HIS3] 
mNeonGreen3 

This study 

BMK922 
p[dCas9-mNeonGreen3 CEN HIS3] 
dCas9-mNeonGreen3 

This study 
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BMK942 
p[MCP-mNeonGreen3 CEN HIS3] 
MCP-mNeonGreen3 

This study 

BMK930 
p[anti-gp41 nanobody-GFP] 
Nanobody-GFP (synthesised in pBluescript SK) 

Epoch Life 
Sciences 

BMK928 
p[Kif18b-24xgp41 5aa linker] 
MoonTag sequence 

Kind gift from 
Tanenbaum lab 

BMK931 
p[dCas9-MoonTag CEN HIS3]  
dCas9-MoonTag 

This study 

BMK908 
p[PDC1 sgRNA 2 µm LEU2] 
PDC1 sgRNA 

This study 

BMK909 
p[PDC5 sgRNA 2 µm LEU2] 
PDC5 sgRNA 

This study 

BMK911 
p[FBA1 sgRNA 2 µm LEU2] 
FBA1 sgRNA 

This study 

BMK912 
p[SUP35 sgRNA 2 µm LEU2] 
SUP35 sgRNA 

This study 

BMK910 
p[ARO3 sgRNA 2 µm LEU2] 
ARO3 sgRNA 

This study 

BMK946 
p[ERG1 sgRNA 2 µm LEU2] 
ERG1 sgRNA 

This study 

BMK947 
p[ERG2 sgRNA 2 µm LEU2] 
ERG2 sgRNA 

This study 

BMK948 
p[ERG4 sgRNA 2 µm LEU2] 
ERG4 sgRNA 

This study 

BMK949 
p[ERG10 sgRNA 2 µm LEU2] 
ERG10 sgRNA 

This study 

BMK950 
p[ERG20 sgRNA 2 µm LEU2] 
ERG20 sgRNA 

This study 

BMK951 
p[RPL28 sgRNA 2 µm LEU2] 
RPL28 sgRNA 

This study 

BMK952 
p[RPL3 sgRNA 2 µm LEU2] 
RPL3 sgRNA 

This study 

BMK953 
p[RPS31 sgRNA 2 µm LEU2] 
RPS31 sgRNA 

This study 

BMK954 
p[CCW12 sgRNA 2 µm LEU2] 
CCW12 sgRNA 

This study 

BMK955 
p[ASC1 sgRNA 2 µm LEU2] 
ASC1 sgRNA 

This study 

 

Table 3: A list of bacterial plasmids used in this study.  
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Name Purpose Sequence 5’ to 3’ 

M13 F Sequencing: 
NIP1 PDC1 swaps 
dCas9 and MCP vectors 
sgRNA vectors 

GTAAAACGACGGCCAGT 

M13 R CAGGAAACAGCTATGAC 

PDC1 MS2 ORF F 

NIP1 PDC1 ORF swap  
PCR fragments for Gibson 
cloning 
 

CCTGCCAAGCCCGAGATCTACGAAAA
ATGTCTGAAATTACTTTGGGTAAA 

PDC1 MS2 ORF R 
TCGAAGTAGTTTTTGATTTTATTGAGC

ATAGGCCACTAGTGGATCTGATA 

NIP1 backbone 
(5‘UTR and 3‘UTR) F 

TATCAGATCCACTAGTGGCCTATGCT
CAATAAAATCAAAAACTACTTCGA 

NIP1 backbone 
(5‘UTR and 3‘UTR) R 

TTTACCCAAAGTAATTTCAGACATTTT
TCGTAGATCTCGGGCTTGGCAGG 

NIP1 MS2 ORF F 

PDC1 NIP1 ORF swap  
PCR fragments for Gibson 
cloning 
 

AAAATAACACAGTCAAATCAATCAAAA
TGTCCCGTTTCTTTTCGTCTAATT 

NIP1 MS2 ORF R 
AACTAATAATTAGAGATTAAATCGCGC

ATAGGCCACTAGTGGATCTGATA 

PDC1 backbone 
(5‘UTR and 3‘UTR) F 

TATCAGATCCACTAGTGGCCTATGCG
CGATTTAATCTCTAATTATTAGTT 

PDC1 backbone 
(5‘UTR and 3‘UTR) R 

AATTAGACGAAAAGAAACGGGACATT
TTGATTGATTTGACTGTGTTATTT 

NIP1 3'UTR F 

PDC1 NIP1 5‘UTR ORF swap  
PCR fragments for Gibson 
cloning 
 

TATCAGATCCACTAGTGGCCTATGCT
CAATAAAATCAAAAACTACTTCGA 

NIP1 3'UTR R 
AAAAGTCAGAAGAGCATACATAATCA
TCGAATTCCCGCGGCCGCCATGGC 

PDC1 5'UTR ORF 
MS2 F 

GCCATGGCGGCCGCGGGAATTCGAT
GATTATGTATGCTCTTCTGACTTTT 

PDC1 5'UTR ORF 
MS2 R 

TCGAAGTAGTTTTTGATTTTATTGAGC
ATAGGCCACTAGTGGATCTGATA 

NIP1 5'UTR F 

PDC1 NIP1 ORF 3‘UTR swap  
PCR fragments for Gibson 
cloning 
 

AAGTTGCCGACAGTCTGTTGAATTGA
TCACTAGTGAATTCGCGGCCGCCT 

NIP1 5'UTR R 
TTTACCCAAAGTAATTTCAGACATTTT

TCGTAGATCTCGGGCTTGGCAGG 

PDC1 ORF 3‘UTR 
MS2 F 

CCTGCCAAGCCCGAGATCTACGAAAA
ATGTCTGAAATTACTTTGGGTAAA 

PDC1 ORF 3‘UTR 
MS2 R 

AGGCGGCCGCGAATTCACTAGTGATC
AATTCAACAGACTGTCGGCAACTT 

NIP1 stem loop seq F 
To amplify stem loop regions for 
NIP1 and NIP1 PDC1 ORF 

CCACCATCAAATCGTCGTTGA 

NIP1 stem loop seq R TGATTTTATTGAGCATAGGCC 

PDC1 stem loop seq F 
To amplify stem loop regions for 
PDC1 and NIP1 PDC1 ORF 

TGGTTGAACAAGCTAAGTTGA 

PDC1 stem loop seq 
R 

AGATTAAATCGCGCATAGGCC 

CEN sequencing F 
To sequence across the CEN 
ORI 

GGGTCCTTTTCATCACGTGC 
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NIP1 qRT-PCR F 
Targets NIP1 expressed on 
plasmid for 2 µm and CEN 

CCACCATCAAATCGTCGTTGA 

NIP1 qRT-PCR R GCATACATTATACGAAGTTAT 

PDC1 qRT-PCR F Targets PDC1 and NIP1 PDC1 
ORF expressed on plasmid for 2 
µm and CEN 

AAGGTTGGGACCACCTATCC 

PDC1 qRT-PCR R GCATACATTATACGAAGTTAT 

ACT1 qRT-PCR F 

Reference gene for qRT-PCR 

CACCGCTTTGGCTCCATCTTCC 

ACT1 qRT-PCR R GTAGATAAAGTCAGTGCTTAAAC 

dCas9 ORF Gibson F To amplify dCas9 ORF NLS 

PCR fragments for dCas9-GFP3 
Gibson cloning 

AGAGCCCTCAACCGGAGTTTGAAGCA
TGGATAAGAAGTATAGCATCGGCC 

dCas9 ORF Gibson R 
CGAATTCCTGCAGCCCGGGGGATCC
CACCTTTCTCTTCTTCTTAGGAGAT 

MCP-GFP3 Gibson F To amplify GFP3 without MCP 

PCR fragments for dCas9-GFP3 
Gibson cloning 

ATCTCCTAAGAAGAAGAGAAAGGTGG
GATCCCCCGGGCTGCAGGAATTCG 

MCP-GFP3 Gibson R 
GGCCGATGCTATACTTCTTATCCATG
CTTCAAACTCCGGTTGAGGGCTCT 

mNeonGreen 1 F 

PCR fragments designed for 
dCas9-mNeonGreen3 Gibson 
cloning 
 
Made mNeonGreen3 in the 
vector backbone only (usable) 
 

CGGGCTGCAGGAATTCGATATCGTGA
TGGTGAGCAAGGGCGAGGAGGATA 

mNeonGreen 1 R 
TATCCTCCTCGCCCTTGCTCACCATG

GTACCCTTGTACAGCTCGTCCATG 

mNeonGreen 2 F 
CATGGACGAGCTGTACAAGGGTACCA
TGGTGAGCAAGGGCGAGGAGGATA 

mNeonGreen 2 R 
TATCCTCCTCGCCCTTGCTCACCATG

GTACCCTTGTACAGCTCGTCCATG 

mNeonGreen 3 F 
CATGGACGAGCTGTACAAGGGTACCA
TGGTGAGCAAGGGCGAGGAGGATA 

mNeonGreen 3 R 
ATAACTAATTACATGACTCGACCAGCT
ACTTGTACAGCTCGTCCATGCCCATC 

dCas9 without GFP F To amplify dCas9 backbone 
without GFP3 

PCR fragments for dCas9-
MoonTag Gibson cloning 

TCTGCACCGGTCAGCAGTGGAGGAC
CTGGTCGAGTCATGTAATTAGTTAT 

dCas9 without GFP R 
GCATGGTGGCAAGCTTAAGTTTAAAA
TCGAATTCCTGCAGCCCGGGGGAT 

MoonTag array F To amplify MoonTag array 

PCR fragments for dCas9-
MoonTag Gibson cloning 

ATCCCCCGGGCTGCAGGAATTCGATT
TTAAACTTAAGCTTGCCACCATGCGT 

MoonTag array R 
ATAACTAATTACATGACTCGACCAGG
TCCTCCACTGCTGACCGGTGCAGAGA 

gp41 genome 
verification F 

To verify anti-gp41 nanobody-
GFP insertion into the yeast 
genome  
(Hygromycin resistance marker) 

ACAAGATGTAAAGATAATGC 

gp41 genome 
verification R 

CTCCTGATTCCGCTAATAGG 

Hygromycin 
verification F 

CGTGGTTGGCTTGTATGGAG 

Hygromycin 
verification R 

CTCCATACAAGCCAACCACG 
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sgRNA qRT-PCR F 
Targets the conserved scaffold 
region 

GTTTTAGAGCTAGAAATAGCA 

sgRNA qRT-PCR R CACCGACTCGGTGCCACTTTT 

NIP1 qRT-PCR F Targets NIP1 3‘UTR  
To test mRNA levels when NIP1 
is targeted by dCas9-MT 

CTACTTCGAAAGCATTCTTAAC 

NIP1 qRT-PCR R GGTTTATACTCTCCTGCTTAG 

TIF1 qRT-PCR F Targets TIF1 3‘UTR  
To test mRNA levels when TIF1 
is targeted by dCas9-MT 

ACCTCTGTCAAGGCTCCTCA 

TIF1 qRT-PCR R CCTGGAGTACCAACGACGAT 

ENO1 qRT-PCR F Targets ENO1 3‘UTR  
To test mRNA levels when 
ENO1 is targeted by dCas9-MT 

ACGTTTTGCCAGTTCCATTC 

ENO1 qRT-PCR R GTTTGGAGCAACACCACCTT 

ENO2 qRT-PCR F Targets ENO2 3‘UTR  
To test mRNA levels when 
ENO2 is targeted by dCas9-MT 

ATCCGAAAGATTGGCTAAGTTG 

ENO2 qRT-PCR R CTTGTCACCGTGGTGGAAG 

 

Table 4: A list of primers used in this study.  
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Name Description Sequence 

NIP1 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCTTATACTCTCCTGCTTAGTTGTTTTAGAGCTAGAAA

TAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

NIP1 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACAACTAAGCAGGAGAGTATAAGATCATTTATCTTTCACT

GCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

TIF1 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCTATGTTACGTTATCAAGATAGTTTTAGAGCTAGAAA

TAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

TIF1 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACTATCTTGATAACGTAACATAGATCATTTATCTTTCACT

GCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

ENO1 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCATGAAAAATGCTTGTTTGCAGTTTTAGAGCTAGAA

ATAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

ENO1 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACTGCAAACAAGCATTTTTCATGATCATTTATCTTTCACT

GCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

ENO2 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCAAAACTGTATCAATTTTTAAGTTTTAGAGCTAGAAA

TAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

ENO2 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACTTAAAAATTGATACAGTTTTGATCATTTATCTTTCACT

GCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

NPC2 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCAGTCATCTTCCCACCAAGGTGTTTTAGAGCTAGAA

ATAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

NPC2 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACACCTTGGTGGGAAGATGACTGATCATTTATCTTTCAC

TGCGGAGAAGTTTCGAACGCCGAAACATGCGCA 
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Non-
targeting 
sgRNA F 

Targeting region 
shown in red. 

 
Designed not to 

target any mRNA. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCAGGCATACGACTGAACGTTGGTTTTAGAGCTAGAA

ATAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

Non-
targeting 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACCAACGTTCAGTCGTATGCCTGATCATTTATCTTTCACT

GCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

PDC1 
sgRNA F Targeting region 

shown in red. 
 

Targets the ORF. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCCATTGACACCATCTTGGCTTGTTTTAGAGCTAGAA

ATAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

PDC1 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACAAGCCAAGATGGTGTCAATGGATCATTTATCTTTCAC

TGCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

PDC5 
sgRNA F Targeting region 

shown in red. 
 

Targets the ORF. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCTGTTAGAACTGTTGTTGAATGTTTTAGAGCTAGAA

ATAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

PDC5 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACATTCAACAACAGTTCTAACAGATCATTTATCTTTCACT

GCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

FBA1 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCGTTCTTCGACCCAAGAGTCTGTTTTAGAGCTAGAA

ATAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

FBA1 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACAGACTCTTGGGTCGAAGAACGATCATTTATCTTTCAC

TGCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

SUP35 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCGTAGATTCACTTTGAGAGATGTTTTAGAGCTAGAA

ATAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

SUP35 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACATCTCTCAAAGTGAATCTACGATCATTTATCTTTCACT

GCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

ARO3 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCGGAGTCCACCGAACAGGTATGTTTTAGAGCTAGA

AATAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

ARO3 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACATACCTGTTCGGTGGACTCCGATCATTTATCTTTCAC

TGCGGAGAAGTTTCGAACGCCGAAACATGCGCA 
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ERG1 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCGGAACCGTCAAACATTAAGCGTTTTAGAGCTAGAA

ATAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

ERG1 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACGCTTAATGTTTGACGGTTCCGATCATTTATCTTTCACT

GCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

ERG2 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCCGTTCTGCGATTTTCTCATGGTTTTAGAGCTAGAA

ATAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

ERG2 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACCATGAGAAAATCGCAGAACGGATCATTTATCTTTCAC

TGCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

ERG4 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCGCCCGACCTCACGAAATCAGGTTTTAGAGCTAGA

AATAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

ERG4 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACCTGATTTCGTGAGGTCGGGCGATCATTTATCTTTCAC

TGCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

ERG10 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCCTATCCACTTCATTAACTTAGTTTTAGAGCTAGAAA

TAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

ERG10 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACTAAGTTAATGAAGTGGATAGGATCATTTATCTTTCACT

GCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

ERG20 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCCTAACGCTAATCGATAAAACGTTTTAGAGCTAGAA

ATAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

ERG20 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACGTTTTATCGATTAGCGTTAGGATCATTTATCTTTCACT

GCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

RPL28 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCGTTTAATCTAATTCAACATCGTTTTAGAGCTAGAAA

TAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

RPL28 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACGATGTTGAATTAGATTAAACGATCATTTATCTTTCACT

GCGGAGAAGTTTCGAACGCCGAAACATGCGCA 
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RPL3 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCGTTAGCTACATACAACAGTTGTTTTAGAGCTAGAA

ATAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

RPL3 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACAACTGTTGTATGTAGCTAACGATCATTTATCTTTCACT

GCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

RPS31 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCATAGACAGTAGAGGAATATAGTTTTAGAGCTAGAA

ATAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

RPS31 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACTATATTCCTCTACTGTCTATGATCATTTATCTTTCACT

GCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

CCW12 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCTGGCATTTAACAAATATATAGTTTTAGAGCTAGAAA

TAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

CCW12 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACTATATATTTGTTAAATGCCAGATCATTTATCTTTCACT

GCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

ASC1 
sgRNA F Targeting region 

shown in red. 
 

Targets the 3‘UTR. 

TGCGCATGTTTCGGCGTTCGAAACTTCTCCGCAGTGAAAGAT
AAATGATCATCGTCATAGATTTCGAAGTGTTTTAGAGCTAGAA

ATAGCAAGTTAAAATAAGGCTAGTCCGTTATCAAC 

ASC1 
sgRNA R 

GTTGATAACGGACTAGCCTTATTTTAACTTGCTATTTCTAGCTC
TAAAACACTTCGAAATCTATGACGATGATCATTTATCTTTCACT

GCGGAGAAGTTTCGAACGCCGAAACATGCGCA 

 

Table 5: A list of sgRNA primers produced and used in this study.  
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Results 

Chapter 3: Investigating the mechanisms underlying the 

differential localisation of NIP1 and PDC1 mRNAs. 
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3. Investigating the mechanisms underlying the differential localisation of NIP1 
and PDC1 mRNAs. 

Previous work in the Ashe lab has identified novel types of cytosolic RNA granules. These 

granules are distinct from other cytosolic granules (such as stress granules or P-bodies); 

they are present in unstressed yeast cells and the mRNAs they contain are actively 

translated. Hence, the granules have been termed ‗translation factories‘ or actively 

translating granules (Lui et al., 2014; Pizzinga et al., 2019; Morales-Polanco et al., 2021). 

Further work has been done to characterise at least two different types of actively translating 

granule. The first, named Core Fermentation (CoFe) granules, contain mRNAs encoding 

glycolytic enzymes (such as PDC1, ENO2, and FBA1) and are present in 10-20 granules per 

cell (Morales-Polanco et al., 2021). The second, named translation factor granules, contain 

mRNAs encoding translation factors (such as NIP1, TIF1, and SUP35) and are present in 1-

2 granules per cell (Pizzinga et al., 2019). Other mRNAs are not present in cytosolic 

granules under the same conditions (such as NPC2, GIP2, CIN5, VPS24 and ERP4) (Lui et 

al., 2014). Further experiments in the lab are currently being performed to investigate the 

RNA and protein components of these granules and what the purpose of these granules 

may be, while experiments were performed here to begin to investigate the mechanism of 

mRNA localisation to these granules. 

The initial goal here was to investigate whether cis-acting RNA sequences are involved in 

signalling the localisation status of a specific mRNA. A strategy to explore the different 

patterns of cytosolic RNA granules was settled upon where ‗mRNA swap‘ constructs were 

made using NIP1 and PDC1 derived plasmids. The PDC1 and NIP1 mRNAs had been 

previously investigated using the mTAG system, and so MS2 stem loops had been inserted 

into the 3‘UTR sequence at the genomic loci to allow mRNA visualisation in live yeast cells 

(Lui et al., 2014; Pizzinga et al., 2019; Morales-Polanco et al., 2021). Initially, the intention 

was to swap each part of these mRNAs; their 5‘UTR, ORF, and 3‘UTR and also their control 

regions (promoter and terminator) to identify region(s) that impact on mRNA localisation 

(Figure 3.1). However, due to a series of cloning issues, which most likely stemmed from the 

twelve repeated MS2 stem loop sequences, only a limited number of constructs were made 

here.  

Nevertheless, a key observation was made that the exchange of the NIP1 ORF for the PDC1 

ORF (while maintaining the NIP1 promoter, 5‘UTR and 3‘UTR) was sufficient to drive the 

chimeric mRNA into the localisation pattern seen for PDC1 mRNA rather than NIP1 mRNA. 

The opposite mRNA swap, where the NIP1 ORF replaced the PDC1 ORF (maintaining the 

PDC1 promoter, 5‘UTR and 3‘UTR) similarly changes the cytosolic RNA granule pattern to 
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appear more like endogenous NIP1. These results suggest that either RNA localisation 

elements are present in the ORFs of NIP1 and PDC1 mRNAs, or that the production of the 

nascent protein is capable of driving its own mRNA localisation. mRNA sequence analysis 

was also performed using MEME motif software (Bailey et al., 2006; Bailey et al., 2009). This 

analysis demonstrated conserved motifs in the ORFs of glycolytic mRNAs that were not 

present in translation factor mRNAs, suggesting that sequence and/or structural elements 

may be present in the ORF of these mRNAs that drive their localisation. 

Experiments were also performed to investigate the effect of mRNA abundance on the 

pattern of cytosolic RNA granules.  Glycolytic mRNAs are highly abundant mRNAs and 

localise to multiple granules per cell, while translation factor mRNAs are lower abundance 

mRNAs and localise to one or two granules per cell (Lui et al., 2004; Pizzinga et al., 2019; 

Morales-Polanco et al., 2021). Furthermore, YEF3 and TEF1 are two mRNAs that also 

encode translation factors, but are higher abundance than most other translation factor 

mRNAs (such as NIP1 and TIF1) (Pizzinga et al., 2019). YEF3 and TEF1 have been shown 

to localise to multiple granules per cell, rather than one or two granules per cell, although 

they do not appear to co-localise with glycolytic mRNAs (Pizzinga et al., 2019). It is therefore 

possible that the abundance of an mRNA correlates with the number of cytosolic RNA 

granules they are able to form. To investigate this, NIP1, PDC1 and the NIP1 PDC1 ORF 

construct made here were expressed on a low-copy number (CEN) yeast expression 

plasmid to reduce their mRNA levels. The RNA granule pattern for each of these constructs 

remained the same when expressed from CEN plasmids, indicating that the multiple RNA 

granule pattern seen for the NIP1 PDC1 ORF construct was not dependent on mRNA copy 

number but more likely be an intrinsic feature of the mRNA sequence and/or structure. 

Overall experiments performed here provide an initial starting platform to investigate 

mechanisms of mRNA localisation to cytosolic RNA granules and suggest many interesting 

lines of further inquiry. Although the exact mechanisms of the differential mRNA localisation 

patterns of NIP1 and PDC1 have yet to be identified, results here suggest that either RNA 

localisation elements may be found in the ORFs of these mRNAs, or that the production or 

the nascent protein may act upon its own mRNA to drive localisation. 
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Figure 3.1: An overview of NIP1/PDC1 swap constructs attempted and produced. Various swap 
constructs were made by swapping the 5‘UTR, ORF and/or 3‘UTR of NIP1 and PDC1 mRNA. 
Successfully made constructs are denoted with a green tick, and referred to by these names 
throughout the chapter. Constructs that were not successfully produced (PDC1 5‘UTR and PDC1 
3‘UTR swaps) are shown by a red cross. The MS2 stem loop regions are identical in the parent NIP1 
and PDC1 sequences, and the swap construct colours show which parent the MS2 region originated 
from (blue for NIP1 and orange for PDC1). P denotes the promoter region for each construct. 
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3.1 Verification of the previously established mRNA localisation status for NIP1 and 
PDC1 mRNAs: 

As stated above, previous studies in the Ashe lab had assessed the localisation of NIP1 

(encoding the translation factor eIF3b) and PDC1 (encoding the glycolytic pyruvate 

decarboxylase enzyme) (Lui et al., 2014; Pizzinga et al., 2019; Morales-Polanco et al., 

2021). To confirm these previous results, strains were retrieved from the Ashe lab strain 

collection that carried either MS2-tagged NIP1 or PDC1 and expressed an MS2 coat protein 

(MCP)-GFP3 fusion protein. Fluorescent microscopy analysis revealed that these strains 

have mRNA granules (Figure 3.2) and that the number of mRNA granules per cell closely 

matches that described in published work from the Ashe lab (Figure 3.3; Pizzinga et al., 

2019; Morales-Polanco et al., 2021). Importantly, these initial experiments also revealed that 

a strain expressing a previously characterised non-localised MS2-tagged mRNA NPC2 was 

also non-localised here (Figure 3.2). 

Therefore, experiments were performed here to determine the sequences present in the 

NIP1 and PDC1 mRNAs (and not present in NPC2 mRNA) that are responsible for driving 

differential patterns of mRNA localisation to cytosolic RNA granules. 

At the outset of the project, the genomic MS2-tagged strains were not considered optimal for 

an investigation of cis-acting sequences in the mRNAs. Instead, a plasmid-based system 

was deemed more suitable, as it should allow more straightforward alterations of the NIP1 

and PDC1 mRNAs without affecting cell growth and metabolism. 

Previous work in the lab had isolated the PDC1 and NIP1 MS2-tagged genes from the 

genomically tagged strains (Lui et al., 2014; Pizzinga et al., 2019) and inserted these into the 

yeast YEplac195 vector (Gietz and Sugino, 1988). These plasmids were individually 

transformed into the yeast strain, yMK2476, which had previously been constructed in the 

Ashe lab to genomically express the MCP-GFP3 fusion required for MS2 imaging (Lui et al., 

2014). A cross-comparison of the microscopic images and the quantitation revealed that 

both the NIP1 and PDC1 mRNAs generated similar profiles and numbers of granules per cell 

regardless of whether the mRNAs derive from the genomic copy (shown in previous work) 

(Lui et al., 2014; Pizzinga et al., 2019; Morales-Polanco et al., 2021) of the gene or from a 

plasmid copy (Figures 3.2 and 3.3). 
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Figure 3.2: mRNA localisation of NIP1, PDC1 and NPC2 mRNAs. Images of yeast strains carrying 
MS2-tagged NIP1, PDC1 and NPC2 mRNAs. NIP1 mRNA appears in one or two granules per cell, 
PDC1 mRNA in several granules per cell and NPC2 mRNA does not appear in cytosolic granules. 

Images were taken as Z-stacks and the maximum intensity projection is shown. Scale bar: 2μm. 

 

 

 

Figure 3.3: Abundance of mRNA granules for NIP1, PDC1 and NPC2 mRNAs. For each mRNA 
the number of granules per cell is shown (n=100). For NIP1 (shown in blue) the average number is 1-
2 granules per cell, for PDC1 (orange) the average number is 8-9 granules per cell and for NPC2 
(purple) the average number is 0 granules per cell. Error bars are shown as the mean with standard 
deviation. One-way ANOVA statistical analysis showed significant differences between each of the 
mRNAs (P<0.0001 for NIP1/PDC1 and PDC1/NPC2 comparisons, and P = 0.0049 for the NIP1/NPC2 

comparison). 
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3.2. Construction and imaging of the NIP1 PDC1 ORF and PDC1 NIP1 ORF constructs: 

In order to assess the whether cis-acting sequences might be important in the localisation of 

the NIP1 and PDC1 mRNAs, a series of ‗mRNA swap‘ plasmid constructs were designed. 

The first successful swap plasmid generated was the ―NIP1 PDC1 ORF‖ construct, which 

contained the backbone and untranslated regions of NIP1 (promoter, 5‘UTR and 3‘UTR) and 

the ORF of PDC1 (Figure 3.1). The MS2 stem loop region also originated from the PDC1 

parent vector, as PCR reactions were more often successful when the MS2 region was 

present on the shorter PCR fragment (in this case the PDC1 ORF (~1600 bp) rather than the 

plasmid backbone and NIP1 regions (~6600 bp)). This ORF swap construct was made by 

Gibson cloning, where the PDC1 ORF MS2 region replaced the NIP1 ORF MS2 region in 

the plasmid (Figure 3.4). The NIP1 PDC1 ORF construct was then verified by restriction 

enzyme mapping and DNA sequencing across the untranslated region (Figure 3.5). 

The NIP1 PDC1 ORF construct was then transformed into the yeast strain yMK2476, which 

expresses the MCP-GFP3 fusion protein from an integrated cassette on the genome (Lui et 

al., 2014), and imaged. Imaging demonstrated the NIP1 PDC1 ORF construct displayed a 

pattern of cytosolic mRNA granules more similar to PDC1 than NIP1 (Figure 3.6). Several 

cytosolic granules could be seen in almost all cells imaged; a stark difference to NIP1 

mRNA, where cells most often showed a single granule per cell. Quantification of these cells 

(n=100) was done by computerised image analysis of 100 yeast cells, where the number of 

granules in each cell was counted (described fully in methods section 2.6). The 

quantification showed that the NIP1 PDC1 ORF construct showed the same pattern of 

cytosolic RNA granules as PDC1, around 9 or 10 granules per cell (Figure 3.7). These 

results therefore suggested that the mRNA localisation signal for PDC1 mRNA is either an 

RNA element present in the PDC1 ORF sequence, or that the production of the Pdc1 

nascent protein acts to drive localisation of its own mRNA. 
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Figure 3.4: Gibson cloning of the NIP1 PDC1 ORF swap construct. Gibson cloning was performed 
to replace the ORF and MS2 region of NIP1 with the ORF and MS2 region the PDC1 vector (the MS2 
stem loops sequences were identical). The resulting vector contained the NIP1 5‘UTR, PDC1 ORF, 
MS2 region and NIP1 3‘UTR, in a yeast expression vector. 
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Figure 3.5: Restriction enzyme mapping of the NIP1 PDC1 ORF swap construct. All gels are 
shown with HyperLadder 1kb markers. The gel shows 7 possible NIP1 PDC1 ORF samples digested 
with NotI restriction enzyme. All samples show a band at 5251bp corresponding to the plasmid 
backbone. Potentially correct samples (green arrows) also produced a band at 3014bp which would 
correspond to the NIP1 UTRs and PDC1 ORF, with 12 MS2 stem loops (the NIP1 ORF is longer than 
the PDC1 ORF and would have produced a band at 3792bp). These constructs were verified by 
sequencing across the junction regions and MS2 region (shown highlighted in pink in the plasmid 
representation). Samples that showed lower bands on the gel (orange arrows) were shown by 
sequencing to contain the NIP1 UTRs and PDC1 ORF, but fewer numbers of MS2 stem loops (8-10 

loops). 
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Figure 3.6: Imaging of the NIP1 PDC1 ORF swap construct. The first two images show yeast cells 
expressing the MS2-tagged NIP1 and PDC1 parent vectors, along with genomically expressed MCP-
GFP3. The final image shows yeast cells also genomically expressing MCP-GFP3 along with the NIP1 
PDC1 ORF construct plasmid, and with a visual representation of the construct. The MS2 region 
contained 12 stem loops. Images were taken as Z-stacks and the average intensity projection is 
shown. Scale bar: 3μm. 

 

Figure 3.7: Quantification of the number of granules for the NIP1 PDC1 ORF swap construct. 
For each mRNA the number of granules per cell is shown (n=100). For NIP1 (shown in blue) the 
average number is 1-2 granules per cell, for PDC1 (orange) the average number is 8-9 granules per 
cell and for the NIP1 PDC1 ORF construct (green) the average number is 9-10 granules per cell. 
Error bars are shown as the mean with standard deviation. One-way ANOVA statistical analysis 
showed significant differences between NIP1 and the PDC1 and NPORF constructs (P<0.0001) and 
no significant differences between the PDC1 and NPORF constructs. 
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The opposite mRNA swap was then made, containing the NIP1 ORF in a PDC1 background 

(PDC1 promoter, 5‘UTR and 3‘UTR). This construct is referred to as the PDC1 NIP1 ORF 

construct (Figure 3.1). This PDC1 NIP1 ORF construct was also made by Gibson cloning 

and verified by restriction enzyme mapping and DNA sequencing (Figure 3.8). The PDC1 

NIP1 ORF was then transformed into yeast expressing MCP-GFP3 (yMK2476) and imaged. 

Imaging showed that the PDC1 NIP1 ORF construct produced cytosolic granules in a pattern 

that appeared more similar to NIP1 than PDC1 (Figure 3.9). Quantification of these granules 

(n=100) also showed that the PDC1 NIP1 ORF construct produced 1-2 granules per cell on 

average (the same as NIP1) (Figure 3.10). Therefore, just as the PDC1 ORF appears 

capable of driving a similar cytosolic granule pattern to full-length PDC1, the NIP1 ORF 

appears to drive the same cytosolic granule pattern as full-length NIP1. 

 

 

 

Figure 3.8: Restriction enzyme mapping of the PDC1 NIP1 ORF swap construct. The gel shows 
4 possible PDC1 NIP1 ORF samples and a NIP1 parent plasmid DNA control (first lane), all digested 
with EagI restriction enzyme. All samples show a band at 5251bp corresponding to the plasmid 
backbone. Potentially correct samples (green and orange arrows) also produced a band around 
3925bp that corresponded to the PDC1 ORF with NIP1 UTRs. As shown in the NIP1 parent lane, the 
NIP1 construct produced a slightly lower band at 3792bp (and the PDC1 parent would have produced 
a band at 3153bp). The red arrow shows a band corresponding to re-ligated vector backbone. 
Possible ORF swap samples were verified by Sanger sequencing across the cloning junction regions 
(highlighted in pink on the plasmid representation). Sequencing showed that samples 2 and 4 (orange 
arrows) had the correct PDC1 NIP1 swap regions but fewer MS2 stem loops (8-9 stem loops). 
Sample 1 (green arrow) had the correct PDC1 NIP1 ORF swap and 12x MS2 stem loops. 
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Figure 3.9: Imaging of the PDC1 NIP1 ORF swap construct. Left-hand images show MS2-tagged 
NIP1, PDC1, and the NIP1 PDC1 ORF swap constructs imaged in yeast cells genomically expressing 
MCP-GFP3. The right-hand image shows the PDC1 NIP1 ORF construct in yeast cells also 
expressing MCP-GFP3, along with a visual representation of the construct. The MS2 region contained 
12 stem loops. Images were taken as Z-stacks and the maximum intensity projection is shown. Scale 
bar: 3μm. 
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Figure 3.10: Quantification of the number of granules for the PDC1 NIP1 ORF swap construct. 
For each mRNA the number of granules per cell is shown (n=100). For NIP1 (shown in blue) the 
average number is 1-2 granules per cell, for PDC1 (orange) the average number is 8-9 granules per 
cell, for the NIP1 PDC1 ORF construct (green) the average number is 9-10 granules per cell and for 
the PDC1 NIP1 ORF construct (pink) the average number is 1-2 granules per cell. Error bars are 
shown as the mean with standard deviation. One-way ANOVA statistical analysis showed significant 
differences between the PNORF and PDC1 and NPORF constructs (P<0.0001) and no significant 
difference between PNORF and NIP1. 
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3.3. Construction and imaging of NIP1 PDC1 5’UTR ORF and NIP1 PDC1 ORF 3’UTR 
constructs: 

Due to difficulties in achieving long PCR fragments for vector backbone fragments, 

constructs with single UTR swaps (e.g. NIP1 PDC1 5‘UTR and NIP1 PDC1 3‘UTR) were not 

successfully generated (Figure 3.1). Instead, to reduce the size of the vector backbone 

fragments and ensure the shorter PCR fragment contained the MS2 stem loop region, two 

other constructs were made that swapped either the 5‘UTR and ORF or the ORF and 3‘UTR 

of PDC1 with NIP1 (Figure 3.1). These constructs were called NIP1 PDC1 5‘UTR ORF and 

NIP1 PDC1 ORF 3‘UTR, respectively. Both constructs were made with Gibson cloning to 

swap the appropriate regions and verified with restriction enzyme mapping and DNA 

sequencing (Figure 3.11). 

DNA sequencing showed that unlike the NIP1 PDC1 ORF and PDC1 NIP1 ORF swap 

constructs, which retained the 12x MS2 stem loops derived from the parent plasmid, both 

the NIP1 PDC1 5‘UTR ORF and NIP1 PDC1 ORF 3‘UTR constructs contained fewer MS2 

stem loops (6-8 loops) (Figure 3.12). This was possibly due to stem loop loss during PCRs, 

where the polymerase might skip one or more loops and the PCR then favours amplification 

of the smaller DNA fragment with fewer MS2 stem loops (Figure 3.12). Nevertheless, since it 

has been shown that as few as 6x MS2 stem loops are sufficient to visualise bulk mRNA in 

cells (Bertrand et al., 1998), both of these constructs were transformed into yeast cells 

genomically expressing MCP-GFP3 (yMK2476) and imaged.  
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Figure 3.11: Gibson cloning of the NIP1 PDC1 5’UTR ORF and NIP1 PDC1 ORF 3’UTR swap 
constructs. For each construct, the appropriate PDC1 fragment was amplified and cloning was 
designed to replace those regions in the NIP1 parent vector. Possible samples were verified by 
restriction enzyme mapping (not shown here) and then sequenced across the cloning junctions as 
shown highlighted in pink on the plasmid representations. 
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Figure 3.12: The number of MS2 stem loops in swap constructs. Panel A shows the PCR 
fragments for each of the NIP1 and PDC1 fragments generated for Gibson cloning. For the PCR 
fragments where MS2 stem loops are present (PDC1 fragments, red boxes) smears are visible on the 
gel, indicating differences in stem loop number. Panel B shows different DNA samples of possible 
swap constructs. The lower bands of NIP1 PDC1 5‘UTR ORF and NIP1 PDC1 ORF 3‘UTR constructs 
are slightly different sizes, indicating differences in stem loop number. The lower gel shows PCR 
fragments specifically designed to amplify the stem loop region of all constructs, where NIP1, PDC1, 
and NIP1 PDC1 ORF constructs show bands around 800bp, corresponding to 12x MS2 stem loops. 
NIP1 PDC1 5‘UTR ORF and NIP1 PDC1 ORF 3‘UTR constructs show shorter fragments suggesting 
fewer numbers of MS2 stem loops are present. Panel C displays an example of DNA sequencing 
across the MS2 stem loop region (this example is NIP1 PDC1 ORF 3‘UTR DNA sample 6), where 
sequencing shows that 8x MS2 stem loops were present. Sequencing was performed in the same 
way for each construct DNA sample. 
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Images showed that both the NIP1 PDC1 5‘UTR ORF and NIP1 ORF 3‘UTR constructs 

displayed a cytosolic granule pattern that was different from both NIP1 and PDC1 (Figure 

3.13), where some cells displayed a single granule per cell and some cells showed multiple 

granules per cell. Quantification of these cells (n=100) also showed that the granule pattern 

was dissimilar to either NIP1 or PDC1 (Figure 3.14). Although there were many cells that 

possessed only one or two granules per cell (like NIP1), both the NIP1 PDC1 5‘UTR ORF 

and NIP1 ORF 3‘UTR constructs also resulted in many cells expressing multiple granules 

per cell, at a higher frequency than is seen for NIP1 only expressing cells (Figure 3.14). 

However these cells were also dissimilar from PDC1 expressing cells, as the number of 

granules in these cells tended to be fewer; around 4-5 granules per cell whereas PDC1 is 

usually present at an average of ~10 granules per cell (Figure 3.14). 

Since both the NIP1 PDC1 5‘UTR ORF and NIP1 PDC1 ORF 3‘UTR constructs possess the 

ORF of PDC1, which appears to be capable of driving the pattern of cytosolic granules to 

look more like the pattern seen for full-length PDC1 (Figure 3.7), this result was unexpected. 

Since this version of the MS2 system does not achieve single molecule resolution, it requires 

multiple tagged mRNAs to localise together to allow detection (Bertrand et al., 1998; 

Pizzinga et al., 2019; Morales-Polanco et al., 2021). Therefore, the presence of fewer MS2 

stem loops in the NIP1 PDC1 5‘UTR ORF and NIP1 ORF 3‘UTR constructs may mean that 

granules containing fewer numbers of these mRNAs cannot be detected, as they can be for 

both PDC1 and the NIP1 PDC1 ORF construct containing 12x MS2 stem loops. It is also 

possible that the differences in granule patterns seen between cells expressing the same 

construct are due to differences in plasmid expression. In an attempt to address this, NIP1, 

PDC1 and the NIP1 PDC1 ORF swap construct were expressed on a lower expression 

plasmid (see below). Due to time constraints, further attempts to produce NIP1 PDC1 5‘UTR 

ORF and NIP1 ORF 3‘UTR constructs with 12x MS2 stem loops were not possible. 
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Figure 3.13: Imaging of the NIP1 PDC1 5’UTR ORF and NIP1 PDC1 ORF 3’UTR swap 
constructs. Images show MS2 tagged parental and swap constructs in yeast cells also expressing 
MCP-GFP3. NIP1, PDC1 and NIP1 PDC1 ORF images are the same as above. The NIP1 PDC1 
5‘UTR ORF and NIP1 PDC1 ORF 3‘UTR constructs are also shown along with their sequence 
representations. All images were taken as Z-stacks and the average intensity projection is shown. 
Scale bar: 3μm. 
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Figure 3.14: Quantification of the number of granules for the NIP1 PDC1 5’UTR ORF and NIP1 
PDC1 ORF 3’UTR swap constructs. For each mRNA the number of granules per cell is shown 
(n=100). For NIP1 (shown in blue) the average number is 1-2 granules per cell, for PDC1 (orange) the 
average number is 8-9 granules per cell, for the NIP1 PDC1 ORF construct (green) the average 
number is 9-10 granules per cell, and for both the NIP1 PDC1 5‘UTR ORF (purple) and NIP1 PDC1 
ORF 3‘UTR (pink) constructs the average number is 2-3 granules per cell. Error bars are shown as 
the mean with standard deviation. One-way ANOVA statistical analysis showed no significant 
differences between NP5’ORF and NPORF3’ constructs. When compared with the other constructs 
shown on the graph the significance was the same for both NP5’ORF and NPORF3’, and so is only 
shown here for NP5’ORF for ease of reading. NP5’ORF and NPORF3’ were significantly different 
from PDC1 and NPORF (P<0.0001) and not significantly different from NIP1. 
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3.4. Construction and imaging of CEN expression constructs: 

Thus far in this chapter, NIP1, PDC1 and swap constructs have been expressed on plasmids 

containing a yeast 2μ origin of replication (ORI). The 2μ ORI plasmids are relatively high 

copy number plasmids (copy number can be as high as 40-60 copies per cell (Chan et al., 

2013)), and therefore may cause differential expression levels from plasmids and mixed 

expression profiles across cell populations. NIP1, PDC1 and NIP1 PDC1 ORF swap 

constructs were cloned into a yeast vector containing a low copy number ORI for two 

reasons; to investigate whether or not the pattern of cytosolic granules was altered for these 

constructs when they were expressed at lower levels, and to stabilise the expression of 

these constructs between cells. To do this, a bacterial plasmid (pRS316) containing an ORI 

derived from a centrosome segment (CEN), shown to produce low copy numbers of 

plasmids (Clarke and Carbon, 1985), was used to replace the 2μ ORI with the CEN ORI for 

NIP1, PDC1 and NIP1 PDC1 ORF swap constructs. 

Restriction cloning was designed to replace the plasmid backbone (including the 2μ ORI) of 

NIP1, PDC1 and NIP1 PDC1 ORF swap constructs with the backbone (including the CEN 

ORI) of pRS316 (Figure 3.15). Constructs were verified with restriction enzyme mapping and 

DNA sequencing (Figure 3.15). Since cloning fragments were generated by restriction 

enzyme digest and not PCR, it was expected that the 12x MS2 stem loops from the parent 

vectors would be maintained, and this was also verified by DNA sequencing (Figure 3.15). 

CEN driven constructs were then imaged by transforming each construct into yeast cells 

genomically expressing MCP-GFP3 (yMK2476).  

Imaging showed that for NIP1, PDC1 and the NIP1 PDC1 ORF construct, the pattern of 

cytosolic RNA granules was the same for the CEN plasmids as the 2μ plasmids (Figure 

3.16). Quantification of these cells (n=100) showed the same result; NIP1 expressed from a 

2μ or CEN plasmid showed on average one or two granules per cell, while both the PDC1 

and NIP1 PDC1 ORF constructs expressed from the 2μ or CEN plasmids appeared in ~10 

granules per cell (Figure 3.17). One difference between the 2μ and CEN plasmids was that 

the RNA granules for constructs expressed from the CEN plasmid were noticeably dimmer 

than from the 2μ plasmid, and longer exposure times were needed to visualise them (Figure 

3.16). This was likely due to fewer numbers of mRNAs being present and therefore a lower 

fluorophore concentration in one place. 
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Figure 3.15: Construction of CEN plasmids for NIP1, PDC1 and NIP1 PDC1 ORF constructs. 
The pRS316 vector was linearised by digestion with EagI and ligated with NIP1, PDC1 and NIP1 
PDC1 ORF constructs (also digested with EagI) to produce the CEN driven plasmids shown here. 
Each construct was verified with restriction enzyme mapping (not shown here) and DNA sequencing 
across the cloning junctions and the CEN sequence, shown highlighted in pink on the plasmid 
representations. Sequencing showed 12x MS2 stem loops for each construct. 

 

 

Figure 3.16: Imaging of NIP1, PDC1 and NIP1 PDC1 ORF CEN derived constructs. Images show 
yeast cells expressing MCP-GFP3 and MS2 NIP1, PDC1 and NIP1 PDC1 ORF constructs. The top 
row of images show NIP1, PDC1 and the NIP1 PDC1 ORF constructs expressed from a 2μ plasmid. 
The bottom row of images show the same constructs expressed from a CEN plasmid. 2μ plasmid 
images were taken at exposure times of 200ms, while CEN plasmid images were taken at exposure 
times of 800ms. All images were taken as Z-stacks and the average intensity projection is shown. 
Scale bars: 3μm. 
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Figure 3.17: Quantification of the number of granules for NIP1, PDC1 and NIP1 PDC1 ORF CEN 
plasmids. For each mRNA the number of granules per cell is shown (n=100). For NIP1 expressed 
from both the 2μ and CEN plasmids (shown in blue) the average number is 1-2 granules per cell, for 
PDC1 expressed from the 2μ and CEN plasmids (orange) the average number is ~10 granules per 
cell, and for the NIP1 PDC1 ORF construct expressed from the 2μ and CEN plasmids (green) the 
average number is also ~10 granules per cell. Error bars are shown as the mean with standard 
deviation. One-way ANOVA statistical analysis showed no significant differences between the 2μ and 
CEN derived constructs for NIP1, PDC1, or the NPORF construct. 
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qRT-PCR was then performed on the NIP1, PDC1 and NIP1 PDC1 ORF constructs 

expressed from both the 2μ and CEN plasmids to investigate differences in mRNA levels. 

First, it was tested whether or not mRNA abundance was altered between expression from 

2μ or CEN plasmids. qRT-PCR showed that each construct was more abundant when 

expressed on the 2μ plasmid compared to the CEN plasmid (Figure 3.18). NIP1 was ~5 

times more abundant when expressed from the 2μ plasmid, PDC1 was ~30 times more 

abundant from the 2μ plasmid, and the NIP1 PDC1 ORF was ~40 times more abundant from 

the 2μ plasmid compared to the CEN plasmid (Figure 3.18). Since each CEN plasmid is 

most often present in a single copy per cell (Clarke and Carbon, 1985), this data suggested 

that both PDC1 and NIP1 PDC1 ORF constructs are also more highly expressed than NIP1, 

which was further studied using qRT-PCR. 

 

 

 

 

 

Figure 3.18: qRT-PCR of NIP1, PDC1 and NPORF relative abundance in a 2μ plasmid compared 
to a CEN plasmid. NPORF denotes the NIP1 PDC1 ORF construct, and the abundance of each 
mRNA expressed from a 2μ plasmid is compared to expression from a CEN plasmid. NIP1 2μ is ~5 
times more abundant than NIP1 CEN (blue), PDC1 2μ is ~30 times more abundant than PDC1 CEN 
(purple), and NPORF 2μ is ~40 times more abundant than NPORF CEN (pink). For each sample 
ACT1 was used as a reference gene, and n=3. Error bars show the mean with standard deviation. 

 



103 

 

qRT-PCR was therefore then performed to investigate the relative mRNA abundance of 

NIP1, PDC1 and NIP1 PDC1 ORF constructs compared to one another, in both the 2μ and 

CEN plasmids. When expressed from 2μ plasmids, PDC1 is ~100 times more abundant 

NIP1, and the NIP1 PDC1 ORF construct is around ~20 times more abundant than PDC1; 

accordingly, the NIP1 PDC1 ORF construct is ~2000 times more abundant than NIP1 

(Figure 3.19). Other studies investigating mRNA abundance in yeast have estimated that 

endogenous NIP1 is present at around 10 copies per cell and PDC1 at around 160 copies 

per cell (Lawless et al., 2016; Lahtvee et al., 2017; Pizzinga et al., 2019), indicating that 

endogenous PDC1 mRNA is ~16 times more abundant than endogenous NIP1 mRNA. 

Therefore, expression of these constructs on a 2μ plasmid appears to drastically change 

mRNA levels (Figure 3.19), although the cytosolic RNA granule pattern does not appear to 

be affected for NIP1 and PDC1 mRNAs (Figures 3.2 and 3.3). 

 

 

 

Figure 3.19: qRT-PCR of NIP1, PDC1 and NPORF relative abundance expressed from a 2μ 
plasmid. NPORF denotes the NIP1 PDC1 ORF construct, and the abundance of each mRNA is 
tested relative to another. PDC1 is ~100 times more abundant than NIP1 (blue), NPORF is ~20 times 
more abundant than PDC1 (purple), and NPORF is ~2000 times more abundant than NIP1 (pink). For 
each sample ACT1 was used as a reference gene, and n=3. Error bars show the mean with standard 
deviation. 
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qRT-PCR performed on the NIP1, PDC1 and NIP1 PDC1 ORF constructs expressed from 

the CEN plasmid showed a similar result to the 2μ plasmid, where again PDC1 was more 

abundant than NIP1 and the NIP1 PDC1 ORF construct was more abundant than PDC1 

(Figure 3.20). However, the differences in abundance levels between the mRNAs were 

lower; PDC1 was ~20 times more abundant than NIP1, the NIP1 PDC1 ORF construct was 

~5 times more abundant than PDC1 and ~100 times more abundant than NIP1 (Figure 

3.20). Therefore, when expressed on the single-copy CEN plasmid the enrichment of PDC1 

over NIP1 is around the same level of enrichment as the untagged, endogenously expressed 

mRNAs (Lawless et al., 2016; Lahtvee et al., 2017; Pizzinga et al., 2019). In all cases it was 

unexpected that the NIP1 PDC1 ORF construct showed higher levels of mRNA expression 

compared to NIP1, as the native promoter of NIP1 is maintained in the swap construct. 

Therefore, this data indicates the possibility that the NIP1 PDC1 ORF construct localisation 

pattern (similar to PDC1) is associated with the relatively high abundance of the NIP1 PDC1 

ORF construct (also similar to PDC1). 

 

 

Figure 3.20: qRT-PCR of NIP1, PDC1 and NPORF relative abundance expressed from a CEN 
plasmid. NPORF denotes the NIP1 PDC1 ORF construct, and the abundance of each mRNA is 
tested relative to another. PDC1 is ~20 times more abundant than NIP1 (blue), NPORF is ~5 times 
more abundant than PDC1 (purple), and NPORF is ~100 times more abundant than NIP1 (pink). For 
each sample ACT1 was used as a reference gene, and n=3. Error bars show the mean with standard 

deviation. 
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3.5. MEME analysis of localised mRNA sequences: 

To investigate whether or not the sequences of both glycolytic and translation factor mRNAs 

contained conserved motifs that might drive mRNA localisation to granules, MEME motif 

analysis was carried out on their mRNA sequences. MEME Suite is a web-based server than 

can be used to align and analyse multiple sequences to search for conserved motifs (Bailey 

et al., 2006; Bailey et al., 2009). This analysis was performed on both sequences of 

glycolytic mRNAs and sequences of translation factor mRNAs to search for conserved 

elements that might be responsible for driving mRNA localisation.  

Each analysis was first performed with control mRNA sequences present; sequences from 

mRNAs that do not share the same cytosolic RNA granules pattern. For the glycolytic 

mRNAs the control sequences were NIP1 (a translation factor mRNA) and PYK2 (a non-

localised glycolytic mRNA), and for the translation factor mRNAs the control sequences were 

PDC1 (a glycolytic mRNA) and YEF3 (a translation factor mRNA found in many granules per 

cell) (Pizzinga et al., 2019). The MEME analysis is capable of searching for motif 

occurrences of zero or one (zoops), and so would be able to, for example, identify a motif 

present in glycolytic mRNAs that was not present in NIP1. However, since the motif analysis 

is more specific when fewer sequences are present (Bailey et al., 2016; Bailey et al., 2019), 

analysis was also then carried out with these control mRNAs removed. 

Analysis on glycolytic mRNA sequences identified conserved motifs present in most 

glycolytic mRNAs seen to localise to cytosolic RNA granules (Figure 3.21 and 3.22). These 

sequences were most often found in the ORFs of the glycolytic mRNAs and were not 

present in the NIP1 control mRNA (Figure 3.21). One of these motifs was found in the ORF 

of PYK2, while another was identified on the antisense strand of PYK2 (and the sense 

strand of all other glycolytic mRNAs) (Figure 3.21). Although motifs present in the antisense 

strand of mRNAs could still be involved in the regulation of mRNA localisation, it is striking 

that this motif is only found on the antisense strand of the non-localised glycolytic mRNA 

PYK2. Analysis with control mRNAs included also identified A-rich motifs outside the coding 

region in all mRNA sequences; this was unsurprising as UTRs in yeast tend to be AU rich 

(Gilbert et al., 2007; Gingold and Pilpel, 2011; Sparks and Dieckerman, 1998) (Figure 3.21). 

When the control mRNAs were removed from the analysis this A-rich region was not 

identified in the top three conserved motifs, suggesting other motifs were more conserved 

between glycolytic mRNA sequences (Figure 3.22). Therefore, although it is as yet unclear 

whether or not these motifs affect mRNA localisation, glycolytic mRNAs appear to contain 

conserved motifs on their ORFs. 
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Figure 3.21: MEME analysis of glycolytic mRNA sequences with control sequences. MEME 
analysis was generated using MEME Suite (https://meme-suite.org/meme/tools/meme). For each 
mRNA, sequences were taken +/-1kb of the coding region, to ensure that UTRs and 
promoter/terminator regions were present. mRNAs are listed as their gene name and the p-value is 
an estimate of the probability that motifs are specific for each sequence (compared to a random 
sequence of the same length). The black vertical line represents the ATG start codon of each mRNA. 
In this analysis, the A-rich motif 2 (blue) is found in the UTRs of mRNAs, whereas motifs 1 and 3 (red 
and green) are found in the ORFs of mRNAs. Motif 1 is not found in NIP1 mRNA and is present on 
the antisense strand of PYK2. 

 

 

 

 

 

https://meme-suite.org/meme/tools/meme
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Figure 3.22: MEME analysis of glycolytic mRNA sequences without control sequences. MEME 
analysis was generated using MEME Suite (https://meme-suite.org/meme/tools/meme). For each 
mRNA, sequences were taken +/-1kb of the coding region, to ensure that UTRs and 
promoter/terminator regions were present. mRNAs are listed as their gene name and the p-value is 
an estimate of the probability that motifs are specific for each sequence (compared to a random 
sequence of the same length). The black vertical line represents the ATG start codon of each mRNA. 
Panel A shows the motif locations for each mRNA, while Panel B shows the detailed sequences for 
each of the three motifs. With the exception of motif 3 in GLK1, the motifs appear on the ORFs of 

mRNAs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Conversely, MEME analysis of translation factor mRNAs did not identify any particularly 

conserved motifs in either the controlled analysis or when control mRNAs were removed 

(Figures 3.23). A/T rich region motifs were identified for most mRNAs in both analyses, most 

often in the UTRs as expected. The analysis including control mRNAs did not identify motifs 

that were specific to translation factor mRNAs, or that were found in the same mRNA 

regions (Figure 3.23A). When the control mRNAs were removed other motifs were identified, 

but again these were not particularly conserved between mRNAs or found in the same 

mRNA regions (Figure 3.23B). Therefore, this analysis did not find consensus motifs present 

in translation factor mRNAs, raising the possibility that the mechanism of mRNA localisation 

does not rely on a conserved, RNA-binding process.  Although it should be noted that many 

RNA binding proteins recognise structure and sequence rather than primary sequence and 

so a structural RNA motif is still a possibility. 

https://meme-suite.org/meme/tools/meme


109 

 

 

Figure 3.23: MEME analysis of translation factor mRNA sequences with and without control 
sequences. MEME analysis was generated using MEME Suite (https://meme-
suite.org/meme/tools/meme). For each mRNA, sequences were taken +/-1kb of the coding region, to 
ensure that UTRs and promoter/terminator regions were present. mRNAs are listed as their gene 
name and the p-value is an estimate of the probability that motifs are specific for each sequence 
(compared to a random sequence of the same length). The black vertical line represents the ATG 
start codon of each mRNA. Panel A shows translation factor mRNA sequences with control mRNAs 
YEF3 and PDC1, while Panel B shows the same translation factor sequences without controls. In 

each case, none of the three motifs are particularly conserved between these mRNA sequences. 

https://meme-suite.org/meme/tools/meme
https://meme-suite.org/meme/tools/meme
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3.6. Conclusions. 

In this chapter, experiments were undertaken to investigate the differential localisation of 

NIP1 and PDC1 mRNAs. NIP1 is a translation factor mRNA that is seen to localise to one or 

two cytosolic RNA granules per cell, while PDC1 is a glycolytic mRNA seen to localise to 

~10 cytosolic RNA granules per cell (Lui et al., 2014; Pizzinga et al., 2019; Morales-Polanco 

et al., 2021). Many glycolytic mRNAs co-localise together in these granules (such as PDC1, 

ENO2 and FBA1) and translation factor mRNAs also show some level of co-localisation to 

their granules (such as NIP1, TIF1 and SUP35) (Pizzinga et al., 2019; Morales-Polanco et 

al., 2021). Importantly, glycolytic granules and translation factor granules do not appear to 

co-localise together (Pizzinga et al., 2019; Morales-Polanco et al., 2021). Both glycolytic 

granules and translation factor granules contain mRNAs that are actively translated, and so 

the purpose of these granules may be to drive localisation of the respective proteins together 

to increase the efficiency or regulatability of these pathways. 

To investigate mechanisms of mRNA localisation, ‗swap mRNAs‘ were designed here, 

where regions of each mRNA (the ORF, UTR and promoter regions) were exchanged. The 

first successful mRNA swap made here was the NIP1 PDC1 ORF swap, which contained the 

ORF of PDC1 and maintained the promoter and UTRs of NIP1. This exchange was sufficient 

to drive mRNA localisation to ~10 cytosolic RNA granules, the same as full-length PDC1. 

The opposite mRNA swap, PDC1 NIP1 ORF, showed a similar result; this construct was 

localised to one or two granules per cell, the same as full-length NIP1. Therefore, this data 

suggests that either RNA sequence/structural localisation elements are contained within the 

ORFs of NIP1 and PDC1, or that the production of the nascent protein is capable of driving 

its own mRNA localisation (or a combination of the two). 

It has been shown that the nascent chain of a protein may play roles in regulating both 

mRNA translation and mRNA localisation. In particular, features of the nascent peptide such 

as proline repeats and longer, more specific amino acids stretches have been shown to 

regulate rates of protein translation via ribosomal stalling (Ito and Chiba, 2013; Choi et al., 

2018; Doerfel et al., 2013; Muto et al., 2006). With regards to mRNA localisation, perhaps 

the most well-known example is the localisation of mRNAs to the ER via the signal 

recognition particle (SRP). mRNAs destined for the ER encode a signal sequence near the 

start codon, so that the signal sequence is produced early during translation. This signal 

sequence is recognised and bound by SRP, which directs the mRNA to the ER membrane. 

mRNA translation is paused while this localisation is occurring, and then relieved once the 

mRNA reaches the ER membrane and the SRP dissociates (Siegel and Walter, 1986; 

Hermesh and Jansen, 2013). Other examples include the mammalian Dia1 mRNA, which is 



111 

 

targeted to the perinuclear ER in a zip-code independent manner, and relies on the active 

translation of the mRNA (Liao and Liu, 2011), and the Drosophila anillin mRNA, the 

localisation of which requires both the protein coding region of a splice variant and the 

production of the associated nascent chain (Hirashima et al., 2018). It is therefore possible 

that NIP1 and PDC1 are also examples of mRNAs whose localisation relies on the 

production of the protein nascent chain. 

Two other mRNA swaps were made here; a NIP1 PDC1 5‘UTR ORF (NP5’ORF) and a NIP1 

PDC1 ORF 3‘UTR (NPORF3’) construct. These constructs contained either the 5‘UTR and 

ORF or the ORF and 3‘UTR regions of PDC1, respectively, and all other mRNA regions 

were derived from NIP1. Since these constructs contained the ORF (and extra regions) of 

PDC1, it may have been expected that both constructs would also display an mRNA granule 

pattern that more closely resembled full-length PDC1; however both constructs displayed a 

granule pattern more similar to full-length NIP1. It may therefore be possible that PDC1 

UTRs have an inhibitory role in the localisation of the mRNA, possibly as a result of different 

mRNPs forming due to these additional sequences. However, it was also seen that both of 

these constructs (NP5’ORF and NPORF3’) possessed fewer MS2 stem loops than the full-

length tagged mRNAs (and NPORF and PNORF constructs); around 6 stem loops instead of 

12. Since the MS2 system does not reach single molecule resolution (and so only multiple 

mRNAs localised to granules can be visualised), it is therefore possible that fewer GFP 

molecules being targeted to the NP5’ORF and NPORF3’ constructs meant that only 

granules containing higher numbers of these mRNAs could be seen, and some granules 

might have been present in these cells that could not be visualised. A valuable experiment 

would therefore be to make the NP5’ORF and NPORF3’ constructs with 12 MS2 stem loops 

and investigate whether the mRNA localisation pattern remains the same or if a more PDC1-

like granule pattern is seen. 

To further investigate whether the ORFs of NIP1 and PDC1 are sufficient to drive mRNA 

localisation, other chimeric mRNA constructs could be made. For example, each ORF could 

be attached to a GFP reporter and imaged directly (as was done for ASH1 RNA localisation 

elements (Bertrand et al., 1998; Gonzalez et al., 1999)), or to other non-localised 

sequences, to investigate the localisation of these ORFs without surrounding UTR 

sequences that may also affect mRNA localisation. To attempt to determine whether mRNA 

localisation is being driven by RNA elements or the nascent protein, a PDC1 mutant ORF 

was designed here. This mutant ORF had its primary sequence altered as much as possible 

while encoding the same amino acids, and so would still produce a functional protein. 
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Unfortunately due to cloning issues this PDC1 mutant ORF could not be introduced into 

yeast in time, although this remains a valuable future experiment. 

The abundance of NIP1, PDC1 and the NIP1 PDC1 ORF mRNAs was then tested. In order 

to allow modification of these important mRNAs without the complication of growth 

phenotypes, MS2-tagged derivatives were expressed here using a plasmid-based system 

with the genomic copies of these genes remaining unaltered.  The mRNA localisation profile 

of plasmid expressed MS2 tagged NIP1 and PDC1 appeared to be the same as the 

genomically MS2-tagged genes (Lui et al., 2014; Pizzinga et al., 2019; Morales-Polanco et 

al., 2021). Therefore, initially constructs were expressed from a 2μ plasmid; a high copy 

number plasmid present in around 40-60 copies per cell (Chan et al., 2013). Constructs were 

later expressed on CEN plasmids, which are expected to be present in a single copy per cell 

and therefore more closely represent endogenous mRNA expression (Clarke and Carbon, 

1985). The pattern of cytosolic RNA granules was unchanged when mRNAs were expressed 

from CEN plasmids; NIP1 localised to one or two granules per cell while both PDC1 and the 

NIP1 PDC1 ORF construct localised to ~10 granules per cell. This was expected for both 

NIP1 and PDC1, as these are also the localisation patterns seen for the mRNAs from the 

genome (Lui et al., 2014; Pizzinga et al., 2019; Morales-Polanco et al., 2021). For the NIP1 

PDC1 ORF construct, this suggested that it was not merely high numbers of the construct 

that caused mRNA localisation to many granules per cell. 

This was supported by qRT-PCR data that showed each construct was expressed in higher 

levels from 2μ plasmids compared to CEN plasmids. This was also interesting for NIP1 

mRNA localisation. Although most translation factor mRNAs are relatively low abundance 

and form one or two granules per cell, YEF3 and TEF1 are two translation factor mRNAs 

that are present in relatively high abundance and form multiple granules per cell (Pizzinga et 

al., 2019; Lawless et al., 2016). It might therefore have been possible that increasing the 

numbers of NIP1 mRNA would result in its localisation to multiple granules, but that does not 

appear to be the case. This data supports the hypothesis that the purpose of the actively 

translating granules is to localise together mRNAs encoding proteins of a similar function; if 

all other translation factor mRNAs are present at their endogenous levels and mostly present 

in one or two granules, then NIP1 mRNA would also only be required in the same granules.  

Finally, MEME analysis on glycolytic and translation factor mRNA sequences was 

undertaken here to identify conserved motifs between these sequences. The translation 

factor mRNAs did not appear to contain any particular consensus sequences, suggesting 

that their mRNA localisation may not rely on motifs of similar primary RNA sequence. 

Instead, these mRNAs may rely on structural motifs, or possibly by nascent protein 
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interactions as discussed above. The glycolytic mRNAs did appear to contain reasonably 

conserved consensus sequences in their ORFs that were not present in the NIP1 mRNA 

sequence. However, these motifs did not appear to carry a single specific sequence (no 

specific nucleotide was present in the same place for every mRNA), and so further 

experiments should be carried to determine if these motifs are involved in mRNA 

localisation. Specifically, removal of these motifs (if possible with regards to protein function) 

and introduction of these motifs into other sequences may allow their effect on mRNA 

localisation to be determined. These experiments, coupled with the investigation of the 

mutant PDC1 ORF, may provide more evidence as to whether mRNA localisation to 

cytosolic RNA granules is driven by RNA elements or the production of the nascent protein 

chain. 
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Results 

Chapter 4: Development of the dCas9-GFP3 RNA-targeting 

system in yeast. 
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4. Development of the dCas9-GFP3 RNA-targeting system in yeast. 

A key shortcoming in the current technologies for mRNA visualisation in cells is that for live 

cell work the mRNA needs to be modified. So in order to study unmodified endogenous 

mRNA localisation, technologies utilise fixation approaches (Femino et al., 1998; Samacoits 

et al., 2018). As such, it is currently not possible to study endogenous mRNA at single 

molecule resolution in live cells (Kim et al., 2019). In an effort to overcome this shortcoming, 

in this chapter a dCas9 RNA-targeting system was developed and utilised to allow the study 

of endogenous mRNA localisation in live cells.  

Although the MS2 bacteriophage system with its RNA stem loops and coat protein has been 

used extensively to study mRNA localisation in live cells, the validity of interpretations using 

this technique have been called into question (Garcia and Parker, 2015; Haimovich et al., 

2016; Garcia and Parker 2016; Heinrich et al., 2017). For certain mRNAs, the modification of 

the target mRNA with inserted MS2 stem loop structures has been shown to affect rates of 

mRNA decay and translation, and as a result can impact upon localisation of the mRNA 

(Heinrich et al., 2017). Therefore, all mRNA localisation experiments previously described in 

the Ashe lab have been verified using orthogonal smFISH approaches to examine the 

localisation of unmodified mRNA (Pizzinga et al., 2019; Morales-Polanco et al., 2021). 

However, smFISH is a fixed cell method of visualising mRNA, and cellular fixation might also 

impact upon mRNA localisation. In addition, smFISH cannot be used to study mRNA 

dynamics over time and in response to changing conditions. Therefore, a dCas9 RNA-

targeting system, previously described to study mRNA localisation in live mammalian cells 

(Nelles et al., 2016), has been developed in this chapter for use in yeast. 

The dCas9 RNA-targeting system relies upon a protein fusion of GFP with an inactivated 

form of bacterial Cas9 protein (dCas9) (Figure 4.1). Targeting of this dCas9-GFP fusion to 

the mRNA is achieved by a single guide RNA (sgRNA), which contains 20 base pairs that 

are specific and complimentary to the target mRNA, followed by a conserved stem-loop 

scaffold region that is recognised and bound by the dCas9-GFP fusion. The main 

advantages of this system are that the mRNA remains unmodified and sgRNAs can be 

generated relatively easily for different mRNAs, whereas the MS2 system and smFISH can 

be more technically difficult and time-consuming. Therefore such a dCas9-based system 

might be well-suited to screen a greater number of mRNAs whose localisation patterns have 

not been previously investigated.  

In this chapter, the development of a dCas9 system for use in yeast is described. A dCas9-

GFP fusion protein plasmid is generated, as well as specific sgRNA plasmids targeted 
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against several mRNAs. Using this dCas9 system, similar mRNA localisation patterns are 

observed relative to those previously characterised using MS2 and smFISH techniques (Lui 

et al., 2014; Pizzinga et al., 2019; Morales-Polanco et al., 2021).  However, the signal 

obtained for the new dCas9 system is weak and hence requires extended exposure times. 

As a result, further development to increase the signal to noise ratio of this system was 

undertaken to improve this system. An initial attempt to increase the system brightness was 

to replace the three GFPs fused to the dCas9 protein with three mNeonGreen fluorescent 

proteins, since mNeonGreen has been shown to fluoresce more brightly than GFP (Shaner 

et al., 2013; Hostettler et al., 2017). However, the mNeonGreen fusion proteins constructed 

here did not demonstrate the same behaviour as the dCas9-GFP system and appeared to 

prevent targeting of the dCas9 to mRNAs. 

 

 

 

 

  

Figure 4.1: An overview of the dCas9 RNA-targeting system. The mRNA being targeted remains 
unaltered and the dCas9 system detects the endogenous mRNA. Constructs or cassettes driving 
production of the dCas9-GFP3 fusion protein and a sgRNA are introduced into the cell. The sgRNA 
has a 20bp recognition region allowing binding to the mRNA of interest; most often this is designed to 
target the 3‘UTR. The conserved stem-loop scaffold region of the sgRNA is recognised and bound by 
the dCas9-GFP3 fusion protein, and therefore the position of the mRNA can be visualised in live cells. 
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4.1. Construction of the dCas9 RNA-targeting system in yeast: 

In order to test whether or not a dCas9 RNA-targeting system will allow the study of mRNA 

localisation both the dCas9-GFP fusion protein and a sgRNA targeting the mRNA of interest 

must be co-expressed. To achieve this, two plasmids were designed; a dCas9-GFP plasmid 

and a specific sgRNA plasmid. The dCas9-GFP fusion plasmid was generated by Gibson 

cloning (Figure 4.2). Here the open reading frame of dCas9 with a C-terminal NLS was 

inserted in frame with three GFPs in a yeast expression plasmid. The construct was verified 

by mapping with appropriate restriction enzymes and sequencing of the plasmid DNA at the 

junction sites between DNA fragments (Figures 4.3 and 4.4). 

 

 

 

 

 

 

Figure 4.2: Gibson assembly of the dCas9-NLS-GFP3 plasmid. The dCas9 ORF and NLS was 
isolated and amplified from a mammalian vector housing a dCas9-mKO2 orange fluorescent fusion 
protein cassette. This DNA fragment was then used to replace the MS2 coat protein sequences in a 
yeast vector originally used for the MS2 system. Ultimately, a yeast expression plasmid was obtained 
that contained yeast compatible promoters and terminators and could express the dCas9-GFP3 
fusion. A HIS3 marker gene was also present allowing selection of transformants in appropriate yeast 
strains. The vector was verified using automated Sanger sequencing across the junction regions as 
shown in the figure. 
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Figure 4.3: Restriction enzyme mapping of dCas9-GFP3 constructs. All gels are shown with 
HyperLadder 1kb markers. Constructed plasmid DNA was digested using the restriction enzyme 
NdeI, which cuts at multiple sites in the dCas9-GFP3 plasmid and the MCP-GFP3 parent plasmid as 
shown in the figure. Both the dCas9-GFP3 and MCP-GFP3 digest produced bands at 720bp, 747bp 
and 2133bp, as shown on the gel. The green arrows on the gel indicate plasmid minipreps that 
showed the expected pattern for dCas9-GFP3, including bands at 3587bp and 4713bp. The red 
arrows indicate minipreps that showed the expected pattern for the MCP-GFP3 parent plasmid; one 
additional band at 4537bp. Several of the samples showing the correct pattern for the dCas9-GFP3 
construct were then sent for sequencing. 
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Figure 4.4: Sanger sequencing of the dCas9-GFP3 plasmid. A BLAST comparison of the 
sequenced dCas9-GFP3 plasmid compared to the expected sequence. The plasmid was sequenced 
at both cloning junction regions (as shown in Figure 4.3). Sequencing at the first junction shows the 
end of the MET promoter, linker region and beginning of dCas9 ORF is correct, while the second 
junction sequencing shows the linker region and first yeGFP in-frame, with one T to G mutation in the 
yeGFP. This mutation was present in all sequenced minipreps, and so possibly originated from the 
parent plasmid. The sequencing is accurate for around 700 base pairs, where errors caused by 
polymerase drop-off near the sequence end are highlighted in red. 
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sgRNA expression vectors were also made using a Gibson assembly strategy. The sgRNA 

scaffold vector (Mans et al., 2015) contains a conserved stem-loop scaffold preceded by a 

20bp variable region. The 20bp region is replaced with 20bps specific for the mRNA of 

interest. Oligomers were ordered that contained a 20bp mRNA targeting region flanked by 

50bp regions complimentary to the sgRNA scaffold vector (Figure 4.5). Correct targeting 

sequence insertion was verified by sequencing across the variable and scaffold regions for 

each sgRNA vector made (Figure 4.6). Targeting sequences were designed to recognise 

20bp in the 3‘UTR for almost all target mRNAs except PDC1 and PDC5 mRNAs. PDC1 and 

PDC5 possess very similar 3‘UTR sequences, and so sgRNAs were made to target differing 

regions of their ORFs. A complete list of sgRNAs designed and made is shown in Table 6. 

 

 

Figure 4.5: Gibson assembly of sgRNA vectors. sgRNA vectors were constructed using a Gibson 
assembly strategy to replace the 20bp variable region in the sgRNA backbone vector with 20bp 
specific to the mRNA of interest. The sgRNA expression plasmid contained a yeast marker (LEU2 or 
TRP1) to allow transformation into yeast. The vector also contained the gRNA scaffold sequence 
necessary for recognition by dCas9. The sgRNA targeting sequence is a 120bp double-stranded 
oligomer that contains the 20bp targeting sequence flanked by 50bp complimentary to the sgRNA 
vector backbone. 
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Figure 4.6: Sequencing verification of sgRNA vectors constructed. Each sgRNA vector 
constructed was verified by automated Sanger sequencing across the promoter, targeting region, 
gRNA scaffold, and terminator sequences. Sequencing was conducted using the M13 forward primer 
that binds the antisense DNA strand, so the example sequencing data shown in this figure displays 
the reverse complement of the sequence. A full list of sgRNA constructs made can be found in the 
table below. 
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mRNA Targeted 
Target 

Region1 
Imaged with 
dCas9-GFP3

2 

Imaged with 
dCas9-

MoonTag3 

Non-targeting 
sequence 

N/A yes yes 

NPC2 3‘UTR yes yes 

ENO1 3‘UTR yes yes 

ENO2 3‘UTR yes yes 

NIP1 3‘UTR yes yes 

TIF1 3‘UTR yes yes 

PDC1 ORF  yes 

PDC5 ORF  yes 

FBA1 3‘UTR  yes 

SUP35 3‘UTR  yes 

ARO3 3‘UTR  yes 

 

Table 6: A list of sgRNA vectors constructed and their targets.  

1 
See Figure 4.6.  

2 
See Figures 4.8 and 4.10. 

3
 See next results chapter (Section 5.). 
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4.2. Imaging of the dCas9 RNA-targeting system in yeast: 

To verify that the plasmids constructed above are functioning as might be expected, the 

dCas9-GFP3 plasmid was first transformed into yeast and imaged (Figure 4.7A). The 

expression of the dCas9-GFP3 protein was verified by Western blotting (Figure 4.9), where 

antibodies against GFP and dCas9 both detected the expected protein band around 244 

kDa. Intense fluorescent signal was observed using the GFP channel on the microscope in 

the nucleus of cells, where the fluorescent signal localised with 4′,6-diamidino-2-

phenylindole (DAPI) (Figure 4.7A). DAPI also strongly stains mitochondrial DNA in live yeast 

microscopy (Williamson and Fennell, 1979), shown by localised DAPI signal outside the 

nucleus (Figure 4.7A). Since the dCas9 cassette is followed by an NLS, the observed 

localisation for the GFP signal represents the expected scenario. A nuclear localisation for 

the dCas9 protein is important since it would allow interaction with the sgRNAs as they are 

made, and allows the location of the dCas9 to be visualised when it is not targeted to mRNA. 

Two control sgRNAs were then tested by transforming each sgRNA expression plasmid 

separately into yeast cells already expressing dCas9-GFP3. The first plasmid carries a non-

targeting sgRNA, where the 20bp targeting region was replaced with 20bps that are 

designed to not target any mRNA. This was achieved by generation of random 20 nucleotide 

sequences that were analysed by BLAST and ATUM webserver. For the non-targeting 

sequence selected, the ATUM webserver did not identify any possible sgRNAs for the 

sequence, indicating that no yeast sequences would be targeted by Cas9 when using this 

sgRNA. BLAST alignments of this sequence show the maximum alignment to be 14 

nucleotides (Figure 4.8), where a minimum of 17 nucleotides is required for dCas9 targeting 

(Fu et al., 2014). The presence of this non-targeting sgRNA did not affect the localisation of 

dCas9-GFP3 which remained in the nucleus (Figure 4.7B). This result is consistent with this 

sgRNA not being targeted. The second control plasmid carries a sgRNA designed to target 

the NPC2 mRNA; NPC2 is a previously characterised non-localised cytosolic mRNA (Lui et 

al., 2014; Figure 3.1). When this plasmid is present, the dCas9-GFP signal is altered and 

shifts from being predominantly nuclear to being present throughout the cytosol (Figure 

4.7B).  Not only does this result suggest that the NPC2 sgRNA is expressed, but the result is 

also consistent with previous observations showing that the NPC2 mRNA is non-localised 

within the cytosol (Lui et al., 2014; Figure 3.1). Significantly, neither of these control 

experiments provides any evidence for granular mRNA localisation. 
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Figure 4.7: dCas9-GFP3 in yeast and control sgRNAs. Panel A shows yeast cells expressing 
dCas9-GFP3 in the GFP channel (left hand panel) and zoomed in images of these cells in either the 
DAPI or GFP channels (right hand images). White arrows indicate nuclear DAPI signal. Panel B 
shows yeast expressing both the dCas9-GFP3 plus either a non-targeting sgRNA or a sgRNA 
targeting NPC2 mRNA. The dCas9 signal is confined to the nucleus in both the dCas9-GFP3 only 
yeast and yeast also expressing the non-targeting sgRNA. In yeast expressing the NPC2 sgRNA, the 

fluorescent signal is dispersed throughout the cells. Scale bars: 3μm. 

 

 

Figure 4.8: BLAST results for non-targeting sgRNA. The top panel (A) shows the top alignment 
results for the non-targeting sgRNA sequence for Saccharomyces cerevisiae, found on chromosome 
IV. Panel B shows the exact sequence match of the sgRNA to the yeast genome, which is 14 
nucleotides in length. This 14 nucleotide sequence alignment was the same in all of the top results. 
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Figure 4.9: Western blot of dCas9-GFP3 and dCas9-NG3 proteins. Lane 1 contains protein extracts 
from the parent yeast strain yMK467 as a negative control. Lane 4 contains sample from the improved 
dCas9 system, discussed in the next chapter (Section 5). Lanes 2 and 3 contain dCas9-GFP3 and 
dCas9-NG3 protein extracts, respectively. Using an anti-dCas9 antibody (top blot), bands just below 
260 kDa are shown, corresponding to the dCas9 fusion proteins (dCas9 is 160 kDa and both GFP3 
and NG3 are around 84 kDa). Using an anti-GFP antibody (bottom blot), the dCas9-GFP3 band is 
again present at just under 260 kDa. The anti-GFP antibody also appears to produce a non-specific 
band present in all samples (shown by the asterisk). Irrelevant lanes on the blot have been removed 
and replaced by white lines to separate distinct regions of the same gel. 
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The dCas9 system was used to visualise the localisation of mRNAs that had been shown 

previously to localise to cytoplasmic granules using the MS2 system and smFISH (see 

Figure 3.1 and Figure 4.10 bottom panel) (Lui et al., 2014; Pizzinga et al., 2019; Morales-

Polanco et al., 2021). These mRNAs were NIP1 and TIF1, both previously shown to localise 

to a few granules per cell (1 – 5), and ENO1 and ENO2, previously shown to localise to 

multiple granules per cell (10 – 20) (Lui et al., 2014; Pizzinga et al., 2019; Morales-Polanco 

et al., 2021). The sgRNA plasmids targeted against these mRNAs were transformed into 

yeast strains that already carry the dCas9-GFP3 plasmid and fluorescence microscopy was 

undertaken to compare the signal obtained using the dCas9 system relative to the MS2 

system in live yeast cells, 

For all four of the Cas9 strains tested, the presence of the sgRNA plasmid causes a different 

fluorescent pattern to be observed relative to the strain expressing just dCas9-GFP3 (Figure 

4.10 cf 4.8). Instead of a defined nuclear signal, the expression of sgRNAs targeted against 

ENO1 and ENO2 leads to defined aggregates of fluorescence in the cytosol.  This profile is 

similar to what is observed using the MS2 system but less well resolved (Figure 4.10). The 

expression of sgRNAs against NIP1 and TIF1 leads to a small number of focussed granules 

in the cytosol within each cell - as well as a diffuse cytosolic background (Figure 4.10).  

Once again, this correlates well with what has been previously described for the MS2 

system. So overall it seems likely that the dCas9-GFP3 system has recapitulated previously 

described mRNA localisation patterns. 

However, the dCas9-GFP system is less bright than the MS2 system due to the targeting of 

fewer GFPs to each mRNA. This is particularly evident for dCas9 system images targeting 

TIF1 mRNA, where the fluorescent signal is weak and cytosolic granules are difficult to 

distinguish from the background in most cells (Figure 4.11 top panel). To be able to image 

cytosolic granules these images had to be taken using very high exposure times (around 1 

second), which meant that multiple Z-stacked images could not be taken before bleaching 

occurred and a fluorescent signal could no longer be seen. When compared to the targeting 

of TIF1 using the MS2 system at the same exposure time, the difference in brightness can 

be clearly seen between the two systems (Figure 4.11). Therefore, to make the dCas9 

system a viable RNA-tracking system for use in yeast, experiments to increase the 

brightness of the system were undertaken. 
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Figure 4.10: A comparison of mRNA localisation using the MS2 system and the dCas9 RNA-
targeting system. The top panel shows the localisation patterns of ENO1, ENO2, NIP1, and TIF1 
mRNAs when visualised using the dCas9 system, while the bottom panel shows the same mRNAs 
viewed with the MS2 system. The mRNA localisation patterns appear similar, where ENO1 and ENO2 
mRNAs are present in many granules per cell, whereas NIP1 and TIF1 are present in 1 – 5 granules 
per cell. However the dCas9-GFP system is less bright than the MS2 system and does not give a 
strong enough signal to be accurately quantified. Scale bars: 3μm. 

 

 

Figure 4.11: TIF1 mRNA imaged with the dCas9 system and MS2 system at the same exposure 
time. Both panels show TIF1 mRNA imaged at 1s exposure time. In the top panel TIF1 mRNA is 
imaged using the dCas9 system, while the bottom panel shows TIF1 imaged using the MS2 system. 
All images were taken as single plane images to allow comparison. Scale bars: 2μm. 
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4.3. Construction and imaging of dCas9-mNeonGreen3 and MCP-mNeonGreen3: 

The first attempt to increase the brightness of the dCas9-GFP3 system was to replace the 

three GFPs with three mNeonGreens, since mNeonGreen has been previously shown to 

fluoresce around three times more brightly than GFP (Shaner et al., 2013; Hostettler et al., 

2017). An MCP-mNeonGreen3 (MCP-NG3) plasmid was also constructed to investigate the 

effect this had on the MS2 system. Constructs were made by Gibson assembly, where 

cloning was initially designed to amplify three mNeonGreen proteins from a vector housing a 

single mNeonGreen and replace the three GFPs in the dCas9-GFP3 vector in one step. 

Gibson cloning resulted in the construction of a plasmid that contained three mNeonGreens 

in the backbone yeast vector, although this vector had lost the dCas9 ORF and NLS (Figure 

4.12). This mNeonGreen3 only vector was then used to construct both a dCas9-

mNeonGreen3 (dCas9-NG3) and an MCP-mNeonGreen3 plasmid using restriction cloning 

(Figure 4.12). The construction of all vectors was verified by restriction enzyme mapping and 

sequencing of the plasmid DNA at the junction sites between DNA fragments (Figure 4.13). 

 

 

 

 

Figure 4.12: Construction of dCas9-mNeonGreen3 and MCP-mNeonGreen3. Constructs were 
made by restriction cloning to replace three GFPs for three mNeonGreens using BamHI and EagI 
sites for dCas9-NG3, and EcoRI and EagI sites for MCP-NG3 as shown in the figure. NeonGreen 
constructs were then verified by restriction enzyme mapping and sequencing across junction regions, 
shown in purple boxes in the figure. 



130 

 

 

Figure 4.13: Restriction enzyme mapping and sequencing of mNeonGreen3, dCas9-
mNeonGreen3 and MCP-mNeonGreen3 constructs. Panel A shows the restriction digest for 
possible mNeonGreen3 samples. The EagI/BamHI digest was designed to cut on either side of the 
mNeonGreen region, giving a backbone band of 6kb and a band corresponding to the number of 
mNeonGreens present. The red arrow denotes a sample containing a single mNeonGreen at 747bp, 
the orange arrow denotes a sample containing two mNeonGreens at 1.6kb (including a linker region), 
and the green arrow denotes a sample containing three mNeonGreens at 2.4kb. Panel B shows the 
restriction digest for possible dCas9-NG3 samples, where the restriction enzymes (EagI, BamHI and 
XbaI) were designed to cut out the backbone region (5.2kb), the dCas9 ORF (4.1kb), and the three 
mNeonGreen region (2.4kb). Panel C shows the digest for possible MCP-NG3 samples, where 
enzymes (EagI and EcoRI) were chosen to cut out the backbone region (5.6kb) and the three 
mNeonGreen region (2.4kb). For all panels, samples with the correct digest patterns were then sent 
for Sanger sequencing, where sequenced regions are highlighted in pink on the plasmid 
representations. 
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Both the dCas9-NG3 and MCP-NG3 plasmids were then transformed into yeast and imaged. 

The expression of the dCas9-NG3 fusion protein was verified with Western blotting where 

antibodies against dCas9 detected a corresponding band around 244 kDa (Figure 4.9), 

however antibodies against mNeonGreen and the MS2 coat protein did not work in this 

project. Yeast cells expressing dCas9-NG3 appeared as bright as or brighter than yeast 

expressing dCas9-GFP3 (Figure 4.14B). As expected, the fluorescent signal was confined to 

the nucleus (Figure 4.14A top panel). MCP-NG3 containing cells appeared relatively dim; this 

may have been expected since the MS2 coat protein is not attached to an NLS and so the 

NeonGreen signal would have been expected to be diffuse. However, in some cells a faint 

nuclear localisation could be seen (Figure 4.14A bottom panel). 

 

 

 

Figure 4.14: Images of dCas9-mNeonGreen3 and MCP-mNeonGreen3 in yeast. Panel A shows 
yeast cells expressing either dCas9-NG3 or MCP-NG3 plasmids only in the GFP channel (left hand 
side), along with zoomed in images taken in DAPI and GFP channels of the same cells (right hand 
images). The dCas9-NG3 is confined to the nucleus, and some nuclear localisation can also be seen 
for the MCP-NG3. Panel B shows images of cells expressing dCas9-GFP3 or dCas9-NG3 plasmids 
taken at the same exposure time (800 ms). All images were taken of a single image plane to avoid 
bleaching. Scale bars: 3μm. 
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Cells expressing dCas9-NG3 were then transformed with a sgRNA targeting ENO1, ENO2 or 

NIP1 mRNA. None of these cells displayed the same fluorescence patterns previously seen 

using the dCas9-GFP3 system (and MS2 system and smFISH); instead the dCas9-NG3 

appeared to remain in the nucleus (Figure 4.15 top panel). The MCP-NG3 plasmid was 

transformed into cells containing either genomically MS2-tagged ENO2 mRNA or 

genomically MS2-tagged ARO1 mRNA. Both of these MS2-tagged mRNAs had been 

previously shown in the lab to localise to cytosolic granules when viewed using the MCP-

GFP3 plasmid. Contrastingly, these cells did not show any evidence of cytosolic mRNA 

localisation when viewed using MCP-NG3 (Figure 4.15 bottom panel). Interestingly, in the 

ENO2 tagged strain there was again some evidence for faint nuclear localisation (Figure 

4.15 bottom panel). Both dCas9-NG3 and MCP-NG3 proteins therefore failed to recapitulate 

previously studied mRNA localisation, and were not used in subsequent experiments. 

 

 

Figure 4.15: dCas9-NG3 and MCP-NG3 targeting to mRNAs. The top panel shows yeast cells 
expressing (A) dCas9-NG3 only, and (B) cells expressing both dCas9-NG3 and a sgRNA targeting 
ENO1, ENO2, or NIP1 mRNAs. The bottom panel shows yeast cells expressing (A) MCP-NG3 only, 
and (B) cells expressing MCP-NG3 that contain genomically MS2-tagged ENO2 mRNA or ARO1 
mRNA. No cytosolic mRNA localisation can be seen in these images, while cells containing dCas9-
NG3 and some cells containing MCP-GFP3 appear to show different levels of nuclear localisation. 
Scale bar: 3μm. 

 

 



133 

 

4.4. Conclusions. 

In this chapter, the dCas9 RNA-targeting system was adapted for use in yeast, where it 

seems to correctly target mRNAs to allow their localisation to be visualised. The mRNA 

localisation profiles obtained are similar to those observed using both smFISH and the MS2 

system. This could be an important step forward, as it would represent the first time that 

unmodified mRNA has been visualised in live yeast cells. However, the signal from this 

dCas9-GFP3 system is not intense enough to allow quantification of mRNA granules.  This 

difficulty also precludes studies on mRNA granule dynamics, since extended exposures are 

required for mRNA granule visualisation, and from observations using the MS2 system, the 

granules likely move during this time. 

The reduced sensitivity of the dCas9 system that is described above is not surprising if the 

number of GFP molecules associated with each mRNA is considered. For the dCas9 

system, the fusion protein has three yeast enhanced GFP molecules and there is just a 

single fusion protein targeted to each mRNA.  In contrast for the MS2 system, there are 12 

stem loops inserted into the 3‘UTR of the mRNA and each stem loop interacts with two coat 

proteins (Valegard et al., 1990; Peabody and Lim, 1996). Each coat protein has three 

enhanced GFP molecules fused to it. This gives a maximum occupancy of 72 GFP 

molecules. Hence, even though it has been established for multi-stem loop MS2 systems 

that not every stem loop is bound by a coat protein molecule (Rolfsson et al., 2016), there 

will still be substantially higher levels of GFP associated with the MS2 system relative to the 

dCas9 system.  

An initial attempt to increase the brightness of the dCas9-GFP3 system was to replace the 

GFP3 with mNeonGreen3. mNeonGreen has been suggested to fluoresce at least three 

times brighter than GFP using GFP filters (Shaner et al., 2013; Hostettler et al., 2017). 

However, fusion proteins made here using mNeonGreen did not recapitulate the mRNA 

localisation patterns previously seen for four different mRNAs tested. These mNeonGreen 

constructs showed no evidence of cytosolic mRNA granules previously described using 

dCas9-GFP3 and MCP-GFP3 targeting proteins, possibly suggesting the fusion of 

mNeonGreen to these proteins interfered with their ability to recognise and/or bind their 

targets. Indeed, it has been previously shown that although mNeonGreen itself is brighter 

than GFP, when fused to other proteins mNeonGreen may fluoresce less brightly and may 

affect protein function (Steiert et al., 2018; Ye et al., 2017). Given that MCP-NG3 expressing 

cells also showed some evidence for nuclear localisation in the absence of an NLS, it is also 

possible that mNeonGreen contains a hidden or weak nuclear localisation signal that causes 

nuclear localisation and prevents the targeting of cytosolic mRNAs. Therefore the next aim 
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of this project, described in the next chapter, was to explore different approaches to improve 

the sensitivity of the dCas9 system to improve its ease of use, to make the results found 

more reliable, and to allow quantification.  

Rather than directly modifying the structure of the mRNA, targeting of dCas9 to the RNA 

relies upon hybridisation of 20 bp of the sgRNA to the 3‘UTR of the  mRNA. Therefore, 

although the dCas9 initially targets endogenous mRNAs, the system could potentially affect 

mRNA dynamics due to the hybridisation of the targeting region of the sgRNA and/or by the 

attachment of the relatively large dCas9 GFP fusion protein. The hybridisation of the sgRNA 

to regions of the 3‘UTR may prevent the binding of other, native RNA binding partners to the 

mRNA sequence, which may affect mRNA regulation and rates of degradation. The 

attachment of the dCas9 GFP fusion protein also has the potential to occlude other RNA 

binding partners, with the same drawbacks. The localisation of the mRNAs tested thus far 

appears to be unchanged, as these localisation patterns are the same as have been seen 

using both the MS2 system and smFISH (although these techniques also may affect mRNA 

dynamics). Nevertheless, control experiments including quantification of both protein and 

mRNA levels of the targeted mRNAs would be beneficial to investigate the effect of the 

dCas9 system on mRNA dynamics, and potential limitations should be kept in mind when 

using any of these visualisation systems. 

As stated above, the main advantage of this dCas9 system is that it targets unmodified 

mRNAs, and so should not affect mRNA decay or translation rates as has been suggested 

for the MS2 system. Although this orthogonal approach to studying mRNA localisation 

provided similar results to the MS2 system and therefore increases their reliability, more 

controls could have been included here. In particular, the impact of dCas9 targeting on the 

levels of the targeted mRNAs could have been investigated, as a common criticism of the 

MS2 system is that the presence of stem loops prevents mRNA decay and causes an 

accumulation of mRNA decay fragments (which in turn may be visualised and affect 

localisation experiments). In the interest of time, qRT-PCR was not performed on the dCas9-

sgRNA yeast strains targeting NIP1, TIF1, ENO1 and ENO2 mRNAs made here, as this was 

not the final version of the dCas9 system; instead qRT-PCR results investigating whether 

dCas9 targeting affects mRNA levels can be found in the next chapter for the improved 

version of the dCas9 system. 
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Results 

Chapter 5: Development of a dCas9-MoonTag RNA-targeting 

system in yeast. 
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5. Development of a dCas9-MoonTag RNA-targeting system in yeast. 

In the previous chapter, a dCas9 RNA-targeting system was developed for use in yeast. 

Although this system seemed to have successfully recapitulated mRNA localisation results 

found previously using the MS2 system, the signal from this dCas9 system was weaker than 

that obtained for either the MS2 system or smFISH. This is likely a result of each mRNA 

being targeted by a single dCas9 protein fused to three yeast enhanced GFPs in the dCas9 

system, whereas in the MS2 system up to 72 GFPs might be targeted to each mRNA 

(Valegard et al., 1990; Peabody and Lim, 1996). To attempt to improve the brightness of the 

dCas9 system, the three GFPs were swapped with three mNeonGreen cassettes. Although 

this dCas9-mNeonGreen3 appeared brighter when expressed alone, the fusion protein was 

unusable for visualising mRNA localisation in the cytosol as it remained in the nucleus under 

all conditions tested.  

One method to improve the brightness in the system would be to include the targeting of 

multiple sgRNAs (and therefore multiple dCas9-GFP fusions) to an mRNA of interest. 

However, to limit the number of sgRNAs bound to the mRNA, and to make the system 

technically easier to use, an alternative strategy to increase the fluorescence of the system 

was pursued. This strategy involved the addition of a MoonTag peptide array to the dCas9 

protein (Tanenbaum et al., 2014; Boersma et al., 2019), rather than a GFP fusion (Figure 

5.1). The MoonTag array is a short repeating peptide derived from a viral protein gp41. In 

addition to the dCas9-MoonTag (dCas9-MT), a cassette is used which carries the gene for a 

single chain antibody (nanobody) against the MoonTag peptide fused to a single GFP 

(Figure 5.1). For the 24x MoonTag peptide array used here, it has been found that 10-12 

nanobody-GFP molecules may bind (Boersma et al., 2019), and so this dCas9-MT system 

might be up to 4 times brighter than the previous dCas9-GFP3 system.  

Therefore, dCas9-MT system was used here to successfully visualise mRNA localisation for 

mRNAs previously studied using the MS2 system and smFISH. The dCas9-MT system is 

much brighter than the previous dCas9-GFP3 and is hence more viable for the visualisation 

of mRNA. The patterns of cytosolic RNA granules found previously using the MS2 system 

and smFISH were recapitulated using this dCas9-MT system, and the abundance of these 

mRNAs was unchanged by dCas9 targeting. The dCas9-MT system was then used here to 

screen for novel mRNA localisation to cytosolic granules that had not previously been 

investigated. The dCas9-MT was used to study ergosterol biosynthesis mRNAs (ERG1, 

ERG2, ERG4, ERG10 and ERG20), where evidence of cytosolic granule localisation was 

found for ERG2, ERG4 and ERG10 mRNAs. The dCas9-MT system was also used to 

investigate highly expressed mRNAs (RPL28, CCW12, RPS31, RPL3 and ASC1) to explore 
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whether mRNA abundance has an effect on cytosolic RNA granules.  In this case, it was 

found that these mRNAs did not appear to localise to cytosolic granules. Overall the dCas9-

MT system appears to accurately report the localisation of mRNAs in yeast, and may 

therefore be a powerful tool for future use in studying endogenous, unmodified mRNA 

localisation in live cells and for screening novel mRNA localisation. 

 

 

 

 

 

 

 

Figure 5.1: The dCas9 RNA-targeting system using a dCas9-MoonTag fusion protein. The 
dCas9 protein is fused to a 24x gp41 peptide array, called a MoonTag array. The peptides are 
recognised by anti-gp41 fragment antibodies (nanobodies), each of which is fused to GFP. The 
dCas9-MT construct is targeted to the mRNA of interest via a specific sgRNA, which contains a 20 bp 
recognition region for the mRNA and a stem-loop scaffold region that is recognised by dCas9. The 
targeting of multiple nanobody-GFP molecules to the mRNA of interest via dCas9 allows visualisation 
of mRNA localisation. 
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5.1. Construction of the dCas9-MoonTag RNA-targeting system in yeast: 

To allow targeting and visualisation of mRNA in live cells, the dCas9-MT system requires 

three elements to be co-expressed; the sgRNA, the dCas9-MT protein, and the nanobody-

GFP molecules. All sgRNAs were made by Gibson cloning as described in the previous 

chapter (Figures 4.5 and 4.6). The dCas9-MT plasmid was also produced by Gibson cloning, 

where three GFPs from the previously made dCas9-GFP3 plasmid were replaced by a 24x 

MoonTag peptide array from a mammalian vector (Figure 5.2). The resulting dCas9-MT 

plasmid therefore consists of the dCas9 ORF followed by an NLS and the MoonTag array, 

with a HIS3 selection marker to allow selection of transformants in yeast. This dCas9-MT 

construct was verified with a restriction digest and DNA sequencing (Figure 5.3). 

 

 

 

 

 

Figure 5.2: Gibson assembly of the dCas9-MoonTag plasmid. The three GFP molecules from a 
dCas9-GFP3 vector were replaced with a 24x MoonTag array. The resulting dCas9-MT vector 
therefore contains the dCas9 ORF, NLS, and MoonTag array. The vector also includes a promoter, 
terminator, and HIS3 marker to allow selection and expression in yeast cells. The regions denoted 

with an asterisk (highlighted in pink) are the junction regions verified by sequencing. 
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Figure 5.3: Restriction enzyme mapping of dCas9-MoonTag plasmid. All gels are shown with 
HyperLadder 1kb markers. The gel shows 5 possible dCas9-MT samples digested with BamHI, EagI 
and XbaI. All samples contain bands at 5261bp and 4168bp that derive from the plasmid backbone 
and the dCas9 ORF, respectively. Sample 5 (red arrow) only shows these two bands and is therefore 
incorrect. The other samples show a band around 1700bp, indicating that the MoonTag array is 
present (and not a band at 2470bp which would indicate the presence of 3x GFP). All samples were 
sent for sequencing, where the sequenced regions are shown in pink with an asterisk on the plasmid 
representation. Samples 1 and 2 (green arrows) were correct, while samples 3 and 4 (orange arrows) 
contained truncated MoonTag peptide arrays and not used. 
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To increase the ease of use of the dCas9-MT system, the nanobody-GFP construct was 

designed to be integrated into the yeast genome (Figure 5.4). The anti-gp41 nanobody 

sequence was kindly provided by the Tanenbaum lab (Boersma et al., 2019), which was 

then codon optimised here for efficient expression in yeast. The nanobody-GFP construct 

was synthesised by Epoch Life Science into a standard cloning vector (pBluescript SK), 

containing sequences for the nanobody-GFP fusion and a hygromycin resistance gene for 

selection, both with appropriate promoters and terminators for yeast (Figure 5.4). These 

sequences were flanked by yeast genomic regions to allow integration into the yeast 

genome near the TRP1 locus (Chromosome IV 463001). The synthesised plasmid was 

amplified in bacteria to acquire large amounts of nanobody-GFP DNA. The plasmid samples 

were verified by restriction digest mapping and DNA sequencing (Figure 5.5). The verified 

plasmid was digested with BspQI to release the cassette (containing the nanobody-GFP and 

hygromycin resistance sequences and associated promoters and terminators) and then 

transformed into the yeast strain yMK467 (Figure 5.4).  

Correct genomic integration of this cassette was verified using a PCR-based strategy on 

genomic DNA prepared from potential transformants (Figure 5.6). In the verification PCR, 

three fragments were expected to be produced from the nanobody-GFP integrated cells – a 

4245 bp fragment spanning the entire region and two fragments at 849 bp and 3416 bp 

spanning shorter regions (Figure 5.6). Although the longest 4245 bp PCR failed (likely due to 

sub-optimal PCR conditions), the two shorter bands were present, indicating the presence of 

the nanobody-GFP cassette. Importantly, the same PCRs carried out on the control parental 

strain yMK467 only returned a band at 800 bp, corresponding to the genomic region if the 

nanobody-GFP insertion was not present. Neither PCR performed using hygromycin primers 

were successful (although they were successful for the nanobody-GFP integrated strain), as 

the parental strain did not contain hygroymcin (Figure 5.6). 
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Figure 5.4: The nanobody-GFP construct for yeast genomic integration. The vector was 
designed to contain both the anti-gp41 nanobody sequence followed by a yeGFP sequence, and a 
hygromycin resistance (HygR) gene. Both sequences were flanked with promoters and terminators to 
allow expression in yeast. This entire cassette was flanked by genome annealing regions 
complementary to a region downstream of the TRP1 locus to allow integration into the yeast genome. 
Sequences were also flanked by specific BspQI restriction sites to allow fragment release (not shown 

in figure). 

 

 

 

Figure 5.5: Restriction enzyme mapping of the nanobody-GFP plasmid. As shown in the gel, all 
samples produced bands at 3852bp and 2857bp, as expected from the BspQI digest. The final 
sample shows the same digest of the original nanobody-GFP DNA synthesised by Epoch Life 
Science as a positive control. Samples 1 and 2 were sent for Sanger sequencing and were verified as 
correct, where the sequenced regions are shown highlighted in pink on the plasmid representation. 
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Figure 5.6: PCR verification of nanobody-GFP genomic integration. Primers used for PCR 
verification are shown as arrows on the sequence representation. Genomic regions are denoted by 
asterisks and are 200bp each, where regions highlighted in purple are the genomic annealing region 
included in the nanobody-GFP insertion fragment, and regions highlighted in white are flanking 
genomic sequences. On the gel, nanobody-GFP denotes the cells transformed with the nanobody-
GFP fragment, while the untransformed cells are called yMK467. The gel shows that the PCR was 
successful for the two smaller regions (in green and orange) in the integrated cells, although the 
larger 4245bp band (in blue) was not produced. In yMK467, neither PCRs using the HygR primers 
produced bands, whereas the genomic binding primers produced a band at 800bp, indicating the 
insertion fragment was not present. 
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5.2. Development of the dCas9-MoonTag RNA-targeting system in yeast: 

To allow targeting and visualisation of mRNA in yeast, the nanobody-GFP construct was 

integrated into the yeast genome and the dCas9-MT plasmid was then transformed into 

these cells. For each mRNA targeted, the specific sgRNA vector was then transformed into 

cells expressing both the nanobody-GFP and dCas9-MT constructs. The expression of the 

nanobody-GFP and dCas9-MT constructs was verified with Western blotting (Figure 4.9, 

replicated here as Figure 5.7 for ease of reading). Antibodies raised against GFP and dCas9 

detected bands at approximately 58 and 222 kDa consistent with the successful expression 

of these proteins. For the nanobody-GFP construct sample, some evidence of degradation is 

evident, although the majority of the protein appeared to be full length (Figure 5.7).  

Yeast expressing the nanobody-GFP construct exhibited a diffuse GFP signal throughout 

cells (Figure 5.8A). When dCas9-MT, which contains an NLS, was also expressed, the GFP 

signal was then mostly confined to the nucleus (Figures 5.8B and 5.8C). This is consistent 

with the nanobody interacting with the nuclear localised dCas9-MT protein. The dCas9-MT/ 

nanobody GFP signal is much brighter than either of the previous dCas9-GFP3 and dCas9-

NG3 systems, as shown by images taken at the same exposure times (Figure 5.9). This 

means the system holds promise for the sensitive detection of mRNA. 
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Figure 5.7: Western blots of nanobody-GFP and dCas9-MoonTag. This figure is replicated from 
the previous chapter (Figure 4.9). Lane 1 contains protein extracts from the parent yeast strain 
yMK467 as a negative control. Lanes 2 and 3 contain protein extracts from dCas9-GFP3 and dCas9-
NG3 expressing strains, respectively, as discussed in the previous results chapter. Lane 4 contains 
proteins extracted from strains expressing the nanobody-GFP and dCas9-MT constructs. Using an 
anti-dCas9 antibody (top blot), a band just below 260 kDa is shown, corresponding to the dCas9-MT 
construct (dCas9 is 160 kDa and the MoonTag is estimated to be around 90kDa). Using an anti-GFP 
antibody (bottom blot), a large band is present above 40 kDa, corresponding to the nanobody-GFP 
construct (GFP is 28kDa and the nanobody is estimated to be around 30kDa), and a possible GFP 
only band is shown at 28 kDa. The anti-GFP antibody also appears to produce a non-specific band 
present in all samples (shown by the asterisk), and provides a loading control showing the samples 
were evenly loaded. Irrelevant lanes on the blot have been removed and replaced by white lines to 
separate distinct regions of the same images 
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Figure 5.8: Nanobody-GFP and dCas9-MoonTag images in yeast. Yeast in panel A are expressing 
the nanobody-GFP construct alone, while in panel B cells are expressing both the nanobody-GFP 
(denoted by NG) and dCas9-MT constructs. Panel B shows the same single image at different 
exposure levels to allow cells to be shown, as the GFP is very bright. In panel C, cells are expressing 
both the nanobody-GFP and dCas9-MT constructs, DAPI and GFP images are shown with two 
different exposure levels for the GFP images. White arrows indicate nuclear DAPI signal. Images 
were taken as Z-stacks and the average intensity projection is shown. Scale bars: 2μm. 

 

 

Figure 5.9: Comparison of dCas9-GFP3, dCas9-NG3 and dCas9-MT systems. Yeast cells 
expressing dCas9-GFP3, dCas9-NG3 or dCas9-MT (plus nanobody-GFP). Each image was taken at 
the same exposure time (800 ms) to compare relative brightness levels, and the dCas9-MT image is 
also shown at a shorter exposure time (200 ms). Images were taken of a single plane to prevent 
bleaching. Scale bar: 2μm. 
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5.3. Visualising mRNA localisation using the dCas9-MoonTag RNA-targeting system 
in yeast: 

To evaluate the potential of this system for the study of mRNA localisation, yeast expressing 

both the nanobody-GFP and dCas9-MT constructs were transformed with a sgRNA specific 

to a targeted mRNA. The expression of these sgRNAs was verified using qRT-PCR, using 

primers that amplified the conserved scaffold region of the sgRNA sequence. qRT-PCR 

showed that the sgRNAs were expressed, where non-targeting, NIP1, TIF1, ENO1 and 

ENO2 sgRNAs were shown to be expressed in their respective cells compared to cells only 

expressing the nanobody-GFP and dCas9-MT constructs as a control (using ACT1 as a 

reference gene) (Figure 5.10). As discussed in the previous chapter, two sgRNAs were used 

as controls – a non-targeting sgRNA designed to not recognise any yeast mRNAs, and a 

sgRNA targeting NPC2 mRNA, which has been shown to be non-localised and found 

throughout the cytosol. The nucleus could still be seen in these cells (Figure 5.11); 

nevertheless, both of these controls showed no evidence of cytosolic RNA granules using 

either sgRNA (Figure 5.11). 
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Figure 5.10: qRT-PCR of sgRNAs. Yeast cells were then tested for the presence of the appropriate 
sgRNA; a non-targeting sgRNA or a sgRNA targeting NIP1, TIF1, ENO1 or ENO2. ACT1 was used a 
reference gene for each sample, and the presence of the appropriate sgRNA was tested for in each 
case in comparison with yeast cells expressing the nanobody-GFP and dCas9-MT constructs (and no 
sgRNAs). Shown on the graph are –ΔCt values, calculated as (-) target gene – reference gene 
(ACT1) in each case. For each sample n = 3 or 4 and error bars are shown as the mean with standard 
deviation. One-way ANOVA statistical analysis showed no significant differences between any of the 
samples containing sgRNAs (all samples except ‗No sgRNA‘), and significant differences between the 
‗No sgRNA‘ and each of the other samples (P value range 0.0003 to <0.0001). 
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Figure 5.11: Controls sgRNAs for the dCas9-MT system. In all panels, NG denotes the presence 
of the nanobody-GFP construct and C9M denotes the presence of the dCas9-MoonTag plasmid. 
Panel A shows cells expressing the nanobody-GFP construct only or cells expressing both the 
dCas9-MoonTag and nanobody-GFP constructs. Panel B shows yeast cells expressing the 
nanobody-GFP and dCas9-MT constructs, along with either a non-targeting sgRNA or a sgRNA 
targeting NPC2 mRNA. Images were taken as Z-stacks and the maximum intensity projection is 

shown. Scale bar: 2μm. 

 

The dCas9-MT system was then used to visualise mRNA localisation for ENO1, ENO2, NIP1 

and TIF1 mRNAs, which were previously visualised with the dCas9-GFP3 system (Figure 

4.10). ENO1 and ENO2 mRNAs show a localisation pattern of many granules per cell, while 

NIP1 and TIF1 mRNAs are generally present in one or two granules per cell (Figure 3.1 and 

Figure 5.12 middle panel) (Lui et al., 2014; Pizzinga et al., 2019; Morales-Polanco et al., 

2021). While images taken with the dCas9-MT system often show the nucleus of the cells 

(as with the previous control sgRNAs), the system also recapitulates the pattern of mRNA 

localisation to cytosolic granules as shown by the dCas9-GFP3 and MS2 systems (Figure 

5.12). Accordingly, ENO1 and ENO2 are present in multiple cytosolic granules per cell while 

NIP1 and TIF1 are present in one or two granules per cell. The dCas9-MT system appears 

brighter than the dCas9-GFP3 system and seems to show comparable brightness to the 

MS2 system, where distinct granules are easily visible in the cytosol (Figure 5.12). Critically, 

using the dCas9-MT system cytosolic granules are now clearly visible for the TIF1 mRNA 

whereas using the dCas9-GFP3 system this was not the case (Figure 4.11). 

To test whether or not the targeting of dCas9-MT to these mRNAs had an effect on the 

abundance of the mRNA, qRT-PCR was carried on each of these strains. qRT-PCR primers 

were designed to bind to the 3‘UTR of targeted mRNAs, and mRNA levels were compared to 

either cells expressing no sgRNAs or cells expressing the non-targeting sgRNA as controls. 

qRT-PCR showed that mRNA targeting by dCas9-MT had little effect on the abundance of 

the mRNA, where all mRNAs tested showed little change compared to controls cells (Figure 

5.13). 
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Figure 5.12: Comparison of dCas9-GFP3, MS2 and dCas9-MT systems for visualising mRNA 
localisation. Each column shows the localisation pattern of ENO1, ENO2, NIP1 or TIF1 mRNAs 
using a different visualisation system. As described in previous chapter, the top row of images were 
taken with the dCas9-GFP3 system and imaged as single plane images. Images taken with both the 
MS2 and dCas9-MT systems (shown in the middle row and bottom row, respectively) were taken as 
Z-stacks and the average projected intensity image is shown. Scale bar: 3μm. 
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Figure 5.13: qRT-PCR of mRNA abundance. Yeast strains were tested for the mRNA abundance of 
the mRNA being targeted (e.g. NIP1 mRNA for cells expressing the NIP1 sgRNA). ACT1 was used a 
reference gene for each sample and mRNA abundance was compared the mRNA abundance of the 
same gene in cells not expressing the sgRNA (e.g. NIP1 mRNA levels were compared between cells 
expressing the nanobody-GFP and dCas9-MT constructs, and cells expressing both of these 
constructs plus the NIP1 targeting sgRNA). NIP1 mRNA appeared to be slightly lower in abundance 
in cells targeting the NIP1 mRNA, ENO1 and ENO2 mRNA levels appeared to be around the same 
level of abundance when targeted (1-fold change), and TIF1 mRNA appeared to be slightly more 
abundant in cells targeting TIF1 mRNA. For NIP1, ENO1 and ENO2 mRNAs n=4 and for TIF1 mRNA 
n=3, and error bars are shown as the mean with standard deviation. One-way ANOVA statistical 
analysis showed no significant differences between any of the mRNAs. 
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The dCas9-MT system was then used to image other mRNAs previously imaged using the 

MS2 system but not imaged using the dCas9-GFP3 system (Figure 5.14 second column) 

(Lui et al., 2014; Pizzinga et al., 2019; Morales-Polanco et al., 2021). Again, the number of 

cytosolic granules found using the MS2 system for these mRNAs is recapitulated using the 

dCas9-MT system (Figure 5.14), demonstrating the visualisation system is accurately 

targeting mRNAs. As with the ENO1 and ENO2, the glycolytic mRNAs PDC1 and FBA1 are 

present in multiple granules per cell (Figure 5.14) (Morales-Polanco et al., 2021). PDC5, 

another glycolytic mRNA, does not show cytosolic granules when imaged with the MS2 

system, but does appear to form multiple granules per cell when imaged with this dCas9-MT 

system and smFISH (Figure 5.14) (Ashe lab, unpublished data). SUP35 is a translation 

factor mRNA that is present in one or two granules per cell in both dCas9-MT and MS2 

systems (Figure 5.14) (Pizzinga et al., 2019). Finally, ARO3 is an aromatic amino acid 

biosynthesis mRNA that appears to localise to around 3-5 granules per cell in both the 

dCas9-MT and MS2 systems (Figure 5.14) (Ashe lab, unpublished data). Overall, the 

dCas9-MT system appears capable of correctly targeting mRNAs and recapitulating mRNA 

localisation data found previously using the MS2 and smFISH systems, and is much brighter 

than the previous dCas9-GFP3 system. 
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Figure 5.14: Comparison of the dCas9-MT and MS2 system targeting other mRNAs. Images 
were taken of the previously studied mRNAs listed down the side with either the dCas9-MT system 
(first column) or the MS2 system (second column). Images were taken as Z-stacks and the average 
projected intensity for each image is shown. The nucleus is visible in most cells using the dCas9-MT 
system, although mRNA cytosolic localisation patterns are generally similar in each system. Scale 
bar: 3μm. 
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5.4. Using the dCas9-MoonTag RNA-targeting system to screen mRNA localisation: 

The three main advantages of the dCas9-MT system are that the system is capable of 

visualising unmodified mRNAs, the system can be used in live cells and that the method is 

quick and easy to use. Other methods of targeting mRNAs often involve complex strain 

construction to alter the mRNA structure (such as the MS2 system and aptamer systems), or 

relatively difficult protocols that involve cell fixation and/or permeabilisation (such as smFISH 

and aptamer systems). In contrast, once the cells expressing both the nanobody-GFP and 

dCas9-MT constructs are established, it is relatively straightforward to generate new 

sgRNAs and transform them into cells to study mRNA localisation.  

In order to use the dCas9-MT system to visualise novel mRNA localisation, 10 new sgRNAs 

were produced to target mRNAs whose localisation has not been previously studied. These 

mRNAs were chosen to investigate two possible driving forces behind the patterns of mRNA 

localisation to cytosolic granules; highly expressed mRNAs and mRNAs encoding proteins of 

similar functions. Since glycolytic mRNAs (e.g. ENO1, PDC1) are expressed more highly 

than translation factor mRNAs (e.g. NIP1, TIF1), it is possible that this explains the 

abundance of the glycolytic mRNA granules. Therefore to investigate whether this ‗abundant 

granule‘ pattern is repeated with other highly expressed mRNAs, the 5 most highly 

expressed genes in yeast, excluding glycolytic mRNAs, were targeted (RPL28, CCW12, 

RPS31, RPL3 and ASC1) (Figure 5.15). The other 5 sgRNAs were made to target mRNAs 

encoding proteins involved in the ergosterol biosynthesis pathway (ERG1, ERG2, ERG4, 

ERG10 and ERG20). Given that both glycolytic and translation factor granules contain 

actively translating mRNAs, it is possible that the purpose of the granules is to facilitate the 

cotranslation of proteins that have similar functions to increase the efficiency or allow 

coregulation of biochemical pathways. In more recent work, the Ashe lab have found 

evidence that mRNAs encoding proteins important in aromatic amino acid synthesis (ARO1, 

ARO2, ARO3 and ARO4) also localise to cytosolic granules in yeast (unpublished data). To 

explore whether the coregulation of biochemical pathways might be a plausible rationale for 

presence of the mRNA granules, the ergosterol biosynthetic pathway was selected for initial 

studies.  
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Figure 5.15: A list of relative mRNA abundance in yeast. Data is from Costello et al., 2015. 

Relative mRNA abundance in yeast calculated as the mean mRNA counts from immunoprecipitation 

data against Caf20, Eap1, eIF4E, eIF4G1, eIF4G2 and Eap1. Glycolytic mRNAs (highlighted in 

yellow) are the most abundant mRNAs in yeast. sgRNAs were designed to target the next most 

abundant non-glycolytic mRNAs (highlighted in blue), and ergosterol mRNAs (highlighted in pink). 

Aromatic amino acid biosynthesis mRNAs are highlighted in orange and translation factor mRNAs are 

highlighted in green. Spaces in the list show where other mRNAs have been removed from this 

dataset. 
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sgRNAs were made by Gibson cloning as described in the previous chapter (Figures 4.5 and 

4.6). sgRNAs were then transformed into yeast cells expressing the nanobody-GFP and 

dCas9-MT constructs and imaged. For ergosterol mRNAs, images showed that ERG2, 

ERG4, and ERG10 appeared to form cytosolic granules in unstressed yeast cells, while 

ERG1 and ERG20 did not appear to form granules under the same conditions (Figure 5.16). 

ERG2, ERG4 and ERG10 mRNAs appeared to form two distinct patterns of cytosolic 

mRNAs - either in many granules per cell (Figure 5.16 middle row) or in around 4-5 granules 

per cell (Figure 5.16 bottom row). Both imaging and quantification of these cells (n=100) 

showed that the most common pattern of cytosolic granules for these mRNAs was 4-5 

granules per cell, and less than 10% of cells showed 10-20 granules per cell (Figure 5.17). 

Quantification of ERG1 and ERG20 mRNAs showed that generally cells did not appear to 

form any cytosolic granules, though rarely they showed one or two granules per cell (Figure 

5.17). As with previous mRNAs, the nucleus could also be seen in most cells imaged.  

 

 

Figure 5.16: Ergosterol mRNA localisation imaged in yeast. All cells are expressing the 

nanobody-GFP and dCas9-MT constructs, along with a sgRNA for the mRNA being targeted (ERG1, 

ERG2, ERG4, ERG10 or ERG20). ERG1 and ERG20 mRNAs (top row) do not appear to form 

cytosolic granules. Middle and bottom rows of images show the same three mRNAs (ERG2, ERG4 

and ERG10) appearing in either many or few granules per cell, respectively. Images were taken as Z-

stacks and the maximum intensity image is shown. Scale bar: 3μm. 
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Figure 5.17: Quantification of ergosterol mRNA localisation in yeast. For each mRNA the 

number of granules per cell is shown (n=100). For ERG1 and ERG20 mRNAs, little evidence for RNA 

granules was found. For ERG2, ERG4 and ERG10 mRNAs, the average number of granules per cell 

was 4-5, and a small number of cells displayed 10-20 granules per cell. Error bars are shown as the 

mean with standard deviation. One-way ANOVA statistical analysis showed no significant differences 

between ERG2, ERG4 and ERG10, and also between ERG1 and ERG20. One-way ANOVA did show 

significant differences between ERG1 and ERG2, ERG4 and ERG10, and between ERG20 and 

ERG2, ERG4 and ERG10 (not shown on graph). For all significant differences, P<0.0001. 
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In general, the highly expressed mRNAs targeted here did not appear to form cytosolic 

granules in unstressed yeast cells (Figure 5.18). Both imaging and quantification of RPL3, 

RPS31, CCW12 and ASC1 mRNAs showed that cytosolic granules were not present in 

almost all cells imaged (n=100) (Figure 5.18, bottom row and Figure 5.19). For RPL28, the 

majority of cells (~90%) also showed no evidence of cytosolic granules (Figure 5.18, top row 

and Figure 5.19). Interestingly, a small number of cells targeting RPL28 showed many 

granules per cell (5-20 granules) (Figure 5.19). This expression pattern was seen almost 

exclusively in large mother cells and not smaller daughter cells (Figure 5.18, top row). This 

expression pattern may therefore be driven by a change in cell status (e.g. autophagy or 

stress), which would have been investigated further if there was time. Nevertheless this data 

indicated that the highly expressed mRNAs targeted here do not form cytosolic RNA 

granules in unstressed yeast cells. 

 

 

Figure 5.18: mRNA localisation of highly expressed mRNAs imaged in yeast. All cells are 

expressing the nanobody-GFP and dCas9-MT constructs, along with a sgRNA for the mRNA being 

targeted (RPL28, RPL3, RPS31, CCW12 or ASC1). RPL28 mRNA (top row) appears to either form 

many granules or no granules per cell. The bottom row shows RPL3, RPS31, CCW12 and ASC1 

mRNAs that do not appear to form cytosolic granules. Images were taken as Z-stacks and the 

average intensity image is shown. Scale bar: 3μm. 
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Figure 5.19: Quantification of mRNA localisation of highly expressed mRNAs in yeast. For each 

mRNA the number of granules per cell is shown (n=100). For RPL28 mRNA, most cells show zero 

granules per cell, while a small number show 5-20 granules per cell. For RPL3, RPS31, CCW12 and 

ASC1 mRNAs, the average number of granules per cell was zero. Error bars are shown as the mean 

with standard deviation. 
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5.5. Conclusions. 

In this chapter the dCas9 RNA-targeting system was improved by exchanging the dCas9-

GFP3 from the initial system (described in the previous chapter) for dCas9-MoonTag 

(dCas9-MT). The MoonTag is a repeat peptide array containing 24x gp41 sequence repeats 

taken from viral sequences (HIV-1) (Tanenbaum et al., 2014; Boersma et al., 2019). The 

MoonTag is recognised and bound by single chain anti-gp41 antibodies (nanobodies), which 

were here fused to a single GFP (nanobody-GFP). When the nanobody-GFP and dCas9-MT 

are expressed together in the same cell, multiple nanobody-GFP constructs bind to the 

MoonTag array attached to the dCas9. In the previous dCas9-GFP3 system three GFP 

molecules were targeted to each mRNA, whereas in this dCas9-MT system the MoonTag 

array is bound by up to 12x nanobody-GFP molecules (Boersma et al., 2019). Therefore this 

dCas9-MT system may be up to 4 times brighter than the previous dCas9-GFP3 system.  

Although exact quantification was not done were, this dCas9-MT system is noticeably 

brighter than the dCas9-GFP3 system when visualised both alone (nanobody-GFP and 

dCas9-MT) and when targeted to mRNAs (nanobody-GFP, dCas9-MT and a sgRNA). The 

dCas9-MT was first used to target mRNAs whose localisation had been previously studied in 

the lab using the MS2 system, smFISH and the dCas9-GFP3 system here, where the same 

pattern of cytosolic RNA granules was shown for each mRNA using dCas9-MT. ENO1 and 

ENO2 mRNAs had been previously shown to localise to multiple (10-20) granules per cell 

(Lui et al., 2014; Morales-Polanco et al., 2021) and NIP1 and TIF1 mRNAs to one or two 

granules per cell (Lui et al., 2014; Morales-Polanco et al., 2021). These results were 

recapitulated here with the dCas9-MT system, where previously TIF1 mRNA granules had 

not been bright to image convincingly using the dCas9-GFP3 system. The brightness levels 

of the dCas9-MT system appear comparable with the version of the MS2 system used here, 

which introduces 12x MS2 stem loops into the target mRNA to allow binding of up to 72 GFP 

molecules per mRNA (Valegard et al., 1990; Peabody and Lim, 1996; Rolfsson et al., 2016). 

The dCas9-MT system was then verified further by targeting other mRNAs previously 

imaged in the lab; PDC1, PDC5, FBA1, SUP35 and ARO3. PDC1 and FBA1 mRNAs are 

glycolytic mRNAs previously shown to localise to multiple granules per cell (Lui et al., 2014; 

Morales-Polanco et al., 2021), SUP35 is a translation factor mRNA previously shown to 

localise to one or two granules per cell (Lui et al., 2014; Pizzinga et al., 2019) and ARO3 is 

an aromatic amino acid biosynthesis mRNA shown to localise to 3-5 granules per cell (Ashe 

lab, unpublished data). These results were all recapitulated here using the dCas9-MT 

system. PDC5 is a glycolytic mRNA that does not appear to form cytosolic RNA granules in 

unstressed cells when visualised using the MS2 system. However, both unpublished data 
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from the Ashe lab using smFISH and data found here using the dCas9-MT system showed 

that PDC5 does appear in 10-20 RNA granules per cell. Imaging was done carefully here to 

ensure the yeast cells were not stressed and BLAST analysis of the PDC5 sgRNA was used 

to verify the sgRNA is not able to bind other mRNA sequences. Therefore the differences in 

PDC5 localisation may be due to problems with the MS2 system targeting; either 

rearrangement of the genomic MS2 stem loops may have occurred or they may be issues 

with plasmid expression in these cells. 

Since a major criticism of the MS2 system is the possibility that the introduction of the MS2 

stem loops may affect rates of mRNA decay/transcription, qRT-PCR was performed here on 

mRNAs targeted with the dCas9-MT system. qRT-PCR showed that there were no 

significant differences from endogenous mRNA expression for NIP1, TIF1, ENO1 or ENO2 

when targeted with the dCas9-MT, which was expected as the technique does not involve 

modification of the mRNA structure. Experiments have also been done previously in the lab 

to show that the abundance of these mRNAs is also unchanged when targeted using the 

MS2 system (Pizzinga et al., 2019; Morales-Polanco et al., 2021). It would therefore be 

interesting to target an mRNA whose expression levels are changed when targeted with the 

MS2 system (Garcia and Parker, 2015; Haimovich et al., 2016; Heinrich et al., 2017) and 

test whether targeting using the dCas9-MT system has the same effect. 

Along with the ability of the dCas9-MT to target endogenous, unmodified mRNAs, another 

advantage of the system is that it is technically quick and easy to use. Once the initial 

constructs have been established in a yeast strain (the nanobody-GFP and dCas9-MT 

constructs), new sgRNAs can be rapidly generated and transformed into yeast to target new 

mRNAs. One application of this system could therefore be to screen mRNAs for novel 

mRNA localisation. This was tested here, where target mRNAs included 5 highly expressed, 

non-glycolytic mRNAs (RPL28, RPL3, RPS31, CCW12 and ASC1) and 5 ergosterol 

biosynthesis mRNAs (ERG1, ERG2, ERG4, ERG10, ERG20).  

Since glycolytic mRNAs are highly abundant and form many granules per cell (as opposed 

to translation factor mRNAs that are lower abundance and form one or two granules per 

cell), it was investigated here whether or not other highly expressed mRNAs would form 

cytosolic RNA granules in unstressed yeast cells. 4 of these mRNAs (RPL28, RPL3, RPS31 

and ASC1) encode ribosomal proteins, which in yeast are thought to be co-ordinately 

expressed at the level of transcription (Mager and Planta, 1991; Xiao and Grove, 2009). 

These mRNAs did not appear to localise to cytosolic granules, although in some cells 

(~10%), RPL28 was present in multiple granules per cell. These cells were always large 

mother cells instead of daughter cells, and so this localisation pattern is possibly a result of 
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autophagy or cellular stress. If time had allowed, these cells would have been imaged with 

DAPI simultaneously to see if the nuclei remained intact, as the nuclei in these cells were not 

obvious. Given that these mRNAs do not share a similar function (as with the glycolytic, 

translation factor, and aromatic amino acid synthesis mRNAs), these results support the 

hypothesis that the purpose of the granules is to localise together functionally related 

proteins to improve the efficiency or regulatability of their pathways. 

This is further supported by imaging of the ergosterol biosynthesis mRNAs, which were 

chosen because their encoded proteins function in the same pathway. Of the 5 ergosterol 

mRNAs tested here, three mRNAs (ERG2, ERG4 and ERG10) displayed cytosolic RNA 

granules in unstressed cells, while the remaining two mRNAs (ERG1 and ERG20) did not 

appear localised under the same conditions. ERG2, ERG4 and ERG10 appeared on 

average to be present in 4-5 granules per cell. This data supports the hypothesis that the 

higher the abundance of mRNA the higher the number of cytosolic mRNA granules, as 

glycolytic mRNAs (high abundance) show the highest numbers of granules per cell, and 

translation factor mRNAs (low abundance) show fewer numbers of granules per cell 

(Pizzinga et al., 2019; Morales-Polanco et al., 2021; Costello et al., 2015; Lawless et al., 

2016; Lahtvee et al., 2017). Ergosterol mRNAs are expressed at levels somewhere between 

the two, along with aromatic amino acid mRNAs, and both of these types of mRNAs show 

around 3-5 cytosolic RNA granules per cell (Costello et al., 2015; Lawless et al., 2016; 

Lahtvee et al., 2017; Ashe lab, unpublished data). Furthermore, YEF3 and TEF1 are 

translation factor mRNAs that are present in higher copy numbers than most other 

translation factors mRNAs (such as NIP1 and TIF1) and YEF3 and TEF1 are present in 10-

20 granules per cells (Lawless et al., 2016; Lahtvee et al., 2017; Pizzinga et al., 2019). This 

data is also understandable from a numerical standpoint; to form lots of granules per cell 

(capable of being visualised with non-single molecule resolution techniques) lots of 

molecules of mRNAs would be required. ERG2, ERG4 and ERG10 did occasionally (~10%) 

appear in 10-20 granules per cell, possibly caused by small numbers of stressed yeast 

undergoing metabolic changes. Although this dCas9-MT has thus far demonstrated reliable 

targeting of mRNAs in yeast, the localisation patterns of these mRNAs would have been 

verified with the MS2 system or smFISH had time allowed. 

Overall, the dCas9-MT RNA-targeting system developed here is capable of correctly 

visualising the localisation of endogenous, unmodified mRNAs in yeast, and the technique 

has the potential to provide further screening of mRNAs to identify novel localisation patterns 

in yeast. 
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6. Discussion 

6.1. General discussion 

In this project, mRNA localisation to RNA granules in yeast was investigated using 

techniques that allow the visualisation of mRNA. This work was broadly split into two 

different aspects; one to use the MS2 system to visualise mRNA domain exchanges and 

investigate mechanisms of mRNA localisation, and the other to develop a novel mRNA 

visualisation system in yeast, the dCas9 system.  

Previous work in the Ashe lab has identified cytosolic RNA granules that are present in 

unstressed yeast cells and do not localise with other RNA granule markers (such as stress 

granules or P-body markers) (Lui et al., 2014; Pizzinga et al., 2019; Morales-Polanco et al., 

2021). These granules include glycolytic granules, which are present in 10-20 granules per 

cell and contain mRNAs encoding glycolytic enzymes (such as PDC1, ENO2 and FBA1), 

and translation factor granules, which are present in one or two granules per cell and contain 

mRNAs encoding translation factors (such as NIP1, TIF1 and SUP35) (Lui et al., 2014; 

Pizzinga et al., 2019; Morales-Polanco et al., 2021). To investigate the driving factors behind 

this differential mRNA localisation, mRNA swap constructs were made here between NIP1 

and PDC1 mRNAs. The main results from these experiments showed that the exchange of 

the ORF between these mRNAs (e.g. the ORF of PDC1 and the promoter, 5‘UTR and 3‘UTR 

of NIP1, and vice versa) resulted in a change of localisation pattern; both the PDC1 ORF 

and the NIP1 ORF are sufficient to drive the mRNA localisation pattern to appear the same 

as the respective native mRNA. Therefore, either the ORFs of both NIP1 and PDC1 contain 

RNA localisation elements, or the production of the protein in each case drives its own 

mRNA localisation. 

A dCas9 RNA-targeting system was also developed here for use in yeast, adapted from a 

similar system used in mammalian cells (Nelles et al., 2016). The final version of the dCas9 

system developed here showed comparable brightness to the MS2 system and successfully 

recapitulated mRNA localisation previously shown in the lab using the MS2 system and 

smFISH. It was shown both here and in mammalian cells that mRNAs targeted by dCas9 are 

not affected in terms of their overall levels (Nelles et al., 2016). Other advantages of the 

dCas9 system are that it is a live cell system and so can be used to study mRNA dynamics, 

and that the technique is quick and easy to use. The dCas9 system was therefore used here 

to screen mRNAs and study novel localisation patterns using a more rapid protocol than 

would have been possible for either the MS2 system or smFISH. To our knowledge, this is 

the first time a dCas9 RNA-targeting system has been utilised in yeast, and ultimately this 
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system has the potential to be used to screen every mRNA in yeast by generating a strain 

collection to study novel localisation patterns. 

 

6.2. dCas9 RNA-targeting system in yeast 

The development of the dCas9 system was driven by relatively recent criticism of the MS2 

system. The MS2 system most often involves the introduction of multiple stem loops at the 

start of the 3‘UTR of the target mRNA, which therefore alters the length and structure of the 

3‘ regulatory region. It has been shown that for certain mRNAs, this modification may affect 

the rates of mRNA translation and decay (Garcia and Parker, 2015; Haimovich et al., 2016; 

Garcia and Parker 2016). Importantly, it has also been shown that the MS2 loops bound by 

the MCP recognition protein may prevent 5‘ to 3‘ mRNA decay, leading to an accumulation 

of mRNA decay fragments that are visualised by the MS2 system (Garcia and Parker, 2015; 

Heinrich et al., 2017). Therefore in the Ashe lab, mRNA localisation visualised using the 

MS2 system has been verified using smFISH. However smFISH is a fixed cell method, and 

so cannot be used to study mRNA dynamics and may also introduce imaging artefacts as a 

consequence of the fixation and permeabilisation of the yeast cells (Schnell et al., 2012; 

Whelan and Bell, 2015). 

Therefore in this project, a dCas9 RNA-targeting system was developed for use in yeast. At 

the start of this project, it had already been shown that Cas9 proteins could be used to target 

mRNAs (Sampson et al., 2013; Price et al., 2015) and a dCas9 RNA-targeting system had 

been recently described to visualise mRNA localisation in mammalian cells (Nelles et al., 

2016). Since then, it has been shown that Cas13 proteins specifically target RNAs (Yan et 

al., 2018; Smargon et al., 2017) and RNA imaging systems have been developed using 

dCas13a and dCas13b proteins (Yang et al., 2019; Huynh et al., 2020). If these dCas13 

RNA-targeting systems had been available at the start of this project they might have been 

chosen instead to avoid genomic targeting by dCas9. Nevertheless, the dCas9 RNA-

targeting system was successfully developed for use here in yeast, and has allowed both 

validation of previous mRNA localisation results found in the lab and the targeting of 

previously uncharacterised mRNAs to study their localisation in yeast. 

In the mammalian cell system, dCas9 is targeted to mRNAs via both a sgRNA (with a 20bp 

recognition region for the mRNA of interest and a dCas9 binding region) and a PAMmer 

(Nelles et al., 2016) (Figure 1.12). The PAMmer is a short, single stranded RNA that also 

carries a recognition region for the mRNA of interest followed by the PAM sequence –NGG. 

Although it has been shown that dCas9 is capable of being targeted to mRNAs in the 
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absence of a PAMmer (by a sgRNA alone) (Strutt et al., 2018; Nelles et al., 2016), in the 

mammalian system it was shown that targeting was more efficient when a PAMmer was 

included (Nelles et al., 2016). The dCas9 system was to be used here to visualise mRNA 

localisation to RNA granules in unstressed yeast cells. Therefore, the dCas9 system was 

targeted to mRNAs using a sgRNA alone, as techniques to permeabilise/electroporate yeast 

to incorporate the PAMmer would have likely caused stress and structural effects on the 

cells that would potentially affect the localisation of the mRNAs being studied. Fortunately, it 

appears the introduction of a sgRNA alone is sufficient to target dCas9 to the mRNA of 

interest in yeast. 

The initial version of this dCas9 system involved the targeting of a dCas9-GFP3 fusion 

protein to the target mRNA. The dCas9 also possesses an NLS so that the signal is confined 

to the nucleus when not targeted and the dCas9 may interact with mRNAs as they are 

made. Although the dCas9-GFP3 was shown to leave the nucleus and localise to cytosolic 

RNA granules when targeted to NIP1, TIF1, ENO1 or ENO2 mRNAs, the system was much 

less bright than the MS2 system and was difficult to use. The brightness of the dCas9 

system was therefore improved by the addition of a MoonTag peptide array to the dCas9 

protein (dCas9-MT) instead of the GFP3 fusion. Along with dCas9-MT, a nanobody-GFP 

construct was also expressed in cells, where up to 12x nanobody-GFP molecules may bind 

the MoonTag peptide array (Tanenbaum et al., 2014; Boersma et al., 2019). MoonTag is a 

variation of the SunTag approach; SunTag uses a GCN4 peptide array rather than the gp41 

peptide array utilised by MoonTag. It is unclear whether SunTag can be used in yeast as 

GCN4 is an endogenous yeast gene, while the gp41 peptide array is derived from viral 

sequences (HIV) (Tanenbaum et al., 2014; Boersma et al., 2019). At the time of writing this 

project this use of epitope labelling to increase the fluorescence of a fusion protein had not 

been demonstrated in yeast, though the development of the MoonTag array makes this a 

possibility. 

The dCas9-MT was then used to recapitulate mRNA localisation data found previously in the 

lab using the MS2 system and smFISH. NIP1, TIF1 and SUP35 mRNAs were shown by all 

three systems to be present in one or two granules per yeast cell, while ENO1, ENO2, PDC1 

and FBA1 mRNAs were shown to be present in 10-20 granules per cell (Lui et al., 2014; 

Pizzinga et al., 2019; Morales-Polanco et al., 2021). The dCas9-MT is therefore capable of 

targeting multiple different mRNAs, and sgRNAs appear specific for the target mRNA. 

Although Cas targeting systems may demonstrate off-target effects in some cases (Doench 

et al., 2016; Ran et al., 2013), it has been shown that at least a 17 nucleotide match is 

required for dCas9 targeting (Fu et al., 2014). Accordingly, each sgRNA designed was 
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verified by BLAST to not match more than 12 nucleotides of any other yeast sequence. 

Since the MS2 system has been criticised for possible effects on mRNA abundance levels, 

qRT-PCR was then performed here to investigate whether dCas9-MT targeting has an effect 

on target mRNA levels. Since the targeting of mRNA by dCas9 does not involve the 

modification of the mRNA structure in any way, it might have been anticipated that dCas9 

targeting would not affect mRNA levels. However, the dCas9 targeting itself could affect 

diverse aspects of RNA fate such as mRNA processing and/or decay. Overall it appears that 

for the examples characterised here, the mRNA level was unaffected by the binding of the 

sgRNA and dCas9-MT. 

Along with the lack of target mRNA alteration, another advantage of the dCas9-MT system is 

that is relatively quick to target different mRNAs, as a new sgRNA can be generated via a 

single cloning step and then directly transformed into yeast already expressing the 

nanobody-GFP and dCas9-MT constructs. The dCas9-MT system was therefore used here 

to screen mRNAs for localisation that had not been previously studied. To investigate 

whether or not mRNA expression levels affect mRNA localisation to cytosolic RNA granules, 

the 5 most highly abundant mRNAs in yeast (excluding previously assessed glycolytic and 

translation factor mRNAs) were targeted (Costello et al., 2015; Lawless et al., 2016; Lahtvee 

et al., 2017). These mRNAs encoded ribosomal proteins (RPL3, RPL28, RPS31, and ASC1) 

and a cell wall protein (CCW12). No evidence of cytosolic RNA granules could be seen for 

any of these mRNAs, suggesting that mRNA expression levels alone do not encourage the 

formation of cytosolic RNA granules and supporting the hypothesis that these actively 

translating granules form to increase the efficiency of their relevant pathways. Therefore the 

other 5 mRNAs targeted here were mRNAs that encode ergosterol biosynthesis enzymes 

(ERG1, ERG2, ERG4, ERG10 and ERG20). Using the dCas9-MT system, cytosolic RNA 

granules could be seen in unstressed yeast cells for ERG2, ERG4 and ERG10 mRNAs, 

while ERG1 and ERG20 mRNAs did not appear to form cytosolic granules. ERG2, ERG4 

and ERG10 mRNAs are more highly expressed than NIP1 (~10 copies per cell), less highly 

expressed than PDC1 (~100 copies per cell) and expressed at around the same levels as 

ARO3 (Lawless et al., 2016; Lahtvee et al., 2017). The most common pattern of granule 

localisation for ERG2, ERG4 and ERG10 was 3-5 granules per cell; the same number as for 

ARO3, and more than NIP1 and fewer than PDC1. Together these data seem to indicate 

that the higher the abundance of mRNA, the higher the numbers of their cytosolic granules 

that appear per cell (which is reasonable as more mRNA copies would be necessary to form 

multiple granules). Therefore, mRNA abundance may be a driving factor involved in 

determining the number of granules per cell for localised mRNAs, as discussed for the CEN 

derived plasmid constructs below. 
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Although it appears the dCas9-MT system does not affect the mRNA dynamics of the target 

mRNA, control experiments would still be valuable to validate the system and the novel 

mRNA localisation data found here. Further experiments that would have been completed if 

there was time involve co-localisation experiments of different mRNAs, and co-localisation 

experiments with the MS2 system/smFISH. Previous work in the lab has shown that several 

mRNAs co-localise together in cytosolic granules, for example NIP1 and TIF1. Experiments 

have also shown that some of these mRNAs specifically do not co-localise, such as ENO1 

and ENO2 (Lui et al., 2014; Pizzinga et al., 2019; Morales-Polanco et al., 2021). It therefore 

would have been ideal to repeat these experiments with the dCas9 system, where multi-

colour experiments have been performed previously in mammalian cells using dCas9 

proteins from different bacterial species. These dCas9 proteins recognise different sgRNA 

scaffolds, and so could be attached to different fluorophores and used to study two mRNAs 

simultaneously (Ma et al., 2015). Another good control would have been to target the same 

mRNA with the MS2 system and the dCas9 system in the same cell to confirm that the 

localisation patterns overlap. However this would have required difficult cloning to swap 

plasmid markers to express MS2 and dCas9 constructs in the same cell. 

To improve the viability of the dCas9-MT as a system for screening mRNA localisation, it 

was attempted here to remove the CEN ORI from the dCas9-MT plasmid to allow integration 

into the yeast genome (as with the nanobody-GFP). This would have removed the 

requirement to maintain selection of the dCas9-MT plasmid, and may have improved 

expression stability between cells. Indeed, some differences in plasmid expression levels 

can be seen in yeast cells here. Unfortunately due to cloning issues the dCas9-MT 

integration could not be completed in time. The dCas9-MT system may also benefit from 

lower expression of the nanobody-GFP to reduce the nuclear signal seen in these cells, 

which would also have been attempted if there was time. Alternatively, it was attempted to 

knockout the NLS from dCas9 to see if there was an effect on mRNA targeting. Although 

there was a concern that the bright GFP signal from the nucleus could mask the presence of 

cytosolic RNA granules, this also would have investigated if time had allowed. Another 

interesting experiment would have been to increase the number of fluorophores attached to 

dCas9 to attempt to reach single molecule resolution with this system, although this could 

also result in an increase in nuclear signal. 

Overall, the dCas9-MoonTag RNA-targeting system developed here for use in yeast is a 

quick and efficient live cell technique that can be used to screen localisation of endogenous, 

unmodified mRNAs without affecting mRNA dynamics. Ultimately, it would therefore be 

possible to use this dCas9-MT system to generate a strain collection facilitating the analysis 
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of every mRNA in yeast; this could be coupled to automated image collection and analysis to 

identify novel mRNA localisation patterns and to study mRNA localisation changes in 

response to a plethora of different conditions. 

 

6.3. mRNA mutagenesis and localisation mechanisms 

Previous work in the Ashe lab has identified at least three types of novel cytosolic RNA 

granules in yeast (Lui et al., 2014; Pizzinga et al., 2019; Morales-Polanco et al., 2021). 

These granules include glycolytic granules, which contain mRNAs encoding glycolytic 

enzymes (including PDC1, ENO2 and FBA1) and translation factor granules containing 

translation factor mRNAs (including NIP1, TIF1 and SUP35) (Lui et al., 2014; Pizzinga et al., 

2019; Morales-Polanco et al., 2021). Since these granules contain mRNAs that are actively 

translated and that encode proteins with similar functions, the purpose of these granules 

may be to improve the efficiency or regulatability of the relevant pathway.  

As the dCas9 system was under development throughout this project, experiments designed 

to investigate the mechanisms of mRNA localisation were performed using the MS2 system. 

This investigation focused on the mRNAs NIP1 and PDC1, where NIP1 localises to one or 

two cytosolic RNA granules and PDC1 to many (~10-20) cytosolic RNA granules in 

unstressed yeast cells (Lui et al., 2014; Pizzinga et al., 2019; Morales-Polanco et al., 2021). 

In an attempt to identify the localisation elements responsible for this differential mRNA 

localisation, mRNA swaps were made here, where regions of the mRNAs (5‘UTR, ORF and 

3‘UTR) were exchanged between NIP1 and PDC1. It was decided that the MS2 system was 

the appropriate visualisation system for these experiments for two main reasons: 

1. The possible effects of MS2 modification on NIP1 and PDC1 mRNAs has already 

been investigated in the Ashe lab. qRT-PCR has been performed on NIP1 and PDC1 

to show that the addition of MS2 stem loops does not alter the abundance of the 

mRNAs (Pizzinga et al., 2019; Morales-Polanco et al., 2021), and smFISH has been 

performed on these cells to verify the mRNA localisation pattern seen using the MS2 

system (Pizzinga et al., 2019; Morales-Polanco et al., 2021). Therefore, MS2 tagging 

does not appear to affect NIP1 or PDC1 mRNA dynamics. 

2. Since each mRNA swap construct was a mixture of NIP1 and PDC1 sequences, 

specifically targeting these constructs (and not the endogenous NIP1 and PDC1 

mRNAs) would have been difficult using the dCas9 system and not possible using 

smFISH. dCas9 sgRNAs would have had to be designed to target the junction 

regions of swap constructs (e.g. the last 10 nucleotides of the NIP1 5‘UTR followed 
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by the first 10 nucleotides of the PDC1 ORF), which may not have been possible for 

all swap constructs. The smFISH system relies on multiple probes binding to the 

mRNA of interest, and so would not have been bright enough for visualisation with 

the one or two probes that would have been specific for each swap construct. 

Instead, swap constructs were produced from previously constructed MS2 tagged 

NIP1 and PDC1 on yeast expression vectors and immediately imaged using the MS2 

system. 

To investigate mechanisms of mRNA localisation to these granules various mRNA swap 

constructs between NIP1 and PDC1 were made in this project. Possibly the most interesting 

construct was the NIP1 PDC1 ORF construct, containing the ORF of PDC1 and the 

promoter and UTRs of NIP1. This construct demonstrated that the presence of the PDC1 

ORF was capable of driving mRNA localisation to look more like PDC1, where the construct 

appeared localised in ~10 cytosolic RNA granules per cell (unlike NIP1, which is present in 

one or two granules per cell). The opposite version of this construct, PDC1 NIP1 ORF, 

demonstrated a similar outcome; this construct appeared to look more like NIP1 than PDC1. 

These results therefore indicate that either RNA localisation elements are present in both the 

NIP1 and PDC1 ORFs, or that the production of the corresponding protein is responsible for 

driving its own mRNA localisation. The situation may be more complex, as constructs 

containing additional regions of PDC1 (NIP1 PDC1 5‘UTR ORF and NIP1 PDC1 ORF 

3‘UTR) appeared to show a granule pattern more similar to full-length NIP1. However, due to 

the fewer numbers of MS2 stem loops present in these two constructs, it is unclear whether 

this is a biological or technical result, which could be examined in the future by producing the 

two constructs with the correct number (12) of MS2 stem loops. To further investigate the 

role of the ORF in mRNA localisation, it was attempted here to produce a mutated PDC1 

ORF sequence, where the primary sequence was changed as much as possible and codons 

were kept the same to produce a functional Pdc1 protein. Unfortunately due to cloning 

issues this construct was not introduced into yeast in time for this report, although this would 

be a valuable future experiment. 

Along with encoding the associated protein, the ORF of mRNAs can also play roles in the 

regulation of mRNA translation. Codon usage has a strong effect on rates of translation, 

where the inclusion of non-optimal codons inhibits elongation and reduces the stability of an 

mRNA (Boël et al., 2016; Presnyak et al., 2015). This is likely important with regards to NIP1 

and PDC1. PDC1 is a relatively high abundance mRNA and utilises optimal codons in 

almost every instance, whereas NIP1 is a relatively low abundance mRNA and does not 

utilise many optimal codons. Therefore, the PDC1 ORF mutant designed here will also have 
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an altered codon usage, which may affect mRNA dynamics and localisation patterns 

separately from RNA/nascent protein localisation elements. Chemical modifications may 

also occur to nucleotides in the mRNA coding region and affect translation; for example, m6A 

methylation of nucleotides can inhibit translation elongation (Hoernes et al., 2016). Further, 

mRNAs may form secondary and tertiary structures depending on their sequence, which are 

unfolded by the ribosome during translation (Chen et al., 2013), and many of these 

structures also results in inhibition of translation (Kontos et al., 2001). Since it has been 

shown that the localisation of NIP1 and PDC1 relies on the mRNAs being translated (Lui et 

al., 2014; Pizzinga et al., 2019; Morales-Polanco et al., 2021), these are important effects to 

keep in mind when performing mRNA mutagenesis experiments. 

Although UTR swap constructs were also not successfully produced here due to cloning 

difficulties, they also would have provided valuable data. It is possible for an mRNA to 

contain multiple localisation elements sufficient to drive localisation, and these elements may 

be found in both the ORF and UTRs (such as ASH1 (Gonzalez et al., 1999; Chartrand et al., 

1999)), which may also be the case for NIP1 and/or PDC1. This data would also be 

important in the context of protein or RNA elements driving mRNA localisation; if mRNA 

localisation is driven by the production of its protein, RNA localisation elements in the UTRs 

would be redundant. However, redundant mRNA localisation signals have been shown to 

play other roles important in mRNA localisation, for example tethering the mRNA at its 

destination (again ASH1 (Gonzalez et al., 1999; Chartrand et al., 1999)), which may also be 

true for NIP1 and/or PDC1. 

If synthesis of these swap constructs could be attempted again, a more efficient cloning 

strategy could be used to focus on restriction cloning rather than Gibson cloning. Due to the 

lack of restriction enzyme sites between UTR and ORF regions for both NIP1 and PDC1, 

swap constructs were made here by Gibson cloning, which does not rely on restriction sites 

(Gibson et al., 2009). However Gibson cloning does require PCR to generate fragments with 

overlapping ends. PCR fragments were difficult to produce for both long DNA fragments 

(e.g. the plasmid backbone with one or both UTRs) and for fragments that contained MS2 

stem loops, as the repetitive loop sequences appeared to either prevent polymerase 

extension or resulted in MS2 stem loop loss. Therefore, a cloning strategy where restriction 

sites were introduced into the mRNA region junctions before cloning, followed by restriction 

cloning may have been more successful. 

With regards to the mechanism of NIP1 and PDC1 mRNA localisation to RNA granules, 

relatively little is known. Previous work has shown that the localisation of NIP1 is dependent 

on the She2p/She3p/Myo4p transport machinery, where the deletion of She2p disrupted 
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NIP1 mRNA localisation to granules (Pizzinga et al., 2019). This may suggest that the 

localisation of NIP1 is similar to the well-characterised localisation of ASH1; ASH1 mRNA 

contains RNA localisation elements in both its ORF and 3‘UTR regions that are recognised 

by She2p and therefore linked (via She3p interactions) to the motor protein Myo4p to 

facilitate mRNA transport (Bertrand et al., 1998; Gonzalez et al., 1999; Chartrand et al., 

1999). Since She2p binds to mRNA localisation elements, it is therefore possible that the 

NIP1 ORF also contains mRNA localisation elements that are recognised by She2p. 

Conversely, it has also been shown that mRNAs whose localisation depends on the 

presence of their ORFs (and translation of the nascent protein) may be localised in a ‗zip-

code independent‘ manner (Liao and Liu, 2011; Hirashima et al., 2018). Since the 

localisation of NIP1 and PDC1 mRNAs also appear to be driven by the presence and 

translation of their ORFs (Lui et al., 2014; Pizzinga et al., 2019; Morales-Polanco et al., 

2021) it is also possible that they may be localised by similar zip-code independent 

mechanisms. Overall there are many possibilities for the mRNA localisation mechanisms of 

NIP1 and PDC1, which may involve a combination of zip-code dependent and independent 

methods. 

In addition to mRNA sequence localisation elements, it was also investigated here whether 

or not the expression levels of NIP1 and PDC1 affected their localisation, particularly since 

two highly expressed translation factor mRNAs, YEF3 and TEF1, are present in multiple 

granules per cell (Pizzinga et al., 2019). PDC1 is a highly abundant mRNA (around 16 times 

more abundant than NIP1 (Lawless et al., 2016; Lahtvee et al., 2017)), which is possibly the 

reason why PDC1 is found in higher numbers of cytosolic RNA granules than NIP1. MS2 

tagged NIP1, PDC1 and the NIP1 PDC1 ORF construct were therefore cloned into a lower 

expression yeast plasmid (CEN derived) in a bid to reduce the copy number of the mRNAs. 

These CEN constructs appeared dimmer than 2μ derived constructs and required longer 

exposure times to image. This is likely because there were fewer mRNAs to target and this 

version of the MS2 system does not achieve single molecule resolution (Pizzinga et al., 

2019), so only bulk mRNA can be visualised. Nevertheless, each CEN construct displayed 

the same RNA granule localisation pattern as genomic or 2μ derived expression; NIP1 CEN 

showed one or two granules per cell and PDC1 and NIP1 PDC1 ORF showed ~10 granules 

per cell. 

qRT-PCR results showed that although the expression of each construct was reduced in the 

CEN derived plasmid compared to the 2μ plasmid, both PDC1 and the NIP1 PDC1 ORF 

constructs were still expressed at higher levels than NIP1, possibly explaining why these 

constructs still appeared in many granules per cell. Indeed, endogenous NIP1 is present in 



172 

 

~10 copies per cell and PDC1 in ~160 copies per cell (Lawless et al., 2016; Lahtvee et al., 

2017). These data are concurrent with qRT-PCR data here that suggests CEN driven 

plasmid expression of constructs produces ~20 times more copies of PDC1 than NIP1. 

Since the CEN plasmid is expected to be present in a single copy per cell (Clarke and 

Carbon, 1985), it is unsurprising that CEN expression of PDC1 still results in multiple 

cytosolic RNA granules, as this would represent endogenous expression levels. Since PDC1 

appears to be always localised to multiple granules (whereas NIP1 is localised to one or 

two), it is likely that reducing the levels of PDC1 further would result in the mRNA being 

unable to be visualised by the MS2 system. 

Nevertheless, the fact that reduction in the levels of mRNA abundance for the NIP1 PDC1 

ORF construct did not alter its expression pattern to RNA granules suggests that, like PDC1, 

the construct localises to multiple granules regardless of its expression levels. This may be 

explained by the fact that multiple mRNAs are co-localised together in these granules. 

Taking glycolytic granules as an example, if the function of these granules is to increase the 

efficiency of the glycolytic pathway by co-localising mRNAs encoding for glycolytic proteins, 

then each granule would need copies of each glycolytic mRNA. Therefore, since all other 

glycolytic mRNAs are expressed at their endogenous levels (and the endogenous, untagged 

mRNA is also being produced from the genome), the mRNA levels of PDC1 and the NIP1 

PDC1 ORF do not alter the granule localisation pattern. 

An interesting result from the qRT-PCR data showed that the NIP1 PDC1 ORF construct 

was expressed slightly more than PDC1 and many more times than NIP1 in both the 2μ and 

CEN plasmids. Since the NIP1 PDC1 ORF construct maintains the promoter, 5‘UTR, 3‘UTR 

and terminator region of NIP1, it would therefore possibly be expected that this construct 

would display similar expression levels to NIP1. For the 2μ driven plasmids, this may be 

explained by differences in 2μ plasmid abundance between NIP1 and NIP1 PDC1 ORF 

constructs (the 2μ plasmid may be present in 40-60 copies per cell and the NIP1 promoter 

may result in ~10 mRNA copies (Chan et al., 2013; Lawless et al., 2016; Lahtvee et al., 

2017)). However qRT-PCR data also showed that the NIP1 PDC1 ORF was ~100 times 

more abundant than the NIP1 mRNA when both were expressed on the CEN plasmid. One 

possible explanation is that the production of the Pdc1 protein affects the expression from 

the plasmid in some way, though this would need to be investigated further. It is also 

possible that mRNA decay rates for the NIP1 PDC1 ORF construct were lower than NIP1 as 

the construct was protected in RNA granules. The exchange of promoter regions of NIP1 

and PDC1 mRNAs would have been interesting to investigate the effects of mRNA 
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expression levels on localisation patterns, which would have been completed here if time 

had allowed. 

Further experiments that would have been performed include the construction of multiple 

other mRNA swap constructs and co-localisation experiments with other glycolytic mRNAs. 

As discussed above, UTR exchanges between NIP1 and PDC1 mRNA would have been 

studied if cloning had been successful. Finally, since the genomic MS2 tagged PDC1 has 

been shown to co-localise with other glycolytic mRNAs, an interesting experiment would be 

to investigate whether or not this co-localisation also occurs for the NIP1 PDC1 ORF 

construct. Unfortunately, the NIP1 PDC1 ORF construct is expressed on a URA3 yeast 

vector, and URA3 selection is necessary for the function of the PP7 system (to allow dual 

imaging with the MS2 system) in these cells. A URA3 marker exchange with either TRP1 or 

LEU2 followed by co-localisation experiments with the NIP1 PDC1 ORF and other glycolytic 

mRNAs would have been completed here if time had allowed. 

6.4. Overall Summary 

Therefore, in this thesis significant inroads have been made toward the development of a 

robust system for the study of endogenous unmodified mRNA in live yeast cells. It can be 

envisaged that this approach could be used to generate a comprehensive strain collection, 

wherein a systems biology approach could be used to study the localisation of every mRNA 

in the yeast cell under a range of conditions. In addition, the question as to how different 

mRNAs localise to different granules in cells was addressed. While some evidence was 

acquired suggesting that the level of an mRNA may play a role, it was also shown that it is 

possible to switch the localisation pattern of an mRNA simply by changing the coding region. 

Future work will explore whether this effect relies upon RNA based cis-acting sequences, or 

the precise sequence of the nascent protein produced from the RNA. 
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