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A B S T R A C T 

We investigate using three-point statistics in constraining the galaxy–halo connection. We show that for some galaxy samples, the 
constraints on the halo occupation distribution parameters are dominated by the three-point function signal (o v er its two-point 
counterpart). We demonstrate this on mock catalogues corresponding to the Luminous red galaxies (LRGs), Emission-line 
galaxies (ELGs), and quasars (QSOs) targeted by the Dark Energy Spectroscopic Instrument (DESI) Surv e y. The projected 

three-point function for triangle sides less up to 20 h 

−1 Mpc measured from a cubic Gpc of data can constrain the characteristic 
minimum mass of the LRGs with a preci sion of 0.46 per cent. For comparison, similar constraints from the projected two-point 
function are 1.55 per cent. The impro v ements for the ELGs and QSOs targets are more modest. In the case of the QSOs, it is 
caused by the high shot-noise of the sample, and in the case of the ELGs, it is caused by the range of halo masses of the host 
haloes. The most time-consuming part of our pipeline is the measurement of the three-point functions. We adopt a tabulation 

method, proposed in earlier works for the two-point function, to significantly reduce the required compute time for the three-point 
analysis. 

Key words: cosmology: theory – galaxies: haloes – large-scale structure of Universe. 
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 I N T RO D U C T I O N  

imulations of structure formation have proven to be invaluable in 
nalysing cosmological data (Bertschinger 1998 ; Vogelsberger et al. 
020 ). They are used for studying nonlinear gravitational evolution, 
alidating and calibrating theoretical models of structure formation, 
nd estimating covariance matrices of clustering measurements. Cold 
ark matter simulations are the easiest to produce. They provide us
ith an accurate picture for the clustering of dark matter haloes 

Bagla 2005 ; Dehnen & Read 2011 ). The positions of galaxies
annot be obtained from the cold dark matter simulations. They 
epend on baryonic physics that is not captured by the cold dark
atter simulations (Vogelsberger et al. 2014 ; Schaye et al. 2015 ). In
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ddition, resolving galaxies in large volumes requires a much higher 
ass resolution that cannot be realized with current computers. 
alaxy surv e ys, on the other hand, measure positions of galaxies

ather than their host dark matter haloes. It is essential to have an
ccurate method of placing galaxies in these dark matter simulations 
or the robust analysis of such data. 

The Halo Occupation Distribution (HOD) approach is currently 
ne of the most widely used methods to achieve this goal (Jing, Mo &
 ̈orner 1998 ; Seljak 2000 ; Peacock & Smith 2000 ; Scoccimarro et al.
001 ; Berlind & Weinberg 2002 ; Cooray & Sheth 2002 ; Zheng et al.
005 ; Zheng, Coil & Zehavi 2007 ; Zheng et al. 2009 ). In the HOD
ramework, galaxies are placed in haloes based on some probabilistic 
rescription that depends on the properties of the host halo and its
eighbourhood. In the basic HOD models, the probability of a halo
o host a certain number of galaxies only depends on its mass. In

ore complicated models, it can also depend on the local density

http://orcid.org/0000-0001-6847-5254
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f haloes around the host and some features of the history of the
alo formation. Models of various complexity have been offered for
here exactly to place the galaxies inside the halo and how to assign
elocities to those galaxies. 

An alternative approach to connect galaxies and haloes is the sub-
alo abundance matching (SHAM) method (Kravtsov et al. 2004 ;
ale & Ostriker 2004 , 2006 ; Conroy, Wechsler & Kravtsov 2006 ;
ehroozi, Conroy & Wechsler 2010 ; Guo et al. 2016 ). By assuming
 monotonic relation between certain halo properties and certain
alaxy properties, a galaxy catalogue can be generated by matching
he observed list of galaxies sorted by galaxy property with a list of
aloes (and sub-haloes) sorted by halo property from simulations.
he method based on a Conditional Luminosity Function, which
odels galaxies as a function of both their luminosity and host halo
ass, is another alternative (Yang et al. 2003 ; Cooray 2006 ; Cooray &
uchi 2006 ; Wang et al. 2010 ). 
The HOD models have adjustable parameters that are tuned

o obtain galaxies as similar as possible to the observed sample.
raditionally, they are constrained by their two-point correlation
unction (2PCF), which is the likelihood of finding a pair of galaxies
ith a certain separation. The 2PCF for separations up to 20 h −1 Mpc

s usually used for this purpose (White et al. 2011 ; Richardson et al.
012 ; Zhai et al. 2017 ; Alam et al. 2020 ; Avila et al. 2020 ; Rossi
t al. 2021 ; Zhou et al. 2021 ). 

The 2PCF alone does not al w ays have enough constraining power.
any different combinations of HOD parameters may result in a

PCF that is consistent with the data within the measurement errors.
ne way of improving the constraints is to also fit the observed

hree-point correlation function (3PCF), which is a probability of
nding a triplet of galaxies with certain side lengths and orientation
oncerning the line of sight with respect to an observer (Hoffmann
t al. 2018 ; Hoffmann, Bel & Gazta ̃ naga( 2017 . 

The usage of the 3PCF to constrain galaxy–halo connection has a
ong history (Wang et al. 2004 ; Gazta ̃ naga & Scoccimarro 2005 ;
osalba et al. 2005 ; Mar ́ın et al. 2008 ). In more recent work,
ulkarni et al. ( 2007 ) studied the shape dependence of reduced
PCF and found that signal from reduced 3PCF could help break
he de generac y between HOD parameters. Mar ́ın ( 2011 ) measured
he redshift-space 3PCF of LRGs from SDSS on large scales up to
0 h −1 Mpc and used the 3PCF to constrain bias parameters, which
n turn helps estimate the LRG HOD parameters. Guo et al. ( 2015b )
xplored the constraining power of redshift space 3PCF on HOD
arameters, including the galaxy velocity bias. Yuan, Eisenstein &
arrison ( 2018 ) tested the potential extra constraining power of
OD parameters from squeezed 3PCF (Yuan, Eisenstein & Garrison
017 ). 
The top panel in Fig. 1 schematically shows the steps required

o constrain the HOD parameters with a 2PCF or a 3PCF. For a
et of HOD parameters, we populate mocks with galaxies according
o that model. We then measure the clustering statistics of interest,
t is compared with a similar measurement from the data, and the
osterior likelihood is assessed. This process is repeated many times
or various HOD parameter sets until the posterior likelihood is
ell explored. The most time-consuming part of this algorithm is

omputing the 2PCF and the 3PCF. Computing the 3PCF is especially
ime-consuming. The number of all possible triplets scales as N 

3 
gal ,

here N gal is the number of galaxies in the sample. For a big sample,
his requires looking at many millions of triangular configurations.
his computation needs to be performed at each point in the MCMC
hain. Recent works have proposed algorithms that make it possible
o compute certain combinations of 3PCF with N 

2 
gal complexity

Slepian & Eisenstein 2015 , 2016 ; Philcox et al. 2022 ), but even
NRAS 515, 6133–6150 (2022) 
ith these algorithmic impro v ements, this step remains the most
omputationally e xpensiv e piece in the pipeline. 

The bottom panel in Fig. 1 shows similar schematics for the
abulation approach that has been first proposed by Neistein et al.
 2011 ) and extended by Zheng & Guo ( 2016 ). In this approach,
he 2PCF of some subsets of haloes is precomputed separately
efore the MCMC stage. These measurements are then combined
ith certain weights to statistically emulate various HOD population

chemes. We describe the tabulation method in detail in Section 3 .
his approach saves a lot of computation time since the most time-
onsuming part of the algorithm is performed only once before
aunching the MCMC chain. 

The tabulation method was initially developed for the 2PCF-based
ts, but it is trivially generalizable to the 3PCF. Many of the 3PCF-
ased results that we present in this paper would have required
rohibitive computation times with the traditional approach. 
We test our method on the galaxies designed to emulate the

uminous red galaxies (LRGs), the Emission line galaxies (ELGs),
nd the quasars (QSOs) targeted by the Dark Energy Spectroscopic
urv e y (DESI Collaboration et al. 2016 ). We show the 3PCF
onstraints on the HOD parameters dominate the 2PCF results for
he DESI-like LRGs. 3PCF has up to 70 per cent impro v ement
or a certain parameter. For the ELG and the QSO galaxies, the
mpro v ements offered by adding the 3PCF are more modest because
f the lower typical host halo mass and lower density of those tracers.

 H O D  ANALYSI S  PIPELINE  

.1 HOD model 

e use a HOD prescription in which the expectation value of galaxies
osted by a dark matter halo only depends on the virial mass of
he halo. The expectation value is different for central galaxies that
ccupy the centre of the halo, and for satellites that are in virial
otion around the centre. 
For the LRGs, we use 

 N 

c 
lrg 〉 ( M) = 

A c 

2 

(
1 + erf 

[
log ( M) − log ( M cut ) 

σ

])
. (1) 

 N 

s 
lrg 〉 ( M) = A s 

(
M − M 0 

M1 

)α

H ( M − M 0 ) . (2) 

he central probability increases with mass until it saturates at
ome high mass value. The satellite probability is zero below some
hreshold mass but increases as a power law above that mass. 

In both formulas, M is the mass of the host halo. A c , referred to
s a duty cycle in the literature, is a maximum probability for high
ass haloes to host an LRG. M cut is the characteristic minimum mass

o host an LRG. σ describes how steeply the probability increases
ith halo mass around M cut . M 0 is a mass threshold for the satellite
alaxies. α controls the steepness of the increase in the satellite
robability with the host halo mass. M 1 is the extra mass above the
hreshold that the halo must have for the expected number of satellites
o be equal to one. A s sets an o v erall amplitude of the probability.
n principle, this parameter is fully degenerate with M 1 . We use
 s for convenience when creating mock catalogues because it can
e changed independently of other parameters to adjust the o v erall
umber density of the galaxies without affecting their distribution
cross masses. H is a Heaviside step function. 

This model has been demonstrated to describe well the LRGs in
OSS and eBOSS surv e ys (e.g. White et al. 2011 ; Zhai et al. 2017 ;
lam et al. 2020 ; Rossi et al. 2021 ; Zhou et al. 2021 ). 
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Figure 1. The flow chart in the top panel shows the conventional sequence of steps leading to the HOD constraints. The bottom panel shows the same flow 

chart for the tabulation approach. 
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For the ELGs (e.g. Avila et al. 2020 ), the central probability is a
aussian function that decays at both high and low mass ends. The

atellite probability is similar to the LRGs, 

 N 

c 
elg 〉 ( M ) = 

A c √ 

2 πσ
exp 

( 

−
[
log ( M ) − log ( M cut ) 

]2 

2 σ 2 

) 

(3) 

 N 

s 
elg 〉 ( M) = A s 

(
M−M 0 

M 1 

)α

H ( M − M 0 ) . (4) 

 cut , in this case, describes the most probable halo mass to host a
entral ELG and σ is the variance in the width of this pdf as a function
f mass. 
For the QSOs, we use a similar formula for the central probability

ut a slightly modified formula for a satellite probability. 

 N 

c 
qso 〉 ( M) = 

A c 

2 

(
1 + erf 

[
log ( M) − log ( M cut ) 

σ

])
, (5) 

 N 

s 
qso 〉 ( M) = A s 

(
M 

M 1 

)α

exp 

(
−M 0 

M 

)
. (6) 

he difference from the LRG is that the QSO hosting probability 
ecays exponentially at lower masses instead of having a sharp 
utoff. M 0 , in this case, controls the decay rate as we go to the lower
asses, while M 1 sets the normalization (e.g. Richardson et al. 

012 ; Smith et al. 2020 ). 
There is substantial evidence that the probability of a halo hosting 

 certain galaxy may depend on other parameters in addition to the
irial mass, a phenomenon called an assembly bias (Croton, Gao & 

hite 2007 ; Gao, Springel & White 2005 ; Pujol et al. 2017 ; Artale
t al. 2018 ; Zehavi et al. 2018 ; Hadzhiyska et al. 2020 , 2021 ). In this
ork, we ignore the assembly bias. This does not affect our main con-

lusions, since the main objective of our work is to study a potential
mpro v ement in the HOD parameter constraints, and we don’t expect
ur conclusions to be sensitive to the exact nature of the HOD model.
.2 Mock galaxy catalogue 

e use the ABACUSSUMMIT cosmological N -body simulation to 
reate mock galaxy catalogues (Garrison et al. 2021 ; Bose et al.
021 ; Garrison, Eisenstein & Pinto 2019 ; Garrison et al. 2018 , 2016 ;
etchnik 2009 ). ABACUSSUMMIT was designed to meet the cosmo- 

ogical simulation requirements of DESI. Specifically, we use the 
bacusSummit highbase c000 ph100 box of ABACUSSUM- 
IT with Planck 2018 cosmology, box size of 1000 h −1 Mpc per side,

nd 3456 3 dark matter particles with the mass of 2.1 × 10 9 h −1 M �
er particle. We use the cleaned COMPASO (Hadzhiyska et al. 2022 )
alo catalogue at the z = 0.8, 1.1, and 1.4 snapshots to create
he LRG, ELG, and QSO samples, respectively. These are the 
edshifts at which the number densities of the tracers are expected 
o peak. ABACUSSUMMIT suite provides multiple nested definitions 
f haloes, out of which we use the level two (L2) haloes (see,
adzhiyska et al. 2022 , for the details of the halo definition). We
se the centre of mass position and velocity of the largest L2
ubhalo fields, x L2com and v L2com , and generate our mocks in
edshift space. ABACUSSUMMIT simulations come with a subsample 
3 per cent ) of particles that make each halo, which will then be used
or satellite population. Based on the HOD parameters we chose, 
alaxies with a host halo mass lower than 10 11 h −1 M � barely exist.
e then set a cut-off mass and remo v ed all halo with a mass smaller

han 10 11 h −1 M � when populating HOD mock catalogues for all
racers (see Appendix A ). 

Table 1 shows the fiducial parameter values that we use to create
RG, ELG, and QSO catalogues. They were obtained by fitting to

he early version of the DESI Surv e y Validation data. These values
ay change as more DESI data is accumulated. For the purposes

f our project, ho we v er, the e xact fiducial values do not matter. The
op panel in Fig. 2 shows the expected number of galaxies per halo
s a function of the halo mass, and the bottom panel shows the
robability distribution of host halo mass for a galaxy normalized 
s the probability per log ( M ), based on fiducial parameter values in
MNRAS 515, 6133–6150 (2022) 
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M

Table 1. Fiducial values of HOD parameters for each tracer 
and the resulting comoving number density in units of 
10 −4 h −1 Mpc −3 . 

Parameters LRG ELG QSO 

log ( M cut ) 12.70 11.70 12.50 
σ 0.17 0.08 0.30 
log ( M 1 ) 13.80 12.00 15.00 
log ( M 0 ) 12.13 11.60 12.00 
α 1.28 0.33 1.20 
A c 0.70 0.025 0.05 
A s 0.70 0.03 1.00 
n 5.14 6.35 0.415 
z 0.8 1.1 1.4 

Figure 2. The top panel shows the expected number of galaxies hosted by a 
halo as a function of halo mass for the fiducial HOD parameters. The blue, 
orange, and green colours are for the LRG, ELG, and QSO, respectively. 
The solid, dash, and dash–dotted lines represent the expected number of 
all (cen + sat), central, and satellite galaxies. The bottom panel shows the 
probability distribution of host halo mass for a galaxy of each tracer. The 
solid line shows the host halo mass distribution for all, normalized as the 
probability per log ( M ), and the dashed and dash–dotted line show central 
and satellite host halo mass distribution, respectively. 
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able 1 . The host halo mass of ELG is smaller and more concentrated
han that of LRG and QSO. 

For each dark matter halo, we make a random decision on whether
o put a central galaxy in it and how many satellites (if any) we
ut in the halo. We compute the probability of a central galaxy and
ake a random draw from the Bernoulli distribution B (1, 〈 N 

c 〉 ) and
NRAS 515, 6133–6150 (2022) 
f it results in 1, we put a galaxy in the centre of the halo. As for
atellites, we chose the particle-based population approach (e.g. Yuan
t al. 2018 ), we compute the average number of satellites, then make
 random draw from Bernoulli distribution B (1, 〈 N 

s 〉 / N p ) and if it
esults in 1, we put a galaxy in the particle position, where N p is the
umber of particles attached to the halo. The total number of galaxy
istribution is then Poissonian, p ( N | M ) = Pois( 〈 N | M 〉 ). 
We assign the velocity of the halo to the central galaxy and the

elocity of the particle to the satellite galaxy. Recent works (Guo
t al. 2015a , c ) have shown that there is evidence for the velocity
ias, the velocity of galaxies being systematically different from the
elocity of the dark matter field at the same position. We ignore
elocity bias in this work. This should not affect our results for the
easons outlined in the previous paragraph. 

The procedure for creating mock catalogues is intrinsically
tochastic. Depending on the outcomes of random draws, we can
et many dif ferent equi v alent realizations of the galaxy population
ollowing the same HOD model on average. 

.3 Pr ojected corr elation functions 

PCF, ξ (2) ( r ), describes a probability of finding two galaxies in
nfinitesimal volumes d V 1 and d V 2 that are separated by r . This
robability is proportional to d V 1 d V 2 [1 + ξ (2) r )] and is convention-
lly normalized so that for particles distributed in space with uniform
robability (all spatial points are equally likely to host a particle)
(2) ( r ) = 0. The 3PCF, ξ (3) ( r 12 , r 23 , r 31 ), is similarly defined as an
 xcess probability (o v er spatially uniform distribution) of finding
 triplet of galaxies to be separated by r 12 , r 23 , and r 31 (Peebles
980 ). 2PCF of observed galaxies depends only on the along and
cross the line-of-sight separations (with respect to the observer)
f galaxies instead of the full separation vector, ξ (2) ( r ) = ξ (2) ( r p , π)
here r p is a distance perpendicular to the line of sight and π is
 distance along the line of sight. The 3PCF similarly depends on
hree perpendicular separations and two relative distances along the
ine of sight, ξ (3) ( r 12 , r 23 , r 31 ) = ξ (3) ( r p12 , r p23 , r p31 , π12 , π23 ). The
ariations in the line of sight separation in these correlation functions
epend on the velocities of the galaxies in addition to their positions.
o make HOD modelling easier, projected correlation functions are
ften used (Davis & Peebles 1983 ; Zheng 2004 ). They are defined
y 

 

(2) 
p ( r p ) = 

π� ∫ 
−π� 

d πξ (2) ( r p , π) , (7) 

 

(3) 
p ( r p12 , r p23 , r p31 ) = 

π� ∫ 
−π� 

d π1 d π2 ξ
(3) ( r p12 , r p23 , r p31 , π1 , π2 ) . (8) 

The value of π� is usually chosen to be of the order of a few tens
f megaparsecs. This is done to smooth over peculiar velocity effects
hat affect the functional dependence of the correlation functions in
he parallel to the line-of-sight direction. We derive our main results
sing the value of π� = 100 h −1 Mpc for the projected 2PCF. This
alue is large enough for the residual peculiar velocity effects to
e negligible. Although, these projected correlation functions will
epend on the velocities of the galaxies unless π� → ∞ (see e.g.
orberg et al. 2009 ; van den Bosch et al. 2013 ). Lower values
f π� maybe optimal because they do not depend on large-scale
orrelations that are noisier, but using a lower integration limit would
equire careful modelling of the peculiar velocity effects, and the
ifference turns out not to be big enough to affect any of our main
onclusions (see Appendix B ). 

art/stac2147_f2.eps
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Figure 3. projected separation as a function of the triangular index. 
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.4 Measuring projected correlation functions 

he 2PCF and 3PCF are usually measured by counting the number 
f galaxy pairs and triplets for the data and for uniform distribution
n the same volume. They can be estimated from these pair and triplet
ounts by 

(2) ( r p , π) = 

D D ( r p , π) 

R R ( r p , π) 
− 1 , (9) 

(3) ( r p12 , r p23 , r p31 , π1 , π2 ) = 

D D D ( r p12 , r p23 , r p31 , π1 , π2 ) 

R R R ( r p12 , r p23 , r p31 , π1 , π2 ) 
− 1 , 

(10) 

here DD is the number of pairs of galaxies separated by certain
adial and transverse distances, DDD is the number of triplets of
alaxies having a specific triangular configuration, and RR and RRR 

re the equi v alent number of pairs and triplets from a uniform random
istribution. Additive factors of −1 normalize the correlations to be 
ero when DD ∼ RR and DDD ∼ RRR . 

We compute the two-point projected correlation functions by esti- 
ating the 2PCF first and then integrating the estimated correlation 

unctions o v er π. F or the three-point projected correlation function,
e use a slightly modified algorithm. Instead of equation ( 8 ), we

ompute a simplified version (SV), 

 

(3) 
p(SV) = 

∑ 

π1 , π2 

D D D ( r p12 , r p23 , r p31 , π1 , π2 ) 

∑ 

π1 , π2 

R R R ( r p12 , r p23 , r p31 , π1 , π2 ) 
− 1 

= 

D D D ( r p12 , r p23 , r p31 ) 

R R R ( r p12 , r p23 , r p31 ) 
− 1 . (11) 

his is not the same projected correlation function as the one defined
n equation ( 8 ). Equation ( 8 ) computes the integral over π1 and π2 ,
hich still needs triangle counting in a five-dimensional (5D) space. 
n the other hand, equation ( 11 ) computes a ratio of sums o v er π1 

nd π2 , which reduces triangle counting to a 3D space only based
n r p12 , r p23 , and r p31 . What we estimate with equation ( 11 ) is still
 three-point function that depends on the distribution of triangular 
onfigurations, and it is projected in a sense that it is insensitive to
he radial separation between the three galaxies (and therefore also 
nsensitive to the velocities of the galaxies). The second function is
ignificantly easier and faster to compute. We choose the ̂  z -direction 
f the ABACUSSUMMIT boxes to be the line of sight of the observer.
his makes the projected distance along z the π and the projected 
istance in the x –y plane the r p . This lets us completely ignore the

ˆ  -direction and significantly accelerate the triplet counting part of 
he algorithm. We use a modified version of the GANPCF package, 1 

hich is a GPU accelerated tool for N -point correlation function 
easurements, to compute the DDD counts defined this way. 
We measure the DD counts of the projected 2PCF using COR-

FUNC package (Sinha & Garrison 2020 ; Sinha & Garrison 2019 )
etting π� = 100 h −1 Mpc. A smaller value of π� would result in a
ess noisy measurement, but since our main objective is to compare 
he relative constraining power of the two- and three-point clustering, 
e need to compute both in similar settings. 
Our volume is a simple periodic cube, and the RR and RRR

ounts for the uniform distribution can be computed analytically 
see Appendix C for analytical RRR computation). 

The correlation functions change more rapidly at small separa- 
ions. We require narrower bins at smaller separations in order not 
 https:// github.com/dpearson1983/ ganpcf

F  

m
w  
o lose too much information to the binning effects. To achieve this,
e measure w 

(2) 
p ( r p ) in 12 bins equally spaced in log 10 r p between 0.1

nd 20 h −1 Mpc. 
We use the same binning for the three sides of the
 

(3) 
p(SV) ( r p12 , r p23 , r p31 ). We arrange triplets of separations by starting
ith all possible unique triplets that satisfy r p12 ≤ r p23 ≤ r p31 .
e start with the triplet that has all three sides belonging to the

hortest separation bin. We then arrange all other triplets so that
ach following triplet is in increasing order of r p12 . Triplets that
ave equal r p12 are internally arranged by increasing r p23 . Finally, the
riplets that have both r p12 and r p23 equal are arranged by increasing
 p31 . We remo v e triplets for which the midpoints of the bins do not
atisfy the triangular condition r p31 ≤ r p12 + r p23 . Once the triplets
re arranged and sorted in this way, we assign to each one of them
n integer ‘triangular index’. For our choice of binning, we end up
ith 99 unique triangular configurations. Fig. 3 shows the values of
 p12 , r p23 , and r p31 as a function of the triangular index. 

.5 Co v ariance matrix of projected correlation functions 

e use the jackknife re-sampling method to estimate the variance of
lustering. We divide the simulation volume into N sub sub-volumes. 
e compute the projected 2PCF and 3PCF by omitting each one of

he subvolumes. This results in N sub measurements corresponding 
o ( N sub − 1)/ N sub fraction of the origin volume. Covariance matrix
rom the jackknife method is then estimated by: 

 

jk 
i,j = 

( N sub − 1) 

N sub 

N sub ∑ 

k= 1 

( X 

k 
i − X̄ i )( X 

k 
j − X̄ j ) (12) 

here X 

k 
i is the clustering measurements (either 2PCF or 3PCF) in

he i th bin from the k th jackknife realization. Overline denotes an
verage measurement over all realizations. 

¯
 i = 

1 

N sub 

N sub ∑ 

k= 1 

X 

k 
i . (13) 

his version of the jackknife realization is referred to as ‘delete-one’
ersion in the literature. 

We set N sub = 400 to make sure we have enough sub-volumes
o estimate the error of 3PCF. We slice the box Z (LOS) axis
nto rectangles with an equal area squared base on X –Y plane.
ig. 4 shows the correlation matrices for LRGs, ELGs, and QSOs
easured by the jackknife method using the HOD mock catalogue 
e populated as described in Section 2.2 . Each panel shows a matrix
MNRAS 515, 6133–6150 (2022) 
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M

Figure 4. Correlation matrices including the projected 2PCF and projected 3PCF (simplified version) for LRGs (left-hand panel), ELGs (mid panel), and QSOs 
(right-hand panel) used in this analysis derived by the Jackknife re-sampling. We include all bins between r p = 0.1–20 h −1 Mpc for the projected 2PCF, all 
triangles of LRGs, triangle index from 15 to 99 of ELGs, and triangle index from 28 to 99 of QSOs for the projected 3PCF. The colour indicates the level of 
correlation, where red represents 100 per cent correlation and dark blue means a low level of anticorrelation. 
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ith horizontal and vertical division dash lines. The first column
isplays the correlation between r p bins in the projected 2PCF with
tself (bottom) and with the triangles in the projected 3PCF(top).
he second column is the correlation between the 2PCF and 3PCF

bottom) and 3PCF with itself. For the correlation matrix of LRGs,
here is a strong auto-correlation for the projected 2PCF at scale r p 
 1.4 h −1 Mpc (after 6th bin) and for the projected 3PCF with at

east two triangle side lengths r p > 1.4 h −1 Mpc. There is a cross-
orrelation between 2PCF at a relatively large scale and 3PCF with
t least two triangle side lengths at a corresponding scale, while other
ross-correlation is quite weak. The correlation matrices of ELGs and
SOs show similar patterns as LRGs, but with a weaker correlation.
These covariances correspond to the constraining power of a one

ubic Gigaparsec box. The actual DESI samples will co v er a much
arger volume. For small separations, the covariances on both the
PCF and the 3PCF will scale as an inverse of a volume. 
Solid circles in Fig. 5 show the projected 2PCF measurements from

he mock catalogue for different tracers and the jackknife errorbars.
he first bin of the ELG and the first three bins of the QSO projected
orrelation function have been omitted. For ELGs, it is a conserv ati ve
hoice to omit the smallest scale bin (see Appendix A ). For QSOs,
he number density of QSOs is too small to have a sufficient number
f pairs on those small scales. Fig. 6 shows a similar plot for the
rojected 3PCF where all triangles that include the bins omitted for
he 2PCF have been removed. This results in 99, 85, and 60 triangular
onfigurations for LRGs, ELGs, and QSOs, respectively. We keep the
riginal triangular inde x es that hav e been assigned before the removal
f the low separation triangles. As a result, the ELG triangular index
tarts with 15, and the QSO triangular index starts with 40. 

.6 Constraining HOD parameters 

ot all three galaxy samples we consider can be constrained equally
ell with data from a one cubic Gigaparsec box. We find that for

he LRGs it is possible to constrain all five parameters: log ( M cut ),
, log ( M 1 ), log ( M 0 ), and α ( A c and A s are used for the tuning of

he number density of the LRG sample and do not affect the 2 and
 PCF). For ELGs, constraining all five parameters turns out to be
ore difficult. We only let the log ( M cut ), α and A s be free parameters

nd fix the remaining two to their fiducial values. A s is degenerate in
ts effects with log ( M 1 ). We choose to vary A s in our computations
or conv enience. F or QSOs, we need to further reduce the number of
ree parameters because the QSO sample has a much lower number
NRAS 515, 6133–6150 (2022) 
ensity. We set log ( M cut ) and log ( M 1 ) as free parameters and fix
he remaining three to their fiducial values. We apply flat priors for
ll free parameters. The intervals are listed in Table 2 . The fiducial
alues for the fixed parameters are listed in Table 1 . 

We perform Markov chain Monte Carlo (MCMC) to obtain the
osterior probability distribution of parameter space. The likelihood
unction L ∝ exp −χ2 / 2 , where χ2 is given by 

2 = �X i ( S 
′ ) −1 

ij �X j , (14) 

here � X i is the difference of binned 2PCF and 3PCF between
heory and observation, which corresponding to tabulated estimation
nd HOD mock measurements in our case, and ( S ′ ) −1 is the inverse
f the re-scaled covariance matrix. Here, we follow Percival et al.
 2021 ) to take into account the error propagation from the error in
he covariance matrix into the fitting parameters. 

 

′ = 

( n s − 1)[1 + B( n d − n p )] 

n s − n d + n p − 1 
S, (15) 

 = 

( n s − n d − 2) 

( n s − n d − 1)( n s − n d − 4) 
, (16) 

here n s is the number of jackknife realizations, n d is the number of
ata points we are fitting to, and n p is the number of free parameters
n the model. S is the original covariance matrix. 

We use a modified version of COSMOMC (Lewis & Bridle 2002 ) as
n MCMC engine, which uses the Metropolis–Hastings algorithm,
o sample the parameter space and search for the minimum χ2 . We
un 16 chains in parallel with MPI and we ignore the first 30 per cent
f each chain as burn-in. We apply the Gelman and Rubin R statistic
An, Brooks & Gelman 1998 ) as convergence criteria, all of our
hains have R − 1 < 0.01, which represents a good convergence.
ince the tabulation method provides us a fast estimation of projected
PCF and 3PCF (see Section 3 ), the MCMC stage takes less than
alf an hour to converge for a joint run using both 2PCF and 3PCF. 

 TA BU LATI ON  M E T H O D  O F  C O M P U T I N G  

A L A X Y  N -POI NT  C O R R E L AT I O N  F U N C T I O N S  

.1 Tabulated 2PCF 

he two steps leading to the pair counts of the mock catalogue
populating N -body mocks with galaxies and counting pairs of

art/stac2147_f4.eps
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Figure 5. Panels on top are the projected 2PCF from HOD mock catalogue and tabulation method with fiducial HOD parameters for different tracers. The blue, 
orange, and green colours are for LRGs, ELGs, and QSOs, respectively. Filled markers are measurements from the fiducial HOD mock catalogue, and errors 
are calculated using the jackknife method. Solid lines represent measurements from the tabulation method. Bottom sub-panel: Dot–dashed lines are absolute 
values of percentage difference and the light-shaded areas represent jackknife errors. 

Figure 6. A similar plot for 3PCF. Panels on top are the simplified projected 3PCF from HOD mock catalogue and tabulation method with fiducial HOD 

parameters for different tracers. The blue, orange, and green colours are for LRGs, ELGs, and QSOs, respectively. Filled markers are measurements from the 
fiducial HOD mock catalogue, and errors are calculated using the jackknife method. Solid lines represent measurements from the tabulation method. Bottom 

sub-panel: Dot–dashed lines are absolute values of percentage difference and the light-shaded areas represent jackknife errors. 

Table 2. The flat prior interval on HOD parameter for different 
tracer, fitting to LRG, ELG, and QSO HOD mock catalogue have 5, 
3, and 2 free parameters, respectively. 

Parameters LRG ELG QSO 

log ( M cut ) [12.0, 13.5] [11.0, 13.5] [11.5, 13.5] 
σ [0.0001, 1.0] – –
log ( M 1 ) [12.5, 14.5] – [13.0, 17.0] 
log ( M 0 ) [11.0, 15] – –
α [0.0, 2.0] [0.0, 2.0] –
A c – – –
A s – [0.0, 0.2] –

Note . The dash represents the fiducial value. 
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alaxies – can be formally summarized with the equation 

 D ( r p ) = 

∑ 

ij 

� 

r p 
ij D i D j , (17) 
here each index in the double summation goes o v er all halo centres
nd halo particles, 

 

r p 
ij = 

⎧ ⎨ 

⎩ 

1 , if distance between (i,j) pair falls within 
the specified r p bin 

0 , otherwise 
, (18) 

nd D is a stochastic variable, 

 i = 

{
1 , if the i th halo/particle got populated by a galaxy 
0 , otherwise 

. (19) 

e rewrite equation ( 17 ) as 

D = 

N h ∑ 

ij 

� 

hh 
ij D 

h 
i D 

h 
j + 2 

N h ,N p ∑ 

i,j 

� 

hp 

ij D 

h 
i D 

p 

j + 

N p ∑ 

ij 

� 

pp 

ij D 

p 

i D 

p 

j 

(20) 

xplicitly separating haloes and particles, where superscripts h and 
 refer to the haloes and particles, respectively, N h and N p are
he numbers of haloes and particles, and we dropped the r p label
or brevity. In the traditional approach (top panel of Fig. 1 ), the
andom numbers D have to be drawn for and the double sum over all
MNRAS 515, 6133–6150 (2022) 
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ccupied haloes and particles computed for every HOD model under
onsideration. 

The tabulation approach reduces the complexity of this computa-
ion by employing the following trick. The expectation value of the
air count is 

 D D 〉 = 

N h ∑ 

ij 

� 

hh 
ij λ

c 
i λ

c 
j + 2 

N h ,N p ∑ 

i,j 

� 

hp 

ij λ
c 
i λ

s 
j + 

N p ∑ 

ij 

� 

pp 

ij λ
s 
i λ

s 
j , (21) 

here λc and λs are the expected values of that particular halo or a
article to host a central or satellite galaxy in a given HOD model.
ince these numbers only depend on the mass of the host halo, we
an simplify the computation by binning the haloes and particles
nto bins of mass in log space narrow enough to prevent a significant
hange in the expected values within it . The pair count can then be
ewritten as 

 D D 〉 = 

N k h ,N 

 
h ∑ 

i,j 

N b ∑ 

k
 

� 

hh 
ij ,k
 λ̄

c 
k λ̄

c 

 

+ 2 

N k h ,N 

 
p ∑ 

i,j 

N b ∑ 

k
 

� 

hp 

ij ,k
 λ̄
c 
k λ̄

s 

 + 

N k p ,N 

 
p ∑ 

i,j 

N b ∑ 

k
 

� 

pp 

ij ,k
 λ̄
s 
k λ̄

s 

 , (22) 

here the indices k and 
 now go o v er N b number of mass bins, N 

k 
h 

s the number of haloes in the k th mass bin (similarly for particles),
nd λ̄c and λ̄s are the ef fecti v e av erage e xpected values in each mass
in, 

c̄ 
k = 〈 N 

c 〉 ( M k ) , (23) 

s̄ 
k = 〈 N 

s 〉 ( M k ) 
N 

k 
h 

N 

k 
p 

, (24) 

here 〈 N 

c 〉 ( M k ) and 〈 N 

s 〉 ( M k ) are the expeced numbers of central
nd satellite galaxies hosted by a halo in the k th mass bin; M k is the
epresentative mass in the k th mass bin, log M k ± ( � log M )/2, where
 log M is the width of log space mass bin; and λ̄s 

k [the expected
otal number of satellite galaxies in the k th mass bin, 〈 N 

s 〉 ( M k ) N 

k 
h ,

ivided by N 

k 
p ] gives the average expected value for each particle to

ost a satellite galaxy. 
Switching the order of summation, we get 

 D D 〉 = 

N b ∑ 

k
 

λ̄c 
k λ̄

c 

 D D 

hh 
k
 + 2 

N b ∑ 

k
 

λ̄c 
k λ̄

s 

 D D 

hp 

k
 + 

N b ∑ 

k
 

λ̄s 
k λ̄

s 

 D D 

pp 

k
 , 

(25) 

here 

 D 

hh 
k
 = 

N k p ,N 

 
p ∑ 

i,j 

� 

hh 
ij ,k
 (26) 

s the number of halo pairs with a separation that falls in the specified
in, where one member of the pair is in mass bin k while another
s in mass bin 
 (similarly for the particle–halo and particle–particle
airs). 
Equation ( 26 ) is equi v alent to equation ( 21 ) but has two advan-

ages. First, it gives an average value of the number count expected
or a given HOD model instead of a specific realization that includes
tochastic noise. Secondly, it has the potential to save a significant
mount of computational time. The most time-consuming part of
he computation – the double sum o v er haloes and particles – can
e performed only once. Changing the HOD model amounts to
imply summing up precomputed pair counts with different weights,
 procedure that is orders of magnitude faster. 
NRAS 515, 6133–6150 (2022) 
This method was used by Zheng & Guo ( 2016 ) to estimate 2PCF
rom N -body simulations efficiently. The approach we introduced
bo v e is more like section 2.2 in Zheng & Guo ( 2016 ), case with
ubhaloes, but instead of subhaloes, we populate satellite with
articles here. This method could be applied to different kinds of
alaxy clustering, e.g. real space 2PCF, projected 2PCF, and 2PCF
ultipole. The correlation function is given by a similar weighted

um o v er different mass bin cross-correlations and we take the
rojected correlation function as an example to show in detail. 
Haloes and particles live in the same periodic box, so the RR counts

re identical for them. This means that the projected 2PCF is also
 weighted average of the cross-2PCF of different mass haloes (and
articles) 

 

(2) 
p , gg ( r p ) = 

N b ∑ 

k,
 

w 

c ( M k ) w 

c ( M 
 ) w 

(2) 
p , hh ( r p , M k , M 
 ) 

+ 2 
N b ∑ 

k,
 

w 

c ( M k ) w 

s ( M 
 ) w 

(2) 
p , hp ( r p , M k , M 
 ) 

+ 

N b ∑ 

k,
 

w 

s ( M k ) w 

s ( M 
 ) w 

(2) 
p , pp ( r p , M k , M 
 ) , (27) 

here w 

(2) 
p , hh ( r p , M i , M j ) is the two-point cross-correlation function

f haloes in the i th and j th mass bins (similarly for the halo-particle
nd particle–particle correlation functions) and naively, we could
ake the weight as 

 

c 
raw ( M k ) = λ̄c 

k = 〈 N 

c 〉 ( M k ) , (28) 

 

s 
raw ( M k ) = λ̄s 

k = 〈 N 

s 〉 ( M k ) 
N 

k 
h 

N 

k 
p 

. (29) 

We define equations ( 29 ) and ( 30 ) as ra w weights, ra w weights are
 good approximation in most cases but have some exceptions. We
ill further explain this in Section 3.3 . 
Solid lines in the top panels of Fig. 5 show the galaxy projected

PCF computed using the tabulation method. The bottom panels
how the fractional deviation between the projected 2PCF computed
ith the tabulated method and a specific realization. The offset is,

n all cases, within the expected standard deviation. The offsets are
aused by the stochasticity in a specific realization, the tabulated
ethod being almost noise-free. There is a very small stochastic

oise in the tabulated 2PCF related to the finite number of haloes
nd particles in the box, but it is negligible compared to the noise in
 single realization. 

.2 Tabulated 3PCF 

e further generalize deri v ation in the previous section to the 3PCF.
imilar arguments lead to the expression 

 

(3) 
p , ggg ( � ) = 

∑ 

i,j ,k 

w 

c ( M i ) w 

c ( M j ) w 

c ( M k ) w 

(3) 
p , hhh ( � , M i , M j , M k ) 

+ 3 
∑ 

i,j ,k 

w 

c ( M i ) w 

s ( M j ) w 

s ( M k ) w 

(3) 
p , hpp ( � , M i , M j , M k ) 

+ 3 
∑ 

i,j ,k 

w 

s ( M i ) w 

c ( M j ) w 

c ( M k ) w 

(3) 
p , phh ( � , M i , M j , M k ) 

+ 

∑ 

i,j ,k 

w 

s ( M i ) w 

s ( M j ) w 

s ( M k ) w 

(3) 
p , ppp ( � , M i , M j , M k ) , 

(30) 
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here r p12 , r p23 , and r p31 are abbreviated as � . Solid lines on top
anels of Fig. 6 show the galaxy projected 3PCF computed using the
abulation method. Similarly to the 2PCF, the measurement from a 
ingle realization is noisier but consistent within expected errors for 
ll tracers. 

.3 Mass binning effects 

e bin the mass of the host halo in 20 bins between around 11 <
og M � < 14.8 (see Appendix A for details about downsampling). 
he bins are narrow enough to prevent a significant change in the
osting probabilities within the bins, and assigning to each halo and 
article a probability at the middle of the bin (we referred to this
ractice as a raw probability) is in most cases a good approximation.
o we ver, there are some exceptions if we shift the satellite parameter

og ( M 0 ) of ELG a little bit to 11.7, where hosting probability drops
ery steeply below log ( M halo ) ∼ 11.7, and the middle of the bin fails
o capture satellite information. Fig. 7 demonstrates the nature of this
roblem. 
The black dashed and dot–dashed lines in the top panel of Fig. 7

how the expected number of the central and satellite ELGs in our
ducial HOD model. Bold grey vertical dash lines and grey vertical 
ot–dashed lines show the edges and the middle of the mass bin.
he peach and lavender histogram shows the number of haloes and 
articles in each mass bin. Empty triangles pointing to the right show
he raw weights based on the value in the middle of the mass bin and
he filled triangles pointing to the left show the refined weights. For

ost of the mass range, the two are very consistent. The last nonzero
in on the left (fourth bin) is the exception. The mean number drops
o steeply with the mass that it reaches an extremely low number for
he middle mass of that bin. If we applied weight based on that value,
ery few of the haloes in that mass bin would acquire a satellite.
his would incorrectly down-weight the haloes close to the right 
dge of the mass bin that has a substantial probability of hosting a 
atellite. 

Increasing the number of mass bins is, ho we ver, impractical as it
ould significantly increase the number of separate cross-correlation 

unctions that we need to keep track of. Ho we ver, this problem would
o away if we used a finer binning for the mass of the host halo. We
odify our probabilities as 

 

c 
ref ( M k ) = 

N sub ∑ 

k ′ 

N 

k ,k ′ 
h 

N 

k 
h 

w 

c 
raw ( M k ,k ′ ) = 

N sub ∑ 

k ′ 

N 

k ,k ′ 
h 

N 

k 
h 

〈 N 

c 〉 ( M k ,k ′ ) (31) 

 

s 
ref ( M k ) = 

N sub ∑ 

k ′ 

N 

k ,k ′ 
h 

N 

k 
h 

w 

s 
raw ( M k ,k ′ ) = 

N sub ∑ 

k ′ 

N 

k ,k ′ 
h 

N 

k 
p 

〈 N 

s 〉 ( M k ,k ′ ) . (32) 

As shown in the lower left-hand panel of Fig. 7 , we further
ubdivided the mass bin into N sub = 20 sub-bins, and took a weighted
v erage of ra w weights for each sub-mass bin w raw ( M k ,k ′ ) based on
he number of haloes N 

k ,k ′ 
h in this sub-mass bin. The dashed line on

his panel shows the raw weight of this mass bin before correction; the 
olid line shows the refined weight. For central weight, the difference 
s subtle. For satellite weight, refined weight accurately accounts the 
ontribution of satellites from this mass bin, while raw weight failed 
o capture a number. 

The lower right-hand panel of Fig. 7 compares the tabulated 
rojected 2PCF computed with the raw weights and the refined 
eights. The raw weights clearly fail to describe the 2PCF on 

he scales of r p < 0.1 where the systematic offsets are more than
0 per cent of the signal. 
This problem will appear whenever there are variations in the 
xpected number of galaxies (either satellites or centrals) across 
he width of the bin. When using raw weights we are making an
pproximation 

M max ∫ 
 min 

d M w ( M) 
d N 

d M 

≈ w ( M ) N 

tot , (33) 

here M is the middle of the bin, � M is the width of the bin,
he integration is between M − �M/ 2 and M + �M/ 2, and the
 

tot is the total number of galaxies in that bin. To see when this
pproximation may fail, we can expand the weight function on the
eft side of the equation in the Taylor series around the middle point
s 

( M) = w( M ) + 

d w 

d M 

∣∣∣
M= M 

( M − M ) + 

1 

2 

d 2 w 

d M 

2 

∣∣∣
M= M 

( M − M ) 2 

+ O[( M − M ) 3 ] . (34) 

he integral over the first term results in w( M ) N 

tot , which exactly
atches with our approximation. The second term integrates to zero 

as an odd function o v er symmetric limits). The third term integrates
o w 

′′ ( M )( �M) 3 N 

tot / 24, here the double prime denotes the second
eri v ati ve with respect to halo mass, � M is the width of the bin. 2 This
s the leading error term and it needs to be small for the approximation
o be valid. The condition is 

w 

′′ ( M ) 

w( M ) 
� 24 

( �M) 3 
. (35) 

If this condition between the second deri v ati ve of the weights
nd the width of the mass bin starts breaking down the weight
efining procedure described in this section may be in order. This
ondition is obviously broken for our HOD models since they contain
 discontinuous function in the satellite probability in equations ( 2 )
nd ( 4 ). 

 RESULTS  

e create DESI like LRG, ELG, and QSO samples as described
n Section 2.2 . We then use the MCMC method to fit the HOD
arameters for the model described in Section 2.6 with the covariance 
atrix obtained as described in Section 2.4 . The covariance matrix

epresents the variance in the measurements expected from a cosmic 
olume of 1 cubic GigaParsecs. The actual DESI measurements 
ill be obtained from larger v olumes, b ut since the errors on
oth the 2PCF and the 3PCF scale similarly with the volume, the
elative strength of the constraints coming from the two will not
hange. 

Fig. 8 shows 1 σ uncertainty band of LRG sample HOD function
rom 2PCF only fitting and 2PCF + 3PCF joint fitting. The light
lue band shows 68 per cent CL uncertainty from 2PCF only, and the
ark blue band shows the band from 2PCF + 3PCF joint fitting. The
range line represents the fiducial HOD setting as the truth behind
he mock we fit to. It is clear to see that joint fitting has a much
arrow band compared to the one using 2PCF only, especially for
he range log ( M halo > 12.7), which indicate a much better constraint
n satellite parameters from joint fitting. Fiducial HOD lie in the 1 σ
and shows a good reco v ery for both cases. 
MNRAS 515, 6133–6150 (2022) 



6142 H. Zhang et al. 

MNRAS 515, 6133–6150 (2022) 

Figure 7. Mass binning effects for ELGs when shift satellite parameter log ( M 0 ) slightly to 11.7 from fiducial, all other parameters remain at fiducial value. 
Top panel: Gray vertical lines show the edges (dashed) and the middle points (dashed–dotted) of the mass bins. The lines show the expected number of centrals 
(dashed) and satellites (dashed–dotted). The bars show the available number of haloes (peach) and particles (lavender) in the simulation. Triangles show the 
weight of satellites computed with the raw probabilities (open) and refined probabilities (filled). The open and filled circles show the same information for 
the centrals. Bottom left-hand panel: A zoom-in version of the fourth mass bin, where raw weights do not work. Thin dotted vertical lines show the edges of 
sub-mass bin. The peach bars show the number of haloes in each sub-mass bin. The open circles and triangles sho w v alues of raw weights for each sub-mass 
bin. The orange horizontal dash line shows raw central weight for the fourth mass bin, and the orange solid line shows refined central weight for the fourth 
mass bin. The solid purple line shows refined satellite weight for the fourth mass bin, and there is no dash purple line for raw satellite weight because the value 
is zero. Bottom right-hand panel: blue squares show the measured projected 2PCF of the galaxies from the ELG HOD mock catalogue using HOD parameters 
plotted. Lines show the projected 2PCF computed with the tabulated method using the raw (dashed) and refined (solid) weights. 

Figure 8. 1 σ band of LRG sample HOD. The light blue is the 68 per cent 
CL uncertainty from projected 2PCF only, and the dark blue band is the 
68 per cent CL uncertainty from joint fitting of projected 2PCF and simplified 
version projected 3PCF. Orange line is the fiducial HOD of an LRG sample. 
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Fig. 9 shows 1 and 2 σ confidence level contours on the HOD
arameters for the LRG sample. These constraints are dominated by
he w 

(3) 
p(SV) . The impro v ement is especially large for the parameters

og M cut , σ , and log M 1 . The 3PCF constraints on those parameters
mpro v e by 70, 49, and 62 per cent, respectively, compared to
he 2PCF results. Combined fitting does not significantly differ
rom the 3PCF only results. Table 3 summarizes the marginalized
tatistic for each fit. From the 1D distribution of each parame-
er in Fig. 9 , all cases successfully reco v er the fiducial HOD 

arameters. 
Figs 12 and 13 show 1 and 2 σ confidence level contours for

he ELG at redshift 1.1 and 0.8 and QSO samples at redshift 1.4,
espectively. We only free HOD parameters as shown in the contours
or these tracers. For the ELG and QSO, the constraints are dominated
y the projected 2PCF. Impro v ements offered by the addition of the
rojected 3PCF are negligible. 
There could be several reasons why the LRGs benefit greatly from

he addition of the 3PCF information while ELGs and QSOs do
ot. One potential explanation is that the ELGs and QSOs are at
igher redshifts where matter underwent less nonlinear evolution

art/stac2147_f7.eps
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Figur e 9. Mar ginalized probability distribution of HOD parameters for DESI like LRG sample at z = 0.8. The results from the projected 2PCF and 3PCF are 
shown in grey and red, respecti vely. Blue sho ws the joint constraints from the two. The contours represent 68 and 95 per cent confidence levels. 1D marginalized 
distribution for each parameter is shown on top of each column. The dash line and light yellow cross markers show fiducial HOD parameter values. 

a
e
e
e

 

d

a  

m
o  

r  

w  

l  

1  

s

 

1  

u  

a  

b
M

t  

s  

p  

(  

8  

o  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/515/4/6133/6652503 by U
niversity C

ollege London user on 12 Septem
ber 2022
nd the three-point signal is not as pronounced. Another potential 
xplanation is that galaxies of different host halo masses are not 
qually sensitive to the three-point information (see e.g. Kulkarni 
t al. 2007 ). 

To study the sensitivity of 2PCF and 3PCF to HOD parameters at
ifferent fiducial values we make a plot of the partial deri v ati ve of w 

(2) 
p 

nd w 

(3) 
p(SV) with respect to log ( M cut ) normalized to the variance in the

easurement at the fiducial value. Fig. 10 shows partial derivatives 
f the 2PCF and the 3PCF with respect to log ( M cut ) with other pa-
ameters fixed to their fiducial value. To make the plot more readable,
e separate it into two parts. The top panel co v ers the range 12 <

og ( M cut ) < 13.5 while the bottom panel co v ers 13.5 < log ( M cut ) <
4. High values of this derivative mean that the measurement at that
pecific bin is highly sensitive to small changes in M cut 
The deri v ati ve of w 

(2) 
p reaches its highest v alue at log ( M cut ) =

3.28 then drops back, while the deri v ati ve of w 

(3) 
p(SV) keeps increasing

p until 13.5 and only then drops down. The 3PCF displays
 larger cumulative sensitivity in the range log ( M cut ) > 13.16,
elow which the 3PCF is not as sensitive to small changes in 
 cut as w 

(2) 
p . 

Another thing apparent from the figure is that the small-scale 
riangles are more sensitive to log ( M cut ) compared to their large-
cale counterparts (as evident by the local peaks in the right-hand
anel). Those triangles with all side lengths within the first 6 bins
side lengths r p < 1.41 h −1 Mpc, corresponding to triangle indices 1-
, 15-21, 28-33, 40-43, 51-53, 61), peak at log ( M cut ) = 13.5, while
ther triangles behave just like w 

(2) 
p , dropping back at log ( M cut ) =
MNRAS 515, 6133–6150 (2022) 
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M

Figure 10. Partial deri v ati ve of w p with respect to log ( M cut ) normalized using error of w p when fixing other HOD parameters. Plot has been separated into 
two panels to a v oid o v erlap when partial deri v ati ve drop do wn. 

Figure 11. Similar plot as Fig. 10 for ELG sample at fiducial redshift z = 1.1. 
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3.28. The different behaviour of small scale triangles and small
cale pairs leads to a higher sensitivity to HOD parameter changes
or small scale w 

(3) 
pSV . The normalized deri v ati ve of w 

(3) 
p(SV) hit around

000 while w 

(2) 
p remains at 1500. 

Fig. 11 shows the similar plots for ELG sample at z = 1.1. The
ensitivity in both the 2PCF and the 3PCF increases in the range of
1.3 < log ( M cut ) < 11.98 and then drops in the range of 11.98 <
og ( M cut ) < 13.5. At this redshift, the top sensitivity is achieved at
he values of around log ( M cut ) = 11.98. The sensitivity of w 

(2) 
p at the

op is higher than the sensitivity of the w 

(3) 
p(SV) . For ELGs, means a

o wer sensiti vity for 3PCF. The cumulati ve sensiti vity at the peak is
lso larger for the 2PCF compared to the 3PCF. Small scale triplets
o not show the same behaviour as the LRG sample, remaining at
o w sensiti vity compared to small scale pairs. 
NRAS 515, 6133–6150 (2022) 
These two plots show that both the redshift and the typical halo
ass are responsible for the difference between the LRG and the
LG cases. The DESI LRGs happen to be in the halo mass range
here the 3PCF is more sensitive to the HOD parameters, while
LGs are in the haloes with the opposite property. This is the main

eason why the impro v ement in our ELG constraints is modest while
he impro v ement in the LRG constraints is significant. 

Plots similar to the ones presented in Figs 10 and 11 can be used
o determine whether the 3PCF is expected to affect the o v erall HOD
onstraints in a meaningful way. For example, one could populate the
imulation with the best-fitting HOD parameters resulting from the
PCF fits and do the same thing with slightly offset values of HOD
arameters. Deri v ati ves of 3PCF with respect to HOD parameters
an be estimated by computing the 3PCF for these mocks (using
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M

Figur e 12. Mar ginalized probability distribution of selected HOD param- 
eters for DESI like ELG sample at z = 1.1 and 0.8. The results from the 
projected 2PCF and 3PCF are shown in grey and red, respectively. Blue 
shows the joint constraints between the two. The contours represent 68 and 
95 per cent confidence levels. 1D marginalized distribution for each parameter 
is shown on top of each column. The dashed line and light yellow cross 
markers show fiducial HOD parameter values. 
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Figur e 13. Mar ginalized probability distribution of selected HOD parame- 
ters for DESI like QSO sample at z = 1.4. The results from the projected 
2PCF and 3PCF are shown in grey and red, respectively. Blue shows the 
joint constraints between the two. The contours represent 68 and 95 per cent 
confidence levels. 1D marginalized distribution for each parameter is shown 
on top of each column. The dashed line and light yellow cross markers show 

fiducial HOD parameter values. 
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nite differences). The covariance matrix (standard error) can be
omputed using the jackknife method Unlike MCMC chains that
ypically require an order of 10 000 computations, this can be done
ith just a handful of 3PCF computations (a few for the numerical
eri v ati ves and an order of 100 3PCF computations for the jackknife
ovariance) and can be done without preparing the tabulated triplet
ounts. A comparison of these integrated sensitivities of the 3PCF
nd the 2PCF can then be used to decide whether the additional
NRAS 515, 6133–6150 (2022) 
nvestment of computational resources for the computation of the
abulated triplet counts is warranted. 

To test the pure redshift dependence of the constraining power
f the 3PCF, we populate our ELG mock catalogue at redshift
.8 with the same HOD parameters (tuned to the same number
ensity, i.e. ratio of A c and A s remains unchanged). The results are
resented on the bottom panel of Fig. 12 . We do not find a significant
hange in the o v erall picture. The constraints are still dominated by
he 2PCF signal. We do notice, ho we ver, that the addition of the
PCF mak es the lik elihood contours more Gaussian and mo v es the
ost likely values closer to the true v alues some what, debiasing the

esults. 

 C O N C L U S I O N  

e studied the performance of projected 3PCFs in constraining HOD
arameters for different mock galaxy samples, which are based on
BACUSSUMMIT simulation, targeted by DESI. We generalized the

abulation method to 3PCF computations to make a fast e v aluation
f the posterior likelihood possible. 
We find that the constraints on the basic HOD parameters of

he mock LRG sample with an input HOD parameter as shown
n Table 1 at redshift z ∼ 0.8 can be significantly impro v ed by
he addition of the 3PCF. The constraints on some parameters have
mpro v ed by as much as 70 per cent . For the characteristic minimum

ass of the central LRGs, we get the constraints log ( M cut ) =
2.88 ± 0.199 with the 2PCF and log ( M cut ) = 12.73 ± 0.058
ith the 3PCF. For the threshold mass of the satellite LRGs, we
et the constraints log ( M 1 ) = 13.93 ± 0.141 with the 2PCF and
og ( M 1 ) = 13.83 ± 0.053 with the 3PCF. All at 1 σ confidence 
evel. 

We also find that the additional constraining po wer of fered by
he 3PCF depends on the redshift of the galaxy sample as well
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s the typical halo mass that its galaxies occupy. The relative 
trength of the 3PCF increases at lower redshifts. 3PCF is also 
 more sensitive measurement for the samples that incorporate 
ore massive haloes. The ELG samples of DESI are at higher 

edshifts and occupy less massive haloes. This results in the 3PCF
ot being as efficient in constraining their host halo mass ranges. 
or the mock ELG sample with input HOD parameter as shown 

n Table 1 at redshift z ∼ 1.1 the constraints of the characteristic
inimum mass of the central are log ( M cut ) = 11.83 ± 0.059 with

he 2PCF and log ( M cut ) = 11.74 ± 0.125 with the 3PCF. For the
ock QSOs with lower number density and higher redshift z ∼ 1.4 

ompared to the other tracers, we get log ( M cut ) = 12.47 ± 0.060
ith the 2PCF and 12.43 ± 0.130 with the 3PCF and 2PCF remains 
ominant. 
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PPENDIX  A :  DOWNSAMPLING  

he number of haloes in simulations increases rapidly towards the

igure A1. Fraction of haloes we take from all haloes as a function of halo
ass. 

ower mass range. However, the contribution of low mass haloes to
he 2PCF and 3PCF is negligible for the hod parameter range we are
nterested in (see Fig. 2 ). 

When populating mocks, we set a hard cut-off mass for halo
amples at the lower mass end. We remo v e all haloes with a mass
ess than 10 11 h −1 M �. 

For the tabulation method, to speed up pair and triangle counting
hen preparing tables, we downsample the lower mass haloes using

he filter, 

rac haloes ( M halo ) = 

1 

1 + 10 exp ( −25 log ( M halo ) − 11 . 2)) 
, (A1) 
NRAS 515, 6133–6150 (2022) 
rom the ABACUSHOD package (Yuan et al. 2021 ). Fig. A1 shows
he halo sample fraction as a function of halo mass following
quation ( A1 ). This filter will further remo v e e xcess haloes that
ave trivial contributions to the clustering in low-mass bins. 
For the particles in the table preparation process, we randomly

elect 0 . 15 per cent of particles to make each halo for the pair and
riangle counting. This small percentage is still larger than the mean
atellite number for each halo. 

We explicitly checked that the clustering from the tabulation
ethod, which applied the filter, could perfectly match the clustering

rom mocks, which applied only a hard cut-off, around the fiducial
OD parameter area we are interested in (see Figs 5 and 6 ). 
ELGs have a lower typical host halo mass compared to other

amples, and they could in principle be affected by the filter. We
mit the first separation bin for the ELGs to protect against this
ventuality for some extreme HOD parameter values. 

PPENDI X  B:  C H O I C E  O F  M A X I M U M  R A D I A L  

EPA RATI ON  

he choice of π� value affects the resulting constraints on HOD
arameters. To minimize the RSD effect and make the comparison
ore direct to the simplified projected 3PCF, which ignored line-

f-sight separation, we extended this value to 100 h −1 Mpc in the
ain analysis. To check that this does not significantly alter results
e also ran MCMC chains where this value was set to a more

onventional π� = 40 h −1 Mpc for the projected 2PCF. These results
re presented in Fig. B1 . The figure is identical to Fig. 9 except we
dded green contours that correspond to the projected 2PCF results
ith π� = 40 h −1 Mpc. This choice of π� is indeed more optimal,
ut the likelihood surfaces do not change enough to alter any of our
ain conclusions. The projected 3PCF(SV) still dominates the joint

onstraints. Applying full definition projected 3PCF would likely
lso increase its constraining power. 

PPENDI X  C :  A NA LY T I C A L  R A N D O M  

RIPLET  C O U N T S  

he R R R 

(
r min 

12 , r max 
12 , r min 

23 , r max 
23 , r min 

31 , r max 
31 

)
represent the average

umber of triplets of a random (spatially uncorrelated) distribution
f galaxies, where the perpendicular to the line-of-sight distance
etween the triplet points satisfies conditions r min 

12 < r p12 < r max 
12 ,

 

min 
23 < r p23 < r max 

23 , and r min 
31 < r p31 < r max 

31 . They are usually com-
uted by explicitly counting triplets of a random distribution of
oints, but for a box with periodic boundaries, these triplet-counts
re easy to compute analytically. We follow the approach similar to
earson & Samushia ( 2019 ) when computing these triplet counts. 
We start by computing a simpler quantity,
 R R 

� 
(
r 12 , r 

min 
23 , r max 

23 , r min 
31 , r max 

31 

)
, the average number of third

eighbours for a fixed pair separated by an exact perpendicular
istance of r 12 . Fig. C1 shows the geometry of the problem. For a
xed pair of points, RRR 

� is an average number of points falling
ithin the shaded areas. 

R R R 

� 
(
r 12 , r 

min 
23 , r max 

23 , r min 
31 , r max 

31 

)
= σS � ( r 12 , r 

min 
23 , r max 

23 , r min 
31 , r max 

31 ) , (C1) 

here σ = N/L 

2 , is the projected density of the points ( N being the
umber of points, and L the side of the cube). 
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Figure B1. A similar plot as 9 with additional green contours shows results from the projected 2PCF but with a value of π� = 40 h −1 Mpc. 

Figure C1. Geometry of random triplets problem. A fixed pair r 12 with a 
certain binning setting can only have triplets shown in the shaded area. 
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The relationship of this simplified quantity with the full triplet 
ount is, 

R R R 

(
r min 

12 , r max 
12 , r min 

23 , r max 
23 , r min 

31 , r max 
31 

)

= 

r max 
12 ∫ 

r min 
12 

R R R 

� 
(
r 12 , r 

min 
23 , r max 

23 , r min 
31 , r max 

31 

)
N ( ρ2 πr 12 d r 12 ) , (C2) 

here N is the total number of possible first particles in the triplet
nd ( ρ2 πr 12 dr 12 ) is the average number of second particles in the
riplet as we integrate over the r 12 bin. 
MNRAS 515, 6133–6150 (2022) 
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We compute S � using the expression for the area of the intersection
f two circles 

A ( d, R, r) 

= r 2 arccos 

(
d 2 + r 2 − R 

2 

2 dr 

)
+ R 

2 arccos 

(
d 2 − r 2 + R 

2 

2 dR 

)

− 1 

2 

√ 

( −d + r + R)( d + r − R)( d − r + R)( d + r + R) . 

(C3) 
NRAS 515, 6133–6150 (2022) 
ere, d is the distance between the two circles, R and r are the two
adii, and A is the shaded area in Fig. C2 . From Figs C1 and C2 , it is
lear that 

 

� = A ( r 12 , r 
max 
23 , r max 

31 ) − A ( r 12 , r 
max 
23 , r min 

31 ) 

− A ( r 12 , r 
min 
23 , r max 

31 ) + A ( r 12 , r 
min 
23 , r min 

31 ) . (C4) 

In our code, we keep track of identical triplets by imposing the
ondition r p12 < r p23 < r p31 . This ensures that we don’t count the same
hysical triplet corresponding to the same particles several times by
elabeling the particles 1, 2, and 3. This does not happen (because
f the way our code is written) for the triplets for which either three
ides or at least two sides of the triangle fall into the same bin, so
hose triplets are counted more than once. To correct this, we apply a
ermutation factor N perm 

to our RRR counts. The permutation factor
s 

 perm 

( r 1 , r 2 , r 3 ) = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎩ 

6 for r 1 �= r 2 �= r 3 , 

3 for r 1 = r 2 �= r 3 or 
r 1 = r 3 �= r 2 or 
r 2 = r 3 �= r 1 , 

1 for r 1 = r 2 = r 3 . 

(C5) 
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