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A B S T R A C T   

Background: People with type 2 diabetes have a higher risk of cardiovascular disease morbidity and mortality. We 
aim to distil the evidence, summarize the developments, and identify the gaps in relevant research on predicting 
cardiovascular disease in type 2 diabetes people using AI techniques in the last ten years. 
Methods: A systematic search was carried out for literature published between 1st January 2010 and 30th May 
2021 in five medical and scientific databases, including Medline, EMBASE, Global Health (CABI), IEEE Xplore 
and Web of Science Core Collection. All English language studies describing AI models for predicting cardio
vascular diseases in adults with type 2 diabetes were included. The retrieved studies were screened and the data 
from included studies were extracted by two reviewers. The survey and synthesis of extracted data were con
ducted based on predefined research questions. IJMEDI checklist was used for quality assessment. 
Results: From 176 articles identified by the search, 5 studies with sample sizes ranging from 560 to 203,517 met 
our inclusion criteria. The models predicted the risk of multiple cardiovascular diseases over 5 or 10 years. 
Ensemble learning, particularly random forest, is the most used algorithm in these models and consistently 
provided competitive performance. Commonly used features include age, body mass index, blood pressure 
measurements, and cholesterol measurements. Only one study carried out external validation. The area under the 
receiver operating characteristic curve for derivation cohorts varied from 0.69 to 0.77. AI models achieved better 
performance than conventional models in some specific scenarios. 
Conclusions: AI technologies seem to show promising performance (AUROC in external validation: 0.75 compared 
to 0.69 from conventional risk scores) for cardiovascular disease prediction in type 2 diabetes people. However, 
only one of the reviewed models conducted an external validation. Quality of reporting was low in general, and 
all models lack reproducibility and reusability.   

1. Introduction 

Type 2 diabetes is a complex disease with increasing prevalence 
worldwide [1] that leads to continuing and comprehensive medical care 
requirements [2]. People with type 2 diabetes have risks of death and 
cardiovascular events that are 2–4 times higher than in the general 
population [3,4]. Risk calculators for CVD events tailored for people 
with type 2 diabetes would be helpful to inform treatment decisions. 

A previous study [5] carried out a systematic review of published 

studies up to 2011 on prediction models for the risk of CVD in people 
with type 2 diabetes. They identified 12 models specifically developed 
for people with type 2 diabetes. All were traditional statistical models. A 
more recent review [6] identified 19 models for risk of CVD in people 
with type 2 diabetes and concluded that many have a high risk of bias, 
and few have been externally validated. A comparison of the perfor
mance of risk scores for CVD for people with type 2 diabetes has been 
performed by Ref. [7] and by Ref. [8]. Both studies carried out an 
external validation of existing Cox proportional hazards models and 
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concluded that CVD risk scores developed by conventional methods 
could not accurately identify the risk of CVD events among people with 
type 2 diabetes. 

The question therefore arises whether AI models can improve CVD 
risk prediction in people with type 2 diabetes. The aim of this paper is to 
systematically identify, describe and critically appraise studies that have 
used AI models to predict CVD in people with type 2 diabetes. The re
view will consider the data used for model development and validation, 
the AI algorithms adapted for modelling, and the performance of 
currently existing models. 

2. Methods 

To carry out a systematic review on existing AI models for predicting 
CVD in people with type 2 diabetes, we registered our protocol in 
PROSPERO (reg no: CRD42021255001) and have used the Preferred 
Reporting Items for Systematic Review and Meta-Analysis (PRISMA) 
Guidelines to report our findings [9]. 

2.1. Search strategy 

We comprehensively searched publications from 1st January 2010 to 
30th May 2021 in Medline, EMBASE, Global Health (CABI), IEEE Xplore 
and Web of Science Core Collection. Keywords used for the search were 
“Cardiovascular disease”, “CVD”, “Type 2 diabetes”, “Score”, “Predic
tor”,” Prediction”, “Machine learning” and “Artificial intelligence”. We 
delivered exploded search on the terms “Cardiovascular disease”, “Type 
2 diabetes”, “Machine learning” and “Artificial intelligence” in Medline, 
EMBASE, and Global Health to capture all narrower terms in associated 
with the broader concepts. As all models reported in the systematic re
view carried out in 2012 in the field [5] were traditional statistical 
models, we included ten years studies from 2010 onward for analyzing 
AI models application in this field. The full search strategy was provided 
in the Supplementary table 3. 

2.2. Inclusion and exclusion criteria 

We included studies that 1) were carried out on T2D adults cohorts, 
2) predicted the risk of T2D patients developing any type of CVD (over a 
time period), 3) developed AI models (machine learning or deep 
learning models), 4) developed prediction models over a time period, 
and 5) the publication is in English. Our exclusion criteria were: 1) 
studies not written in English, 2) non-AI predictive models (for example 
conventional statistical models using the proportional hazards 
approach), 3) models that are not re-implementable, 4) biomarker 
studies, 5) drug target studies, 6) classification models in cross-sectional 
studies. 

2.3. Data extraction 

Two reviewers (MW and FF) used Covidence (https://www.covid 
ence.org/) for screening eligible studies and data extraction indepen
dently. According to the inclusion and exclusion criteria, we identified 
eligible studies based on the title, abstract, and full text. Any discrep
ancies between the two reviewers were discussed, and a third reviewer 
(HW) was consulted when no consensus was achieved. 

2.4. Data analysis 

Results from the data extraction were analyzed according to the 
questions predetermined before starting the review. The questions cover 
the aspects of the source of data, model development and model per
formance. Narrative (descriptive) summaries were provided on a qual
itative attribute, such as prediction model development methods, 
performance measures used, patient selections, and the used dataset. 

2.5. Quality assessment 

Two reviewers (MW and FF) independently used the IJMEDI 
checklist [10] to evaluate the quality of the included studies. All 
divergence has been solved by discussion. The checklist contains 30 
questions and covers six dimensions of the studies, including problem 
understanding, data understanding, data preparation, modeling, vali
dation, and deployment. Each question can be answered as OK 
(adequately addressed), mR (sufficient but improvable), and MR 
(inadequately addressed). Based on previous studies [11], we attempted 
to assign the scores to the answers based on the priority of the items. We 
assigned 2,1, and 0 points for OK, mR and MR in high-priority items, and 
assigned 1, 0.5, and 0 points respectively in low-priority items. The 
maximum number of points is 50 and study quality can be divided into 
low (0–19.5), medium (20–34.5), and high (35–50). 

The quality of the reports was also assessed by following the 
reporting guideline TRIPOD-AI checklist [12]. 

3. Results 

Using our search strategies in five databases, we identified five 
studies from which we extracted and summarized data (see Fig. 1 for a 
flow chart describing study selection). 

3.1. Data sources 

Table 1 describes the characteristics of the populations used to derive 
AI models for CVD risk among people with type 2 diabetes. Ref. [14,17] 
were carried out on the same dataset. Only three out of the five studies 
provided information on demographic characteristics. 

Only two [13,16] out of the five studies provided information on 
missing data and the method of handling missing data. Ref. [13] pro
vided information on missing data for each variable. Ref. [16] excluded 
participants who had >10% missing data. Imputation was used for both 
studies to handle missing data. 

Only two studies provided information on the method of selecting 
people with type 2 diabetes. Ref. [15] used ICD 10 code and Ref. [13] 
provided a comprehensive cohort derivation protocol. 

For external validation, Ref. [16] used a subset of ALLHAT partici
pants. Ref. [13] used other eligible non-surgical patients’ data from the 
same clinic health system for model validation. The other three studies 
only used a development dataset for model evaluation. No study con
ducted external validation using data from another population. 

3.2. Model development summary 

Table 2 provides the summary of model development from the 
selected studies, four of which developed models for predicting CVD risk 
in the next 5 years, with one using a 10-year time period. All studies 
adapted machine learning data-driven approaches for model de
velopments. Random forest modelling was used in three studies. 
Ref. [16] used the random forest approach for feature selection followed 
by generating a proportional hazards regression model. 

Only three studies provided information on the data split ratio and 
hyper-parameter tuning for model development. Grid search was the 
most common approach for hyper-parameter tuning. All studies faced 
challenges from imbalanced data. Three provided information on how 
this was addressed using class weights, sub-sampling, and ensemble 
modelling. 

It is worth noting that the reported models have not addressed 
reproducibility. Ref. [13] provided a web version and smartphone 
application of the risk score, Ref. [15] published the source code for 
model development online. However, none of the studies provided the 
parameters or code for their models. Hence, none of the models can be 
reproduced to allow use in other datasets. 

Table 2 also includes the features used in each of the studies. 
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Common features include age, body mass index, blood pressure mea
surements, and cholesterol measurements. In respect of the interpret
ability of the models, Ref. [14] demonstrated that the SHAP value can be 
used to explain machine learning models. The top 3 important features 
are BMI, HDL Cholesterol, and glycosylated hemoglobin. Ref. [13,15] 
analyzed the feature importance in random forest models and gradient 
boosting models. As Ref. [17] carried out models with higher 
complexity, they pointed out that making the representation of each risk 
factor’s impact and interpreting the predicted outputs are more difficult. 

3.3. Model performance summary 

Multiple outcomes were used in the studies. Ref. [15] developed 
multiple models for predicting heart failure, myocardial infarction, 
stroke, and cardiovascular disease separately. Ref. [17] developed 
models for coronary heart disease and stroke. Ref. [14] developed 
models for fatal or non-fatal cardiovascular disease including stroke and 
coronary heart disease. Ref. [13] developed models for all-cause mor
tality, coronary artery disease events, heart failure, and nephropathy. 
Ref. [16] developed models for incident heart failure. 

The area under the receiver operating characteristic (AUROC) was 
used for evaluating the model performance in all selected studies. 
Table 3 summarized the performance of the best performing models 
within each study based on AUROC (ranging from 0.69 to 0.77). The 
results from other metrics were also included based on the reports from 
each study. It is important to note that, although the AUROC is a widely 
used metric for comparing machine learning algorithms, it is not best 
suited for use with imbalanced datasets. 

Refs. [13,15] compared the performance of machine learning models 
and regression models (including Cox proportional hazards and logistic 
regression). Although the difference in performance is not large, the 
results showed ML models outperformed regression models in many 

outcomes of interest, including predicting heart failure, myocardial 
infarction, cardiovascular disease, and coronary artery disease events. 
One of the potential causes of these results might be that logistic 
regression is not well suited for predicting long-term outcomes. How
ever, the studies did not carry out a time-to-event analysis to compare 
different models, which could assist on explaining the performance 
discrepancy. 

3.4. Reporting quality 

Table 4 summarizes the quality report based on the IJMEDI checklist 
for assessing AI model development and validation. The detailed results 
of the quality assessment are provided in the Supplementary table 1. 
While there is no study identified as high quality based on the checklist, 
all studies fell into medium quality (20–34.5 points) based on the 
checklist. While all studies addressed the aspects of problem under
standing and modeling with high quality, the descriptions of data un
derstanding, data preparation, validation and deployment are 
insufficient. Fig. 2 shows the proportion of the answers in different 
categories in the high- and low-priority items. 

The quality report based on TRIPOD checklist is provided in Sup
plement Table 2. 

4. Discussion 

This review describes five AI models for CVD risk prediction that 
have been specifically derived for people with type 2 diabetes. This is a 
smaller number of models compared to the models that have been 
developed using traditional proportional-hazard models. 

All models were developed in European and North American pop
ulations indicating restricted geographic and socio-demographic di
versity. This includes a lack of models developed for populations of low- 

Fig. 1. Flow chart describing study identification for review of AI models for CVD risk prediction among people with type 2 diabetes.  
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or middle-income countries that have a different mix of lifestyles and 
distribution of ethnic groups, which affect the prevalence of diabetes 
and its link with CVD risk. The average age of included populations is 
more than 50 years, reflecting the importance of age as a risk factor for 
diabetes and CVD. 

All studies included an imbalanced dataset where as little as 3.3% of 
people develop the outcome of interest. While this accurately represents 
the real prevalence of the outcome in the population of interest, there is 
a risk that prediction will be biased towards the larger subgroup as some 
studies did not report their approach to handle data imbalance. Varia
tion in the degree of imbalance between studies may also mean that the 
AUROC is not the best metric on which to compare performance. While 
all studies used AUROC in model evaluation, there is an adequacy of 
measures used in model evaluation. By using metrics that focus on one 
class, for example sensitivity-specificity metrics and precision-recall 
metrics, can help us to understand the performance from imbalanced 
datasets. However, most of the studies did not report the results from 
these metrics. 

While multiple studies proved that machine learning models ach
ieved good performance within the development data, there are still 
many challenges in deploying AI models in clinical settings. High- 
quality large datasets are needed to develop the models that should be 
externally validated. None of our selected studies published the models 
online or elsewhere, which makes it impossible to reproduce and 
externally validate the models. 

Refs. [7,8] reported that several existing Cox models only achieved 
AUROC ranging from 0.66 to 0.67 and 0.62–0.69 separately in external 
validation carried out in separate UK populations. One of the five 

reviewed studies carried out external validation and reported an AUROC 
of 0.74, which is a promising result from AI-assisted models. However, 
there are no studies that carried out external validation in a different 
population from the development data. Even though reported AI models 
achieved good performance internally, most models still lack external 
validation. The generalizability to low- or middle-income countries also 
needs to be assessed. Hence, the robustness of the models still needs to 
be further investigated. 

In addition, while all studies focused on predicting CVD events, there 
was a wide variety of outcomes, including but not limit to death, coro
nary artery events, heart failure, myocardial infarction, and stroke. The 
performance of the best prediction model might be heavily dependent 
on the type of outcome. A further analysis on comparing performance 
based on specific outcome could provide us a better understanding on 
the best performance models. 

Compared to traditional proportional hazards models, AI models also 
face challenges in interpretability. Having an explainable AI model, one 
that is less of a ‘black box’, would encourage clinical adoption [18]. 
Within the selected studies, reporting feature importance was the only 
approach to increase the interpretability of the models. Ref. [13,15] 
analyzed the feature importance and Ref. [14] reported the SHAP value 
of the features. 

It is established that people with metabolic diseases such as type 2 
diabetes have comorbidities that provide challenges when developing 
prediction models [19,20]. Prediction studies need to adapt to changes 
in risk factors such as high cholesterol, high blood pressure and kidney 
disease [21]. For instance, none of the studies considers interventions 
such as medications, treatments, and lifestyle changes, which may affect 

Table 1 
Summary of data sources used for model development among studies describing AI models for CVD risk prediction among people with type 2 diabetes.  

Study Source of 
data 

Practice 
setting 

Country Study 
population size 

Outcome 
(proportion 
affected) 

Cohort characteristics 

Age, 
years, 
(mean ±
SD) 

Sex (% 
women) 

BMI, kg/ 
m2 (mean 
± SD) 

Race/ 
ethnicity 

Diabetes 
duration 
(mean ± SD) 

HbA1c 
(%) 
(mean ±
SD) 

[13] Electronic 
health 
records 

– The United 
States 

13,722        
Surgical group: 
2287 

Coronary artery 
events: 3.67% 
Heart failure: 
3.32% 

52.5 
(43.7, 
60.5)a 

65.5 45.1 (40, 
51.8)a 

White 
75.8% 
Black 
19.3% 
Other 
2.4% 
Missing 
2.5% 

– 7.1 (6.3, 
8.2)a 

Nonsurgical 
group:11,435 

Coronary artery 
events:5.91% 
Heart 
failure:9.23% 

54.8 
(46.2, 
62.5)a 

64.2 42.6 
(39.4, 
47.2)a 

White 
69.9% 
Black 
24.5% 
Other 
2.1% 
Missing 
3.5% 

– 7.1 (6.4, 
8.4)a 

[14] Electronic 
health 
records 

Hospital 
data 

Greece 560 CVD 7.32% – – – – – – 

[15] Patient 
register 

Hospital 
data 

Denmark 203,517 CVD 27.52% – 47.03 – – – – 

[16] Accord trial 
and ALLHAT 

Clinical 
Trial 

The United 
State and 
Canada 

8,756 Incident heart 
failure: 3.6% 

62.7 ±
6.6 

38.5 32.1 ±
5.4 

Black 
18.5% 
Hispanic 
7.5% 
Other 
11.3% 
White 
62.7% 

9.0 (10.0)a 8.3 (1.1)b 

[17] Electronic 
health 
records 

Hospital 
data 

Greece 560 CVD 7.32% 58.56 ±
10.70 

53.04 29.49 ±
5.54 

– 7.67 ± 7.37 7.43 ±
1.81  

a Median (interquartile range). 
b mg/dL. 
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risks and that therefore need to be taken into consideration when 
developing prediction models [22–24]. From this review, there were no 
indications on how the prediction models might be able to incorporate 
these factors. Only one study [13] attempted to predict when a CVD 

event would occur. Being able to estimate when CVD is likely to develop 
may be helpful in managing type 2 diabetes, allowing clinicians and 
patients to work towards a realistic target to prevent a CVD event. As the 
onset of CVD is a time-dependent event and might not be adequately 

Table 2 
Summary of model development processes and used treatments among studies describing AI models for CVD risk prediction among people with type 2 diabetes.  

Study Data pre-processing Feature selection Imbalance 
treatment 

Hyper-parameter 
tuning 

Modelling 
algorithm 

Time 
period 

Features 

Handling 
missing 
data 

Data split ratio 
(train:test) 

[13] Imputation 80:20 Not provided Not 
provided 

Not provided Random forest 10 
years 

Age, BMI, Heart failure, Insulin, 
Smoking status, non-insulin 
diabetes medications, Other 
antihypertensive medications, 
Sex, Nephropathy, COPD, eGFR, 
Dyslipidemia, Race, Systolic 
blood pressure, Renin-angiotensin 
system inhibitors, 
Cerebrovascular disease, 
Hypertension, HbA1c, Lipid- 
lowering medications, Peripheral 
arterial disease, Aspirin, 
Warfarin, Diastolic blood 
pressure, Coronary artery disease, 
Diabetic neuropathy, 
Triglycerides 

[14] Not 
provided 

90:10 Incremental feature 
selection 

Sub- 
sampling 
approach 

Grid search XGBoost 5 years BMI, HbA1c, HDL Cholesterol, 
Total Cholesterol, Triglycerides, 
Age, Fasting Glucose, Diabetes 
duration, Pulse Pressure, Smoking 
Habit, Hypertension, Lipid- 
lowering therapy, Parental 
History of Diabetes 

[15] Not 
provided 

70:30 (test set 
split for model 
selection and 
final 
validation) 

Not provided Class 
weights 

Grid search with 
three-fold cross- 
validation on the 
training data. 

Logistic 
regression, 
random forest, 
gradient boosting 

5 years 26 canonical features, 3,423 
hospital diagnoses, 2,015 hospital 
procedures, 670 prescriptions, 
and 47 primary care interactions 

[16] Imputation 50:50 Stepwise backward 
selection, stepwise for- 
ward selection, and 
permutation-based 
random survival forest 
(RSF) selection 

Not 
provided 

Not provided Random survival 
forest (RSF) based 
Cox PH 
relationship 
modelling 
a 

5 years Age, BMI, SBP, FPG, QRS, Serum 
Cr, DBP, HDL-C, Prior MI, Prior 
CABG 

[17] Not 
provided 

90:10 Not provided Different 
ensemble 
methods 

Theoretical 
justifications 
given for 
parameter values 

Hybrid of 
ensembles of 
wavelet neural 
network, and self- 
organizing maps 

5 years Age, diabetes duration, BMI, 
HbA1c, pulse pressure, fasting 
glucose, total cholesterol, 
triglycerides, HDL cholesterol, 
smoking, sex, hypertension, lipid 
lowering therapy, aspirin, insulin 
therapy and parental history of 
diabetes 

Abbreviation and explanation: BMI: Body mass index; COPD: chronic obstructive pulmonary disease; eGFR: estimated glomerular filtration rate; HbA1c: glycosylated 
hemoglobin; HDL/HDL-C: high-density lipoprotein cholesterol; SBP: systolic blood pressure; FPG: fast plasma glucose; CR: creatinine; DBP: diastolic blood pressure; 
MI: myocardial infarction; CABG: coronary artery bypass grafting. 

a Used random forest for feature selection following by generating proportional hazards regression model. 

Table 3 
Summary of performance from the best performing model among studies describing AI models for CVD risk prediction among people with type 2 diabetes.  

Study Internal validation setup Model performance (Internal) Model performance (External) 

Cross- 
validation 

Stratified data split or not AUROC Other metrics 

Metric Result 

[13] 5-fold Stratified 0.75 Index of prediction accuracy 0.14 – 
[14] 10-fold Stratified 0.7113 ± 0.1169 (Mean ± SD) Sensitivity (Mean ± SD) 0.71 ± 0.2385 – 
[15] 3-folda – 0.69(95% CI 0.68–0.70) – – – 
[16] – Random 0.77[95% CI 0.75–0.80] Hosmer-Lemeshow statistic χ2 = 9.63, P = 0.29 0.74[95% CI 0.72–0.76] 
[17] 10-fold DUPLEX data splitting 0.7148 ± 0.1573 (Mean ± SD) Accuracy (Mean ± SD) 0.7179 ± 0.0906 – 

Specificity (Mean ± SD) 0.7264 ± 0.0944 
Sensitivity (Mean ± SD) 0.61 ± 0.2665 
Brier score (Mean ± SD) 0.0007 ± 0.0002  

a 3-fold cross-validation carried out in training data for hyperparameter tuning and model type selection. 
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captured by a binary classifier, classification AI models might not be 
sufficient for predicting CVD. Currently, there is still a lack of applying 
regression AI models in this field. 

Another point to consider is using clinically appropriate predictors 
for the model depending on whether incident or recurrent CVD events 
are the outcome of interest. For example, Ref. [13] used prevalent CVD 
outcomes such as heart failure and coronary artery disease to predict 
further CVD events that could be helpful for supporting secondary 
prevention. 

The main limitation of this review is the small number of studies 
describing CVD prediction models developed for type 2 diabetes using 
AI, one of which had a particularly small sample size. Next, this study is 
limited to English journal publications which exclude studies in other 
languages. 

In conclusion, we have identified five studies that have developed AI 
risk prediction models for CVD in people with type 2 diabetes. AI models 
have the potential to achieve better performance than traditional 
models, but also need to be reproducible, externally validated, and 
found to be of value in clinical practice. Ref. [25] concluded in their 
systematic review on more generic CVD predictions: “The usefulness of 
most of the models remains unclear owing to methodological shortcomings, 
incomplete presentation, and lack of external validation and model impact 
studies.” Six years on, our review draws the same conclusion. 
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Summary table  

- An extensive number of models have been developed to predict the 
risk of cardiovascular diseases in people with type 2 diabetes. 

- Most previous studies developed and externally validated conven
tion methods of risk prediction such as Cox proportional hazards 
models.  

- Previous external validation showed that cardiovascular disease risk 
scores developed by conventional methods could not accurately 
identify the risk of cardiovascular disease among people with type 2 
diabetes.  

- This study identified and reviewed existing AI models for predicting 
risks of cardiovascular diseases in people with type 2 diabetes. 

- Within the limited number of studies, AI models showed the poten
tial to achieve more accurate predictions compared to conventional 
risk prediction methods.  

- This study pointed out the limitations of the current AI modelling 
studies, including the absence of reproducible models, omission of 
preprocessing details, limited description of data provenance, and 
the lack of external validation. 
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Table 4 
Quality assessment scores of the 5 included studies according to the IJMEDI checklist.   

Problem Understanding (10) Data Understanding (6) Data Preparation (8) Modeling (6) Validation (12) Deployment (8) Total (50) 

[13] 10 3 2 6 6 1.5 28.5 
[14] 9 1 2 6 8 2 28 
[15] 10 3 2 6 9 1.5 31.5 
[16] 10 3 2 6 7 1 29 
[17] 9 2 2 6 10 0.5 29.5  

Fig. 2. Proportion of the answers in different categories in the A) high- and B) low-priority items. OK = adequately addressed; mR = sufficient but improvable; MR =
inadequately addressed. 
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