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Abstract
When employing molecular dynamics (MD) simulations for computer-aided drug design, the quality of the used force fields 
is highly important. Here we present reparametrisations of the force fields for the core molecules from 9 different �-lactam 
classes, for which we utilized the force field Toolkit and Gaussian calculations. We focus on the parametrisation of the 
dihedral angles, with the goal of reproducing the optimised quantum geometry in MD simulations. Parameters taken from 
CGenFF turn out to be a good initial guess for the multiplicity of each dihedral angle, but the key to a successful parametrisa-
tion is found to lie in the phase shifts. Based on the optimised quantum geometry, we come up with a strategy for predicting 
the phase shifts prior to the dihedral potential fitting. This allows us to successfully parameterise 8 out of the 11 molecules 
studied here, while the remaining 3 molecules can also be parameterised with small adjustments. Our work highlights the 
importance of predicting the dihedral phase shifts in the ligand parametrisation protocol, and provides a simple yet valuable 
strategy for improving the process of parameterising force fields of drug-like molecules.
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Introduction

Recent years have witnessed the rise of antibiotic resistance 
which makes it increasingly difficult to treat bacterial infec-
tions [1–3]. In order to develop new antibiotics, it is relevant 
to understand how the current ones lose their effectiveness. 
Consequently, research related to the resistance against �
-lactam antibiotics has attracted much attention in the past 
20 years, including resolving structures of penicillin-bind-
ing proteins in complex with �-lactams [4], investigating 
the reason for bacterial death in the presence of �-lactams 

and vancomycin [5], as well as computational modelling 
of the penicillin-binding proteins [6]. A recent report also 
shows that 13 out of 80 antibiotics currently under develop-
ment are �-lactams [7]. On the other hand, computer-aided 
drug design [8, 9] now is regularly used in different aspects 
of drug-related research. In particular, molecular dynam-
ics (MD) simulations can help to reveal the protein-ligand 
interaction at an atomic level [10, 11], or to reveal the ligand 
binding pathway [12].

Given the relevance of antibiotic resistance and the 
advances in computer-aided drug design, it is natural to 
employ MD simulations to investigate the interaction 
between penicillin-binding proteins and �-lactams [13]. 
Such simulations rely on good quality force fields which 
model the potential energy function of the whole system. 
However, we discovered that the often used ligand force 
fields, such as the CHARMM general force field (CGenFF) 
[14], return parameters with high penalties for antibiot-
ics such as penicillin G and ceftaroline. Since the penalty 
indicates whether the parameter extracted from the force 
field database is a good analogy [15, 16], parameters with 
high penalties need to be optimised before they can be 
used in simulations. Thus, an intensive parameter optimi-
sation for �-lactams is mandatory. Since there are many 
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different �-lactam antibiotics, we first focus on the most 
crucial but challenging part, namely, the fused rings that 
characterize a �-lactam class. The structures are depicted 
in Fig. 1.

Many software packages have been developed to sim-
plify the entire workflow of ligand parametrisation, e.g. 
force field Toolkit (ffTK) [17] and ParaMol [18]. ffTK [17] 
is a VMD [19] plugin designed to assist users in optimis-
ing ligand force field parameters with a friendly graphical 
user interface. It can generate parameters compatible with 
the CHARMM and CGenFF force fields [14, 20], through 
four major steps: the geometry optimisation, the partial 
atomic charge optimisation, the bond and angle optimisa-
tion, and finally the dihedral and improper dihedral angle 
optimisation. In each step, quantum calculations are per-
formed and the molecular mechanics (MM) parameters 
are determined by fitting to the quantum data. While such 
software has hugely simplified the workflow, achieving a 
good parametrisation can still be very challenging, owing 
to a less well-defined dihedral parametrisation protocol. 
In all-atom force fields like CHARMM, dihedral angle 
potentials are modeled by functions of cosines [14],

where k� is the force constant for a dihedral angle � , n is 
the multiplicity ( n = 1 , 2, 3, 4, or 6), and � is the phase 
shift ( � = 0◦ or 180◦ ). Because several cosine functions with 
different multiplicities n can be combined to describe the 
potential of a single dihedral angle, determining the right 
combination based on fitting MM parameters to reproduce 
QM dihedral potentials can be nontrivial. Pavlova and Gum-
bart reported this issue when optimising the parameters of 
macrolides [21], antibiotics that target the protein synthesis 
in bacteria. They found that the parameters that reproduce 
the QM potentials well can still lead to wrong ligand con-
formations in MD simulations. Furthermore, they showed 
that there can be multiple sets of parameters that reproduce 
the quantum potentials equally well, but only one set of 
parameters can reproduce the desired geometry during MD 
simulations. Similarly, Pang et al. recently reported their 
optimisation protocol for the drug molecule AT130 [22] with 
a halogen �-hole particle, where they proposed a method for 
finding a proper set of dihedral multiplicities via fitting the 
dihedral angles one by one. These examples illustrate the 
relevance of finding the correct dihedral multiplicity (n) as 
well as introducing extra multiplicities to improve the fit-
ting results. In contrast, the other crucial parameter of the 
dihedral parametrisation, the dihedral phase shift � , has rela-
tively rarely been addressed. So far, the only well established 
rule is that for the double bond phase shift one should set 
� = 180◦ for n = 2 [22].

Optimising ring structures is often considered very chal-
lenging, especially when multiple dihedral rotations are 
coupled. One example is the norfloxacin parametrisation 
via ParaMol [23], reported by Morado et al. recently [18]. 
In this study, an extensive 2-dimensional (2D) potential 
energy surface (PES) scan had to be performed, as the cor-
responding 1D scans resulted in severe discontinuities of 
the energy profile, reflecting a flip between two distinct low-
energy structures. The same situation is also encountered 
for �-lactams: As we shall see in the Results section, when 
performing the parametrisation for penam, we observe a ring 
flipping that is energetically accessible by a simultaneous 
rotation of two single bonds. In our case however, the dif-
ficulty doesn’t come from fitting to only the 1D dihedral 
potentials, but rather, blindly optimising the parameters 
leads to a uselessly good dihedral potential fit that yields 
a wrong conformation during the associated MD simula-
tion. For instance, in the case of penam analogue, naively 
fitted dihedral parameters lead to a wrong MD conforma-
tion which deviates strongly from the optimised quantum 
geometry (RMSD of 0.65 Å); see the Results section for 
details. To achieve a proper parametrisation of �-lactams 
and consequently enable future MD studies, we start with 

(1)Vdihedrals =
∑

dihedrals

k�[1 + cos (n� − �)] ,

Fig. 1   The �-lactam cores being parametrised in this work
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the simplest �-lactam structure, monobactam (also known as 
2-azetidinone), and discuss the impact of the dihedral phase 
shifts on the �-lactam parametrisation.

Method

The ffTK workflow [17] for optimising parameters of a 
ligand is depicted in Fig. 2. The initial guess of the param-
eters is generated by the CGenFF ParamChem webserver 
[15, 16, 24]. Based on the CGenFF results, one then decides 
which parameters to optimise. Normally only parameters 
with penalties larger than 10 need to be optimised, and each 
optimisation step contains 2 tasks: Performing quantum 
mechanics (QM) calculations as well as fitting the molecular 
mechanics (MM) parameters to reproduce the QM results. 
Most QM calculations are performed at the MP2/6-31G(d) 
level, with extra diffuse functions for anionic molecules, i.e. 
the 6-31+G(d) basis set. The only exception occurs when 
one calculates the water interaction for the charge optimisa-
tion. Because CGenFF determines the atom charges based 
on the interaction energy calculated at the HF/6-31G(d) 
level, using a different basis set for the anion can lead to 
unusually large charges that deviate from the usual CGenFF 

charge range. Out of curiosity, we tried HF/6-31+G(d) for 
the oxacephem anion interacting with water. This leads to 
fitted atom charges very close to +1 or −1 . The problem 
remains when using MP2/6-31+G(d). Therefore, throughout 
this work we follow the original protocol and use HF/6-
31G(d) in the charge optimisation for anions.

There are a few things to note in the workflow. First, the 
purpose of the geometry optimisation is to find the minimum 
energy structure along all dihedral rotations, i.e. finding the 
global minimum of the structure. Therefore, we normally 
perform the quantum torsion scans immediately after the 
initial quantum geometry optimisation. If any lower energy 
conformation is found during the torsion scan, we update 
the initial structure and repeat the geometry optimisation 
and torsion scans until the global minimum is reached. 
Eventually, the quantum optimised geometry will serve 
as the target equilibrium geometry for the MD validation. 
Second, we update all force field parameters except for the 
partial atomic charges, where only non-hydrogen atoms with 
penalties larger than 10 are optimised. We are motivated 
to do so because CGenFF provides some angle parameters 
with zero penalties, but their MM equilibrium angles are 
far from the optimised quantum geometry. (For details see 
Results section, monobactam.) Therefore, we optimise all 
bonded parameters, including bonds, angles, and dihedrals, 
regardless of their reported penalties. All our optimised bond 
lengths and angles are found to lie within 0.03 Å and 3 ◦ of 
the optimised quantum geometry, respectively. Third, the 
dihedral scans are performed for all dihedral angles, includ-
ing those involving hydrogen atoms. All these data are used 
for the parametrisation, but only data for selected dihedrals 
(i.e. those without hydrogen atoms) will be presented. In 
general, the relaxed potential energy scans (with geometry 
optimisation at each point) are performed for ±90◦ from the 
equilibrium geometry, with a step size of 10◦ . Dihedrals with 
all atoms on the 4-member ring are scanned for ±45◦ with a 
step size of 5◦ . Some dihedrals are scanned up to ±120◦ or 
±150◦ in order to provide data points below the energy cutoff 
of 10 kcal/mol. The same holds for the carboxylate rotation, 
where ±180◦ degrees are scanned.

The dihedral phase shifts can be determined from the 
optimised quantum geometry: Since we begin with a global 
minimum and use an additive force field, the dihedral phase 
shifts should be chosen such that the local minimum of the 
cosine terms in Eq. 1 coincides with the optimised geometry. 
In practice, this is done by directly comparing the dihedral 
potentials calculated using both � = 0◦ and � = 180◦ . Which-
ever returns a lower potential value will be taken as the asso-
ciated phase shift. Hereafter, we will refer to this choice of 
� as the “default” choice. However, occasionally the two 
values will be very close, so that the choice for the dihedral 
phase shift becomes ambiguous. Thus, validating parameter 
sets with different � via MD simulations is necessary.

Fig. 2   The parametrisation workflow. Generate CGenFF param-
eters: The initial CGenFF parameters are predicted using the Para-
mChem webserver. Geometry Optimisation: The equilibrium geom-
etry is determined via quantum calculations. Charge Optimisation: 
The atom charges are fitted by reproducing the quantum interaction 
energy with water, the quantum equilibrium distance, and the quan-
tum dipole moment. Bond and Angle Optimisation: Force constants 
and equilibrium bond lengths/angles are determined by fitting distor-
tion energies calculated from the quantum Hessian matrix. Dihedral 
Optimisation: We introduce a phase shift determination step into the 
traditional ffTK workflow (see text for details). The phase shifts are 
fixed during the potential fitting, unless mentioned otherwise. As the 
phase shifts sometimes can be ambiguous, different sets of parame-
ters should be recorded and validated by MD simulations. Finally, a 
second iteration of the parameter optimisation is carried out to ensure 
convergence
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Figure 2 also shows our protocol for determining the 
dihedral parameters. As the �-lactam cores are composed 
of fused rings, we further split the dihedral angles into a few 
groups, e.g. one group for the 4-member ring, one group for 
the 5/6-member ring, etc., and optimise parameters within 
each group. The 4-member ring group contains the dihe-
drals that involve rotations of the 4 single bonds on the ring, 
while the rest are grouped as the fused 5/6-member ring 
dihedrals. The carboxylate and the improper dihedrals are 
usually updated at the end.

Finally, the quantum calculations in this work are per-
formed with Gaussian [25]. The MD simulations in this 
work are performed using Gromacs [26–28]. The ligand is 
solvated in a cubic water box, with a distance of 1.5 nm from 
the ligand to the box. For anionic ligands, one sodium ion 
is added to neutralize the system. Following the CHARMM 
force field standard, the van der Waals force switching is 
turned on at 10 Å and cuts off completely beyond 12 Å. 
The electrostatic interaction is calculated using the Particle 
Mesh Ewald (PME) method [29], with a spline order of 4 
and a grid spacing of 1.25 Å. The temperature and pressure 
are controlled at 300 K and 1 bar using the V-rescale ther-
mostat [30] and Parrinello-Rahman pressure coupling [31, 
32], respectively. Bonds involving hydrogens are constrained 
using LINCS [33]. Prior to the 50 ns MD simulation, the 
system is first subjected to a 50,000 step energy minimi-
zation to remove any high energy clashes, a 100 ps NVT 
equilibration to heat up the system, and a 100 ps NPT equi-
libration to equilibrate the pressure. Conformations of the 
ring structure without hydrogen atoms nor the carboxylate 
group are clustered, using the GROMOS method [34] with 
a 0.2 Å RMSD cutoff. The cluster centroid, which is a frame 
from the MD trajectory, is taken as the representative for 
the cluster. The associated conformation is then compared 
with the optimised quantum geometry and the corresponding 
RMSD is reported.

Results

Naive parametrisation without dihedral phase shift 
prediction

We begin our discussion with a naive parametrisation of 
the penam analogue, i.e. the penam molecule without the 
carboxylate group, see Fig. 1 for the full structure. Following 
the traditional approach, we let ffTK determine all param-
eters for the dihedral angles, including their phase shifts 
� . That is, the � values are chosen such that the difference 
between the MM potential and the QM potential is mini-
mized. In Fig. 3, the MM potentials obtained in this way are 
labelled as “FFTK”, and they agree well with the quantum 
dihedral potentials. However, the MD simulation performed 
using these “FFTK” parameters shows a major molecular 
conformation which differs dramatically from the optimised 
quantum geometry, with a huge RMSD of 0.65 Å. In particu-
lar, the 4-member ring from the MD conformation cannot 
be aligned properly with the corresponding quantum struc-
ture. For comparison, we also performed the MD simulation 
using the parameters generated by the CGenFF webserver 
directly, without further optimisation. As expected, 90.3% of 
the associated trajectory show a conformation different from 
the quantum geometry, but with a better RMSD of 0.39 Å. 
While the non-optimised parameters with high penalties are 
expected to be problematic, they at least lead to a major 
conformation where the 4-member �-lactam ring compares 
well with the quantum geometry. On the other hand, the 
naive parametrisation yields a conformation where both the 
4-member ring and the 5-member ring are distorted, sug-
gesting that a naive parametrisation may be worse than not 
doing any optimisation at all. This observation prompts us 
to reconsider the parametrisation process for the dihedral 
angles more carefully.

Fig. 3   Results of a naive parametrisation for penam analogue. 
Depicted are selected potential curves obtained from quantum torsion 
scans (QM) and from the MM parameters (FFTK), where the dihe-
dral phase shifts were determined by ffTK during the potential curve 
fitting. Conformations of the major cluster from MD simulations 

using this FFTK parameter set (green) and using the non-optimised 
CGenFF parameters (cyan) are compared with the optimised quantum 
geometry (gray). The size of the cluster is reported as a percentage of 
the length of the MD trajectory, and the RMSD is given in Å
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Monobactam

Because it is difficult to tell which part of the workflow leads 
to the bad parametrisation of the fused rings, we start by 
looking for clues with monobactam. Monobactam is the 
simplest �-lactam, and its parameters were validated and 
included in the original CGenFF database. Therefore, the 
CGenFF webserver shows zero penalties for these param-
eters. These parameters are also used as the initial guess for 
other �-lactams, and their penalties are still reported as zero. 
While the optimised quantum geometry of monobactam 
can be reproduced well using the original CGenFF param-
eters, the associated QM and MM equilibrium angles of the 
4-member ring differ significantly by up to 20◦ , see Fig. 4a. 
Although the MM values resemble the proper equilibrium 
angle of an sp3 hybrid orbital for a single bond ( 109◦ ), these 
values raise concern about the underlying approximation 
employed. Namely, the bonds and angles are modeled as 
harmonic oscillators, vibrating around the optimised quan-
tum geometry. Under this assumption, an equilibrium bond 
length or angle value is expected to be within 0.03 Å or 3 ◦ 
of the optimised quantum geometry [14]. Hence, we decide 
to optimise the parameters of all bonds and angles, includ-
ing those without penalties. The optimised values agree 
well with the optimised quantum geometry, as shown by 
the orange numbers in panel (a).

A major challenge occurs when we try to fit the dihedral 
potential energy curves to the data from the quantum torsion 
scans. Again, we let ffTK decide which � value to take dur-
ing the potential fitting, and we label this choice as “FFTK”. 
Additionally, we tried the approach of keeping the phase 
shifts the same as those given by the webserver (labeled as 
“CGenFF”). However, as shown in Fig. 4b, neither the FFTK 
nor the CGenFF choice can reproduce the QM potentials. 

Surprisingly, for both of these choices, the resulting MM 
potentials exhibit an energy barrier right in the middle of 
the QM potential minima. The associated MD conforma-
tions hence differ significantly from the optimised quantum 
geometry (RMSD > 0.2 Å). In contrast to the FFTK and 
the CGenFF phase shifts, if we predict � based on the opti-
mised quantum geometry (labeled as “Default”), then the 
quantum potentials are reproduced well, and the associated 
MD simulation yields a major conformation nearly identi-
cal with the quantum one (RMSD ∼ 0.03 Å). This indicates 
that predicting the phase shifts prior to the potential fitting 
is the right approach. See Fig. 4c for the MD conforma-
tions obtained using the FFTK, the CGenFF, and the Default 
phase prediction.

Penem, oxapenem, carbapenem

After successfully parametrising monobactam, we turn 
to the group of penems, using the same protocol. Again, 
we optimise the atomic charges as well as the MM param-
eters for all bonds and all angles. Since these operations 
are well explained in the literature [14, 17, 22], the only 
thing to note is that one should employ the 6-31G(d) basis 
set when calculating the water interactions for the anionic 
ligands. Following the same protocol as in monobactam, 
we complete the dihedral potential fitting to obtain the MM 
parameters (labeled as Default), and perform the MD simu-
lations to validate the conformations. Results for penem, 
oxapenem, and carbapenem are depicted in Fig. 5, panel 
(a), (b), and (c), respectively. For penem, the MM poten-
tials calculated using the default phase shifts reproduce the 
quantum dihedral scans, and the conformation of the major 
cluster, obtained from the 50 ns MD simulation, matches the 
quantum geometry. However, for oxapenem and carbapenem 

(b)(a) (c)

Fig. 4   (a) Optimised quantum geometry of monobactam. The equi-
librium angles from the CGenFF-supplied MM parameters (cyan) 
deviate greatly from the quantum geometry (black). Our optimised 
angle values are listed in orange. (b) Dihedral potential fitting using 
different choices of phase shifts. Shown are dihedrals without hydro-
gen atoms. Quantum potentials are depicted in black. Potentials 
fit using the CGenFF phase shifts (cyan) or letting ffTK find the � s 
(green) both show a strange energy barrier at the QM potential mini-
mum. Only the � s determined from the optimised quantum geometry 

(orange) can fit the QM potential well. (c) The major conformation 
obtained from 50  ns MD simulations using parameters shown in 
panel (b). The cluster size (as a percentage of the trajectory length) 
and the RMSD (in Å) compared with the quantum geometry are also 
listed. As their potential fits exhibit strange barriers, the FFTK and 
CGenFF MD conformations do not agree with the quantum geometry. 
In contrast, the default phase shifts (labeled as “Default” ) reproduce 
the quantum geometry well, with only hydrogen atoms showing a 
small deviation
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the same phase shift determination method results in major 
clusters that don’t match their quantum geometries very 
well, even though the corresponding potentials are good fits 
to the quantum curves, cf. the black and orange curves in 
Fig. 5(b) and Fig. 5(c).

Why does our �-prediction perform worse for the last two 
ligands? While the prediction based on the optimised quan-
tum geometry is certainly a good initial guess for � , some-
times this prediction may be ambiguous owing to the size 
of atoms. Recall that the only difference between penem, 
oxapenem, and carbapenem is that one site is either a sul-
fur atom, an oxygen atom, or a methylene (-CH2 -) group, 
respectively. These moieties have the same number of 
valence electrons, therefore structures of the three ligands 
should be very similar, and so are their MM dihedral param-
eters (n and � ). However, the difference in atomic size leads 
to an offset in their optimised quantum geometries, and con-
sequently a few phase shifts determined from that geometry 
differ. Indeed, two dihedral angles associated with the C-N 
single bond rotation (indicated in Fig. 5) have � = 180◦ in 
penem but � = 0◦ in oxapenem and carbapenem. Since the 

corresponding phase shift in monobactam is also 180◦ , it is 
likely that the predicted default phase shifts for these two 
dihedrals in oxapenem and carbapenem are suboptimal. 
After these two � s are modified, the MD simulation imme-
diately recovers the optimised quantum geometry, see the 
magenta structures in panel (b) and (c), and the quality of 
the potential fits remains the same, cf. the magenta dashed 
and orange curves. We conclude that the phase shifts associ-
ated with this C-N single bond should be set to 180◦ for all 
�-lactams, and this will be used as the default � in all below 
examples.

Penam, oxapenam, carbapenam

Next we consider the group of penams. This group includes 
penam, oxapenam, carbapenam, and the penam analogue 
discussed previously. For simplicity, we begin with the 
penam analogue. In contrast to what was shown in the 
beginning of the Results section, if we use the default � 
determined from the optimised quantum geometry, the QM 
potentials and geometry of penam analogue are reproduced 

Fig. 5   (a) Selected results of 
dihedral potential fitting and the 
associated MD major cluster 
for penem. Phase shifts � are 
determined based on the opti-
mised quantum geometry. Good 
agreement with quantum data 
is found. (b) Selected results 
of potential fitting for oxap-
enem. Shown are results with 
� predicted from the quantum 
geometry, and with modified 
parameters where two � s have 
been changed from 0◦ to 180◦ . 
The modified dihedrals are 
associated with the C-N single 
bond rotation, indicated by the 
red arrow. This modification 
results in better agreement with 
the quantum geometry. The 
RMSD is as low as 0.05 Å. (c) 
Selected results of potential 
fitting for carbapenem. Similar 
to oxapenem, modifying the two 
� s yields a better result than the 
default � . The RMSD is only 
0.08 Å

(a)

(b)

(c)
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well, see Fig. 6(a) and (b). Interestingly, the major MD con-
formation now only represents 64.0 % of the trajectory, and 
a minor conformation representing 23.7 % of the trajectory 
warrants attention. Compared to the major one, the minor 
conformation has its 5-member ring flipped over. This can be 
achieved by simultaneously rotating two single bonds on the 
5-member ring, as indicated by the red arrows in Fig. 6(b). 
A scan of the 2-dimensional (2D) potential energy surface 
further supports the feasibility of such a motion: as shown 
in Fig. 6 (c), there is a potential valley diagonally across 
the 2D quantum potential energy surface, connecting the 
major and minor conformations. Clearly, if the two dihedrals 
rotate simultaneously, there is almost no energy barrier for 
the conformational change.

While parameterising the penam analogue now becomes 
rather straightforward, the actual penam with the carboxy-
late group requires a few additional considerations. First, 
parameters for penam are already available in literature [35], 
but the reported multiplicities are very different compared to 
CGenFF. Here we follow the CGenFF multiplicities for con-
sistency, unless they seemed unreasonable. For example, the 
carboxylate group has a two-fold rotational symmetry, so we 
change the associated multiplicities to n = 2 instead of using 
the n = 3 suggested by CGenFF. The most significant issue 
is encountered when parameterising the 5-member ring: 
Namely, we obtained two sets of dihedral parameters with 
similar quality, which share the same values for the multi-
plicities n and phase shifts � , but differ only in the force con-
stants k� . Shown in Fig. 7(a) are the dihedral results for these 
two parameter sets, labeled as “Default1” and “Default2.” 
Both of them reproduce the quantum potentials with simi-
larly good quality. However, the associated MD simulations 
show opposing trends: The optimised quantum geometry 
corresponds to the minor cluster ( ∼ 29.4% ) in Default1 but 
to the major cluster ( ∼ 50.5% ) in Default2. Judging only 

by these results, one may conclude that Default2 is a better 
choice of parameters, as it reproduces the quantum struc-
ture as the major cluster. On the other hand, 2D dihedral 
potential scans (not shown here) look similar to the penam 
analogue 2D scan, which indicates that the 5-member ring 
flipping is a universal behaviour across penam, oxapenam, 
and carbapenam. It makes sense to postpone a conclusion 
about which parameter set is better until we see the fitting 
results for the other two, i.e. to find a consistent trend across 
all three ligands.

Results for oxapenam are shown in Fig. 7(b). The MM 
parameters based on our default � prediction (labeled as 
“Default”) reproduce the quantum geometry as the major 
(77.9% ) MD conformation, but the quantum potentials asso-
ciated with the 5-member ring flipping are not reproduced 
well, cf. the orange and black curves. This directly affects 
the quality of dihedral fitting for the carboxylate group, 
because its rotation is also coupled with the 5-member 
ring flipping. To improve the potential fits, we introduce 
extra multiplicities for the two dihedral angles depicted in 
Fig. 8(a), namely a potential term with n = 4 and � = 0 is 
added for both angles. These extra dihedral multiplicities are 
introduced according to Y.T. Pang’s protocol [22], namely 
extra n are introduced one by one, and we then collect those 
that substantially improve the potential fits. Interestingly, the 
phase shifts for these extra n correspond to the flipped ring 
structure, i.e. to the other energy minimum that is nearly 
degenerate with the optimised quantum geometry. Indeed, 
we find that introducing the additional dihedral multiplici-
ties improves the quality of the potential fits. Furthermore, 
the quantum geometry now becomes the minor MD confor-
mation ( ∼ 27.2% ), which is in line with the previous result 
for penam with “Default1” parameters. See results labeled 
“Extra” in Fig. 7(b). A similar situation is found for carbap-
enam as well. Fig. 7(c) shows the MM and QM dihedral 

(a) (b) (c)

Fig. 6   Results for penam analogue. (a) Selected potentials obtained 
from 1D quantum torsion scans. The QM potentials are reproduced 
by fitted MM potentials, obtained with the default phase shifts 
(Default). (b) The major and minor cluster conformations obtained 
from MD simulation, using the fitted MM potentials. The cluster size 
as well as the RMSD in Å compared to the quantum geometry (black) 

are given. The two conformations can interchange through a simul-
taneous rotation of two single bonds, indicated by the red arrows in 
the minor conformation. (c) The potential energy surface obtained 
from a 2D quantum torsion scan. The major and minor conformations 
are located at (21.7◦,−36.2◦) and (−35.6◦, 31.1◦) , respectively, and 
shown by the orange dots in the plot
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potential curves, as well as the major and minor MD con-
formations. The default MM parameters do not reproduce 
the quantum potential perfectly, but the quantum geometry 
is captured by the minor MD cluster with a similar percent-
age as in penam and oxapenam (26.5% ). Upon introducing 
extra multiplicities for the angle shown in Fig. 8(b), the qual-
ity of the potential fit is improved, but the MD simulation 
is now dominated by the flipped 5-member ring structure 
( 86.9% ) and no longer finds the quantum geometry. Since the 
2D dihedral scan indicates that the 5-member ring flipping 
should occur naturally, parameters with the extra multiplici-
ties are considered a bad choice for carbapenam.

Across the three molecules in the penam group, a consist-
ent trend is seen: The 5-member ring flipping is a common 
behaviour in the penam group. When there is no carboxylate 
group, i.e. for penam analogue, the MD simulation spends 

about a quarter of the time in the flipped structure. Once the 
carboxylate group is introduced, i.e. for penam, oxapenam 
and carbapenam, the MD simulation spends only about a 
quarter of the time in the unflipped, optimised quantum 

Fig. 7   (a) Selected dihedral 
potentials of penam, obtained 
by quantum calculations 
(black) and by MM parameter 
fitting, i.e. Default1 (orange) 
and Default2 (magenta). The 
two Default sets have identical 
n and � , but different k� . MD 
simulations using the two MM 
parameter sets show distinct 
outcomes: Default2 has the 
quantum geometry as the major 
conformation (magenta), while 
Default1 has it as the minor 
conformation (orange). (b) The 
dihedral fitting of oxapenam 
and the associated MD con-
formations. While the Default 
potential fit is not too good, 
it leads to a set of parameters 
that reproduces the optimised 
quantum geometry during the 
MD simulation. Introducing 
extra dihedral multiplicities 
(extra n) improves the potential 
fit, but the quantum geometry 
now only represents 27.2% 
of the MD trajectory. (c) The 
dihedral fitting of carbap-
enam and the associated MD 
conformations. The default 
� without extra multiplicities 
does not reproduce the quantum 
potentials for the 5-member 
ring flipping very well, but the 
associated MD simulation finds 
two conformations: a flipped 
structure (70.3% ) and the 
optimised quantum geometry 
(26.5% ). Upon introducing extra 
multiplicities, the dihedral fit-
ting quality is improved, but the 
quantum geometry is no longer 
found in the MD trajectory

(a)

(b)

(c)

(a) (b)

Fig. 8   (a) Dihedral angles of oxapenam that require extra multiplici-
ties. For both angles, the term with n = 4 , � = 0 is added. Notably, 
� = 0 matches the predicted phase shifts using the flipped structure. 
(b) The dihedral rotation in carbapenam with two extra multiplicities: 
n = 1 , � = 0 and n = 4 , � = 0
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geometry. Therefore, we conclude that such a ring flipping 
should be allowed, and the parameter sets that preserve this 
trend are the better choice. We stress that this 5-member 
ring flipping is a dynamic process. It occurs frequently and 
allows the ligand structure to change back and forth between 
the major and minor conformations. Such a motion is also 
observed in molecules from other groups, but with a lower 
frequency, as the double bond on the 5-member or 6-mem-
ber ring increases the difficulty of ring flipping.

Cephem, oxacephem, carbacephem

The last group comprises cephem, oxacephem, and carba-
cephem. The skeleton of these molecules is a 4-member ring 
fused with a 6-member ring. Additionally, there is a double 
bond on the 6-member ring. As one would expect, dihedral 
force constants k� associated with the double bond rotation 
are very high. In contrast, the other 6-member ring dihe-
drals generally have lower force constants. When employ-
ing ffTK for dihedral parametrisation, it is therefore natural 
to further separate the dihedrals into different groups: One 
associated with the double bond rotation and one with the 
single bond rotations. While such a strategy may not always 
be necessary, when optimising all the 6-member dihedral 
parameters simultaneously for cephem and oxacephem, we 
observed that the largest force constant occurs on a single 
bond instead of the double bond. This, of course, contra-
dicts the common sense about how difficult it is to rotate 
the bonds. Hence, for these two molecules, we first fit the 
double bond dihedrals and then fit the rest of the 6-member 
ring dihedrals. The carboxylate rotation and improper rota-
tion are then parameterised at the end, based on the updated 
6-member ring parameters. Default phase shifts based on the 
optimised quantum geometry are employed for all three mol-
ecules. Good results are obtained, as shown in Fig. 9(a), (b), 
and (c) for cephem, oxacephem, and carbacephem, respec-
tively. Our protocol yields parameters that result in a good 
major MD conformation reproducing the optimised quantum 
geometry, although the MM potentials of the 6-member ring 
are a bit off from the quantum data. Nevertheless, the rel-
evant features of the quantum potentials are all captured, cf. 
the black and orange curves in Fig. 9.

Conclusion

In this work we optimised the CGenFF MM parameters 
for monobactam, penam analogue, and 9 other �-lactams, 
using the force field Toolkit (ffTK) and Gaussian cal-
culations. While CGenFF provides a good initial guess 
for the dihedral multiplicities, determining the dihedral 
phase shifts by the potential curve fitting often leads to bad 
parameters that cannot reproduce the optimised quantum 

geometry during MD simulations. To resolve this prob-
lem, here we introduced a step of dihedral phase shift 
prediction into the ffTK optimisation protocol, and suc-
cessfully parameterised most of the molecules, including 
monobactam, penem, penam analogue, penam, carbap-
enam, cephem, oxacephem, and carbacephem. With minor 
modifications, such as changing selected phase shifts or 
introducing additional multiplicities, we were also able 
to successfully parametrise oxapenem, carbapenem, and 
oxapenam. Overall, the MM results obtained with our 
optimised parameters are in excellent agreement with the 
quantum data: The dihedral potential curves are repro-
duced, and the optimised quantum geometry is strongly 
represented in associated molecular dynamics simulations. 
Our results demonstrate that predicting the dihedral phase 
shifts can be the key to a successful parametrisation, and 

(a)

(b)

(c)

Fig. 9   (a) Selected dihedral potentials of cephem and the associated 
major MD conformation. The MM potential grasps the 6-member 
ring dihedral rotation qualitatively. Nevertheless, the major MD con-
formation reproduces the optimised quantum geometry well (shown 
in black). (b) Selected dihedral potentials of oxacephem and its major 
MD conformation. In comparison with cephem, the MM potential fits 
the QM result better, and the MD major conformation also represents 
a larger portion of the simulation, viz. 88.8% instead of 67.4% . (c) 
Selected dihederal potentials of carbacephem and the major MD con-
formation. The major features of the quantum results are reproduced
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therefore this step should be incorporated into the work-
flow for optimising dihedral parameters.

Supplementary Information  The online version contains supplemen-
tary material available at https://​doi.​org/​10.​1007/​s10822-​022-​00464-3.

Acknowledgements  Y.-C.C. thanks Dr. Anna Pavlova, Dr. Yui Tik 
Pang, Prof. Jonathan W. Essex for helpful discussions. Y.-C.C. also 
thanks the Kobilka Institute of Innovative Drug Discovery (KIIDD), 
the Chinese University of Hong Kong, Shenzhen (CUHK-SZ) for start-
up funding, and The Royal Society for travel support (AL\201047). 
High-performance computational resources provided by the Informa-
tion Technology Services Office (ITSO) and by KIIDD at CUHK-SZ 
are gratefully acknowledged.

Author contributions  QW and TH performed the parametrisation. QW 
and SX performed the quantum calculations. FO and YCC wrote the 
manuscript together. TYL and HDH reviewed the manuscript. YCC 
organized the work and oversaw the entire project.

Data availibility  The optimised charges and parameters are available as 
str files in the supplementary information to this article online. Other 
data are available from the corresponding author upon reasonable 
request.

Declarations 

Conflict of interest  The authors have no competing interests to declare.

Open Access  This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article's Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article's Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

References

	 1.	 Quillin SJ, Seifert HS (2018) Neisseria gonorrhoeae host adap-
tation and pathogenesis. Nat Rev Microbiol 16:226–240. https://​
doi.​org/​10.​1038/​nrmic​ro.​2017.​169

	 2.	 Turner NA, Sharma-Kuinkel BK, Maskarinec SA, Eichenberger 
EM, Shah PP, Carugati M, Holland TL, Fowler VG (2019) 
Methicillin-resistant Staphylococcus aureus: an overview of 
basic and clinical research. Nat Rev Microbiol 17:203–218. 
https://​doi.​org/​10.​1038/​s41579-​018-​0147-4

	 3.	 Dartois VA, Rubin EJ (2022) Anti-tuberculosis treatment strate-
gies and drug development: challenges and priorities. Nat Rev 
Microbiol. https://​doi.​org/​10.​1038/​s41579-​022-​00731-y

	 4.	 Otero LH, Rojas-Altuve A, Llarrull LI, Carrasco-López C, 
Kumarasiri M, Lastochkin E, Fishovitz J, Dawley M, Hesek 
D, Lee M, Johnson JW, Fisher JF, Chang M, Mobashery S, 
Hermoso JA (2013) How allosteric control of Staphylococ-
cus aureus penicillin binding protein 2a enables methicillin 

resistance and physiological function. Proc Natl Acad Sci USA 
110(42):16808–16813. https://​doi.​org/​10.​1073/​pnas.​13001​
18110

	 5.	 Salamaga B, Kong L, Pasquina-Lemonche L, Lafage L, von 
und zur Muhlen M, Gibson JF, Grybchuk D, Tooke AK, Panchal 
V, Culp EJ, Tatham E, O’Kane ME, Catley TE, Renshaw SA, 
Wright GD, Plevka P, Bullough PA, Han A, Hobbs JK, Foster 
SJ (2021) Demonstration of the role of cell wall homeostasis in 
Staphylococcus aureus growth and the action of bactericidal anti-
biotics. Proc Natl Acad Sci. https://​doi.​org/​10.​1073/​pnas.​21060​
22118

	 6.	 Mahasenan KV, Molina R, Bouley R, Batuecas MT, Fisher JF, 
Hermoso JA, Chang M, Mobashery S (2017) Conformational 
dynamics in penicillin-binding protein 2a of methicillin-resistant 
Staphylococcus aureus, allosteric communication network and 
enablement of catalysis. J Am Chem Soc 139(5):2102–2110. 
https://​doi.​org/​10.​1021/​jacs.​6b125​65

	 7.	 Butler MS, Paterson DL (2020) Antibiotics in the clinical pipe-
line in October 2019. J Antibiot 73:329–364. https://​doi.​org/​10.​
1038/​s41429-​020-​0291-8

	 8.	 Yu W, MacKerell Jr AD (2017) Computer-aided drug design 
methods. In: Sass P (ed) Antibiotics methods in molecular biol-
ogy, vol 1520. Humana Press, New York, pp 85–106

	 9.	 Cournia Z, Allen B, Sherman W (2017) Relative binding free 
energy calculations in drug discovery: recent advances and 
practical considerations. J Chem Inf Model 57(12):2911–2937. 
https://​doi.​org/​10.​1021/​acs.​jcim.​7b005​64

	10.	 Latorraca NR, Wang JK, Bauer B, Townshend RJL, Hollings-
worth SA, Olivieri JE, Xu HE, Sommer ME, Dror RO (2018) 
Molecular mechanism of GPCR-mediated arrestin activa-
tion. Nature 557(7705):452–456. https://​doi.​org/​10.​1038/​
s41586-​018-​0077-3

	11.	 Renault P, Louet M, Marie J, Labesse G, Floquet N (2019) Molec-
ular dynamics simulations of the allosteric modulation of the 
adenosine A2a receptor by a Mini-G protein. Sci Rep 9(1):5495. 
https://​doi.​org/​10.​1038/​s41598-​019-​41980-x

	12.	 Araki M, Matsumoto S, Bekker G-J, Isaka Y, Sagae Y, Kamiya N, 
Okuno Y (2021) Exploring ligand binding pathways on proteins 
using hypersound-accelerated molecular dynamics. Nat Commun 
12(1):2793. https://​doi.​org/​10.​1038/​s41467-​021-​23157-1

	13.	 Chiang Y-C, Wong MTY, Essex JW (2020) Molecular dynam-
ics simulations of antibiotic ceftaroline at the allosteric site of 
penicillin-binding protein 2a (PBP2a). Isr J Chem 60(7):754–763. 
https://​doi.​org/​10.​1002/​ijch.​20200​0012

	14.	 Vanommeslaeghe K, Hatcher E, Acharya C, Kundu S, Zhong S, 
Shim J, Darian E, Guvench O, Lopes P, Vorobyov I, Mackerell 
AD Jr (2010) CHARMM general force field: a force field for drug-
like molecules compatible with the CHARMM all-atom additive 
biological force fields. J Comput Chem 31(4):671–690. https://​
doi.​org/​10.​1002/​jcc.​21367

	15.	 Vanommeslaeghe K, MacKerell AD (2012) Automation of the 
CHARMM general force field (CGenFF) I: bond perception and 
atom typing. J Chem Inf Model 52(12):3144–3154. https://​doi.​
org/​10.​1021/​ci300​363c

	16.	 Vanommeslaeghe K, Raman EP, MacKerell AD (2012) Automa-
tion of the CHARMM general force field (CGenFF) II: assign-
ment of bonded parameters and partial atomic charges. J Chem 
Inf Model 52(12):3155–3168. https://​doi.​org/​10.​1021/​ci300​3649

	17.	 Mayne CG, Saam J, Schulten K, Tajkhorshid E, Gumbart JC 
(2013) Rapid parameterization of small molecules using the force 
field Toolkit. J Comput Chem 34(32):2757–2770. https://​doi.​org/​
10.​1002/​jcc.​23422

	18.	 Morado J, Mortenson PN, Verdonk ML, Ward RA, Essex JW, 
Skylaris C-K (2021) ParaMol: a package for automatic param-
eterization of molecular mechanics force fields. J Chem Inf Model 
61(4):2026–2047. https://​doi.​org/​10.​1021/​acs.​jcim.​0c014​44

https://doi.org/10.1007/s10822-022-00464-3
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1038/nrmicro.2017.169
https://doi.org/10.1038/nrmicro.2017.169
https://doi.org/10.1038/s41579-018-0147-4
https://doi.org/10.1038/s41579-022-00731-y
https://doi.org/10.1073/pnas.1300118110
https://doi.org/10.1073/pnas.1300118110
https://doi.org/10.1073/pnas.2106022118
https://doi.org/10.1073/pnas.2106022118
https://doi.org/10.1021/jacs.6b12565
https://doi.org/10.1038/s41429-020-0291-8
https://doi.org/10.1038/s41429-020-0291-8
https://doi.org/10.1021/acs.jcim.7b00564
https://doi.org/10.1038/s41586-018-0077-3
https://doi.org/10.1038/s41586-018-0077-3
https://doi.org/10.1038/s41598-019-41980-x
https://doi.org/10.1038/s41467-021-23157-1
https://doi.org/10.1002/ijch.202000012
https://doi.org/10.1002/jcc.21367
https://doi.org/10.1002/jcc.21367
https://doi.org/10.1021/ci300363c
https://doi.org/10.1021/ci300363c
https://doi.org/10.1021/ci3003649
https://doi.org/10.1002/jcc.23422
https://doi.org/10.1002/jcc.23422
https://doi.org/10.1021/acs.jcim.0c01444


Journal of Computer-Aided Molecular Design	

1 3

	19.	 Humphrey W, Dalke A, Schulten K (1996) VMD: visual molecu-
lar dynamics. J Mol Graph 14:33–38. https://​doi.​org/​10.​1016/​
0263-​7855(96)​00018-5

	20.	 Best RB, Zhu X, Shim J, Lopes PEM, Mittal J, Feig M, MacK-
erell AD Jr (2012) Optimization of the additive CHARMM 
all-atom protein force field targeting improved sampling of the 
backbone � , � and side-chain �1 and �2 dihedral angles. J Chem 
Theory Comput 8(9):3257–3273. https://​doi.​org/​10.​1021/​ct300​
400x

	21.	 Pavlova A, Gumbart JC (2015) Parametrization of macrolide anti-
biotics using the force field Toolkit. J Comput Chem 36(27):2052–
2063. https://​doi.​org/​10.​1002/​jcc.​24043

	22.	 Pang YT, Pavlova A, Tajkhorshid E, Gumbart JC (2020) Param-
eterization of a drug molecule with a halogen -hole particle using 
ffTK: implementation, testing, and comparison. J Chem Phys 
153(16):164104. https://​doi.​org/​10.​1063/5.​00228​02

	23.	 Morado J. ParaMol (2020-2021). https://​github.​com/​JMora​do/​
ParaM​ol

	24.	 CGenFF ParamChem web interface. https://​cgenff.​umary​land.​edu. 
Accessed 2021

	25.	 Frisch M.J, Trucks G.W, Schlegel H.B, Scuseria G.E, Robb M.A, 
Cheeseman J.R, Scalmani G, Barone V, Petersson G.A, Nakat-
suji H, Li X, Caricato M, Marenich A.V, Bloino J, Janesko B.G, 
Gomperts R, Mennucci B, Hratchian H.P, Ortiz J.V, Izmaylov 
A.F, Sonnenberg J.L, Williams-Young D, Ding F, Lipparini F, 
Egidi F, Goings J, Peng B, Petrone A, Henderson T, Ranasinghe 
D, Zakrzewski V.G, Gao J, Rega N, Zheng G, Liang W, Hada M, 
Ehara M, Toyota K, Fukuda R, Hasegawa J, Ishida M, Nakajima 
T, Honda Y, Kitao O, Nakai H, Vreven T, Throssell K, Mont-
gomery Jr J.A, Peralta J.E, Ogliaro F, Bearpark M.J, Heyd J.J, 
Brothers E.N, Kudin K.N, Staroverov V.N, Keith T.A, Kobayashi 
R, Normand J, Raghavachari K, Rendell A.P, Burant J.C, Iyengar 
S.S, Tomasi J, Cossi M, Millam J.M, Klene M, Adamo C, Cammi 
R, Ochterski J.W, Martin R.L, Morokuma K, Farkas O, Foresman 
J.B, Fox D.J (2016) Gaussian 16 Rev. C.01. Gaussian Inc. Wall-
ingford CT

	26.	 Páll S, Abraham M.J, Kutzner C, Hess B, Lindahl E (2015) Tack-
ling exascale software challenges in molecular dynamics simu-
lations with GROMACS. In: Markidis S, Laure E (eds) EASC 
2014: solving software challenges for exascale. Lecture notes in 
computer science, vol 8759, pp 3–27, Chap. 1. Springer, Cham. 
https://​doi.​org/​10.​1007/​978-3-​319-​15976-8_1

	27.	 Abraham MJ, Murtola T, Schulz R, Páll S, Smith JC, Hess B, Lin-
dahl E (2015) GROMACS: High performance molecular simulations 
through multi-level parallelism from laptops to supercomputers. Soft-
wareX 1–2:19–25. https://​doi.​org/​10.​1016/j.​softx.​2015.​06.​001

	28.	 Lindahl E, Abraham M.J, Hess B, van  der Spoel D (2021) 
GROMACS Source code (2021.3). https://​doi.​org/​10.​5281/​
zenodo.​50532​01

	29.	 Essmann U, Perera L, Berkowitz ML, Darden T, Lee H, Pedersen 
LG (1995) A smooth particle mesh Ewald method. J Chem Phys 
103(19):8577–8593. https://​doi.​org/​10.​1063/1.​470117

	30.	 Bussi G, Donadio D, Parrinello M (2007) Canonical sampling 
through velocity rescaling. J Chem Phys 126(1):014101. https://​
doi.​org/​10.​1063/1.​24084​20

	31.	 Parrinello M, Rahman A (1981) Polymorphic transitions in sin-
gle crystals: a new molecular dynamics method. J Appl Phys 
52(12):7182–7190. https://​doi.​org/​10.​1063/1.​328693

	32.	 Nosé S, Klein ML (1983) Constant pressure molecular dynamics 
for molecular systems. Mol Phys 50(5):1055–1076. https://​doi.​
org/​10.​1080/​00268​97830​01028​51

	33.	 Hess B (2008) P-LINCS: A parallel linear constraint solver for 
molecular simulation. J Chem Theory Comput 4(1):116–122. 
https://​doi.​org/​10.​1021/​ct700​200b

	34.	 Daura X, Gademann K, Jaun B, Seebach D, van Gunsteren WF, 
Mark AE (1999) Peptide folding: when simulation meets experi-
ment. Angew Chem Int Ed 38(1–2):236–240. https://​doi.​org/​
10.​1002/​(SICI)​1521-​3773(19990​115)​38:1/​2<​236::​AID-​ANIE2​
36>3.​0.​CO;2-M

	35.	 Fisette O, Gagné S, Lagüe P (2012) Molecular dynamics of 
class A �-lactamases - effects of substrate binding. Biophys J 
103(8):1790–1801. https://​doi.​org/​10.​1016/j.​bpj.​2012.​09.​009

https://doi.org/10.1016/0263-7855(96)00018-5
https://doi.org/10.1016/0263-7855(96)00018-5
https://doi.org/10.1021/ct300400x
https://doi.org/10.1021/ct300400x
https://doi.org/10.1002/jcc.24043
https://doi.org/10.1063/5.0022802
https://github.com/JMorado/ParaMol
https://github.com/JMorado/ParaMol
https://cgenff.umaryland.edu
https://doi.org/10.1007/978-3-319-15976-8_1
https://doi.org/10.1016/j.softx.2015.06.001
https://doi.org/10.5281/zenodo.5053201
https://doi.org/10.5281/zenodo.5053201
https://doi.org/10.1063/1.470117
https://doi.org/10.1063/1.2408420
https://doi.org/10.1063/1.2408420
https://doi.org/10.1063/1.328693
https://doi.org/10.1080/00268978300102851
https://doi.org/10.1080/00268978300102851
https://doi.org/10.1021/ct700200b
https://doi.org/10.1002/(SICI)1521-3773(19990115)38:1/2<236::AID-ANIE236>3.0.CO;2-M
https://doi.org/10.1002/(SICI)1521-3773(19990115)38:1/2<236::AID-ANIE236>3.0.CO;2-M
https://doi.org/10.1002/(SICI)1521-3773(19990115)38:1/2<236::AID-ANIE236>3.0.CO;2-M
https://doi.org/10.1016/j.bpj.2012.09.009

	On the force field optimisation of -lactam cores using the force field Toolkit
	Abstract
	Introduction
	Method
	Results
	Naive parametrisation without dihedral phase shift prediction
	Monobactam
	Penem, oxapenem, carbapenem
	Penam, oxapenam, carbapenam
	Cephem, oxacephem, carbacephem

	Conclusion
	Acknowledgements 
	References




