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Abstract

The design of economically feasible and profitable production processes has driven

companies toward integrated continuous manufacturing by reducing working vol-

umes and increasing operating frequencies. Thus, the development of robust small-

scale devices capable of multivariate process optimization is essential. The aim of this

work is to characterize the flow developed in a ml-scale stirred tank operating at

intermediate Re �3732, and assess trailing vortex stability with respect to baffle

presence and size. Velocity characteristics are computed via computational fluid

dynamics (CFD) and validated experimentally for an unbaffled (UB) and two baffled

configurations. Proper orthogonal decomposition (POD) is used to extract dominant

spatial–temporal flow features affecting the underlying flow patterns. Results show

very good agreement between simulations and experiments, while POD analysis

revealed the existence of highly energetic and periodic modes, linked to interactions

between impeller jet and reactor walls. These modes are responsible for an impeller

jet instability, which is amplified by the presence and size of baffles.
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1 | INTRODUCTION

Stirred tank reactors (STRs) are widely used in the chemical, pharma-

ceutical and food processing industries in applications related to gas

and/or solid–liquid dispersions, catalytic reactions and single or multi-

phase mixing.1–3 Despite the versatility and flexibility of STRs, the

flow generated during agitation consists of various temporal and spa-

tial scales, which make the scale-up of mixing processes challenging

and time-consuming. Specifically, in upstream processing, process

characterization in STRs at lab-scale ranges from 1 to 20 L. The need

for optimization of production lines and increase of throughput has

led to the development of miniaturized STRs with working volumes

between microliter to milliliter, which, operating in conditions similar

to larger scale vessels, assist in refining the understanding of each

step of the production process and provide a baseline for efficient

and economically feasible scale-up.4,5 Meanwhile, the aim for produc-

tivity maximization and automation has raised industrial interest

toward continuous processing via high process intensification, reduc-

tion of working volumes and increase of operating frequencies.6

Small-scale reactors are therefore valuable tools to test new impeller

and vessel configurations and optimize operating conditions in a cost

efficient and timely manner, contributing to the formation of robust

and reliable manufacturing processes.

In agitated systems conversion of mechanical energy into

momentum is significantly impacted by the impeller configuration

which is critical for the hydrodynamic and mixing features developed
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in the vessels.2 In this regard, several studies have been dedicated to

the investigation of novel impeller designs2,7–10 or to the optimization

of existing ones11 by mainly focusing on the characteristics of the

trailing vortices generated by each impeller, as the development and

stability of the latter can control power consumption, dispersion and

coalescence in gas–liquid mixing and ultimately determine reactor

performance.12

To improve mixing performance and prevent solid body rotation,

STRs operating with fluids of low viscosity are usually equipped with

baffles. Still, there is a variety of applications in which the use of UB

tanks is preferred, including crystallization and precipitation processes,

where baffle presence may promote particle attrition.13,14 UB vessels

are also used in food and pharmaceutical industries where sterility

and tank cleanness is of major importance, as well as in laminar mixing

of high viscosity fluids, to prevent dead zones from forming in the

proximity of the baffles.14,15 Comparison between baffled and UB

tanks along with flow dynamics and mixing characterization of STR

performance with different baffle designs has been reported in the

past.16–20 Atibeni and Gao explored experimentally suspension mech-

anisms in STR equipped with up-triangular and down-triangular baf-

fles and reported that the performance of the latter outweighed the

standard baffle design exhibiting lower power consumption and criti-

cal agitation speed for particle suspension.16 In previous years Lu

et al. studied the dependency of mixing time on baffle number and

size and mentioned that excessive baffling had an adverse effect on

mixing efficiency.17 Meaningful results on the flow stability were

reported by Chapple and Kresta, who explored the effects of design

parameters such as impeller type, off-bottom clearance and baffle

number. According to their work, the most important parameters to

determine flow stability at the impeller stream were impeller diameter,

baffle number and interaction between the two.18 In this perspective

Roussinova et al. studied the flow instabilities occurring with an

assortment of different axial impellers and a Rushton Turbine (RT) for

varying number of baffles and concluded that reducing the baffle

number triggers more flow instabilities in the case of the RT, rather

than in axial impeller systems.20

Over the past years several studies have been conducted on the

assessment of hydrodynamics to characterize mixing performance and

operation efficiency of stirred tanks using both computational and

experimental approaches. Recent experimental investigations on the

flow dynamics in STRs have been mainly based on nonintrusive laser

based/optical techniques, where the focus varied from the under-

standing of the flow in the bulk of the tank, on trailing vortices and

flow instabilities12,20–25 to quantifying turbulence levels and variation

of local energy dissipation rate in proximity of the impeller, where

micro-mixing plays a greater role.22,26–29

Computational fluid dynamics (CFD) has gained more attention

during the last 20 years as it allows the investigation of multiple

parameters for the prediction of flow patterns on single and multi-

phase systems.30,31 Some studies investigated the impact of key

design parameters in fluid flow, including the assessment of reactor

and impeller geometry such as impeller clearance32 and blade

shape,2,9 while others focused on the accuracy of different CFD

models to predict STR flow.33–37 Integration of experimental and

computational methods is of major importance for the development

of useful tools which, by combining the advantages of both

approaches, provide deep insight on complex hydrodynamic phenom-

ena. CFD is advantageous for revealing flow information at any point

in the vessel volume and can fully resolve spatial and temporal scales

of the flow but for high computational costs. In this perspective,

experiments outweigh the limitations due to computational time but

can only fully resolve all length scales in a flow for a small, mostly

two-dimensional, investigation region and for a limited range of

Reynolds number.38

While validation of CFD modeling has been discussed in the liter-

ature35,39,40 the detailed characterization of hydrodynamics is limited

to standardized reactor configurations with large (10–70 L) volumes

and design ratios. However, the need for process efficiency and suc-

cessful scale-up have rendered the characterization of ml-scale STRs

critical to describe mixing and turbulence and identify potential bot-

tlenecks associated with the process design.7,41,42 Even though scale-

down vessels are geometrically similar to larger scale systems, they

can be significantly different in terms of operating conditions and pro-

cess performance achieved. Scaling procedures in stirred tanks have

been developed for chemical engineering applications with reactor

sizes from 100 L onwards. Nevertheless, recent bioprocess develop-

ment occurs for smaller working volumes (200 ml to 1 L); therefore

scaling procedures should be tested in smaller scales, where the pres-

ence of probes and/or baffles can greatly affect the reactor hydrody-

namics. Moreover, the matching of chemical processes in small and

larger scales often results in altering critical operational parameters in

the former (e.g., reduction in rotational speed), leading to lack of

dynamic similarity and therefore flow regime across the different

scales, with a transitional flow regime for the smaller scale systems

considered.43,44 These discrepancies are inevitable and further

enhanced as reactor scales become smaller. Most scaling rules and

design criteria have been adjusted and tested in fully turbulent condi-

tions in large scale systems therefore alterations in flow regime in

scale-down devices add extra challenges in hydrodynamics characteri-

zation that should be addressed for process optimization,43

Taking under consideration the aforementioned scaling issues

between small and large scale upstream processes, a systematic char-

acterization of engineering features in scale-down reactors is particu-

larly important for the development of reliable scale-down models

(SDMs) and has rarely been reported. Characterization of small-scale

reactors has been limited to spatial distributions of ensemble-

averaged flow quantities (i.e., mean velocity and turbulence) and esti-

mation of power number.43,44 The aim of this work is to fully assess

the flow patterns developed in a small scale reactor, which has been

actively used and optimized in continuous mode of operation by

Tregidgo.45 The vessel hydrodynamics at typical operating conditions

are thoroughly characterized via CFD modeling and validated via

particle image velocimetry (PIV) experiments. The impact of design

parameters is assessed with a particular focus on baffle number and

size, in order to evaluate the dependency of reactor hydrodynamics

on key geometrical features. For this reason, three configurations of
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the aforementioned scale-down reactor have been tested, one UB

and two baffled configurations of increasing size. Finally, evolution of

trailing vortices is characterized and their stability is correlated to

highly energetic jet-instabilities, the effect and significance of which

depends on the baffle presence and size. The acquired engineering

and hydrodynamics knowledge provides a baseline to assess how

critical design parameters affect the fluid dynamics in small scale

reactors and can then be used to assist in the optimization of mixing,

mass transfer, and scale-up.

2 | MATERIALS AND METHODS

2.1 | STR configuration

The STR used in the current work Figure 1A was a cylindrical SDM

with a working volume of 250 ml. The vessel had a flat bottom with a

diameter DT ¼67mm, HL ¼1:05DT and was equipped with a six-blade

flat blade turbine (FBT) with a diameter Di ¼30mm (Di �0:44DT ),

wb ¼0:26Di, tblade ¼0:05Di , and three equally spaced baffles. For the

purposes of the current study, three STR configurations have been

used: one unbaffled (UB) and two baffled configurations with baffles

of equal thickness, tbaffle ¼0:5mm, but different widths,

DT=16¼4mm (B1) and DT=10¼6:7mm (B2). The impeller clearance

and rotational speed were 20mm (C�0:3DT ) and 250 rpm

(Re ¼NDi
2ν�1 ¼3, 732), respectively. The working fluid was water

with density ρ¼998:2kg=m3 and dynamic viscosity

μ¼0:001003kg=ms. All experiments and simulations were conducted

at room temperature.

2.2 | Experimental methods

All experiments were conducted in a cylindrical transparent vessel

immersed in a rectangular trough made from acrylic, which minimized

optical distortions caused by the curved surface of the cylindrical tank.

This vessel is a transparent mimic of the scale-down STR used by

Tregidgo for the optimization of perfusion processing.45

The 2D PIV time- and phase-resolved measurements of the

instantaneous radial and vertical velocity components, ur and uz, were

obtained on two different vertical planes located at different azi-

muthal distances from the baffles: the cross-section denoted as P1 in

Figure 1A was 30� after the baffle, and cross-section P2 half way

between two consecutive baffles. The plane of measurement was illu-

minated by a laser of thickness of approximately 1mm in the mea-

surement region and was obtained from a green diode-pumped solid

state (DPSS) Laser with an output power of 500mW. A 45� mirror

was placed underneath the rig to redirect the laser vertically

(Figure 1B). The working fluid was milli-Q water seeded with

Rhodamine-coated Polymethyl methacrylate particles with an average

diameter dp ¼20–50μm and density ρp ¼1:19g=cm3 (Dantec

Dynamics A/S). The 1MP intensified camera (Dantec Dynamics A/S),

was equipped with a 45mm lens and mounted an orange light cut-off

filter with a wavelength of 570nm, which allowed to maximize seed-

ing particles detection and minimize laser reflection at the vessel and

impeller surfaces. A sketch of the PIV setup is illustrated in Figure 1B.

Depending on the impeller speed and the tank region investigated

(impeller vs. bulk tank regions) the frame rate varied from 2000 to

4000 Hz (time step size, dt¼250–500ms). The results were post-

processed via PIVlab 2.34 using an adaptive correlation analysis, with

initial and final interrogation areas of 128�128 and 16�16 pixels2,

respectively, and 50% overlap (three-pass analysis). The spatial resolu-

tion used for the experiments was 1.1mm, which is consistent with

the order of magnitude of the Taylor microscale, λ�0:5–1mm, found

in the literature22,27 and estimated from CFD simulations, for

Re ¼3732 (see Section 2.3). Erroneous vectors were detected by

applying velocity limits (approximately �2:5utip ¼1ms�1) and discard-

ing outliers with velocities five times greater than utip, that corre-

sponded to�2% of the generated vectors. Ensemble- and phase-averaged

measurements were obtained from 4800 to 9600 instantaneous velocity

F IGURE 1 (A) Stirred tank configuration cross-section and plan view with indication of vertical measurement planes P1 and P2 and
(B) experimental setup used for PIV
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fields corresponding to 10 impeller revolutions, depending on the frame

rate selected (500–250μs), and 500 instantaneous velocity fields for each

phase angle, respectively. Phase-resolved measurements were obtained

with an angular resolution of 5�.

2.3 | Computational methods

The commercial CFD software ANSYS (version 19.2) was used to

solve the flow governing equations inside the three scale-down STRs

configurations studied (UB and baffled with B1 and B2). Reynolds

averaged Navier–Stokes (RANS) modeling was employed to get an ini-

tial estimation of average and maximum values of turbulence kinetic

energy (TKE) and flow length scales. These were then used to select

an optimal spatial and temporal resolution of the Large Eddy Simula-

tions (LES) performed to capture the flow characteristics in the three

vessel configurations described above.

3 | RANS MODELING

3.1 | Mesh independence study

A mesh independence study was performed by using the stirred

vessel configuration B1. The geometry was generated in ANSYS

DesignModeler (version 19.2) and separated the reactor volume

into two zones: moving and stationary. The moving zone

enclosed the impeller and had a height of 2wb and a diameter of

1:6Di. Five different unstructured mesh densities were assessed

including 250, 600, 800, 900, and 1000K elements. The simulations

were conducted using the multiple reference frame (MRF) approach

and the efficacy of the grid was evaluated based on velocity and tur-

bulence distributions as well as the estimated power number, P0 for

the different mesh densities. The grid independence showed that

increasing the grid size more than 900K elements had marginal effect

on velocity, turbulence distributions, and P0. Therefore a grid of 900K

elements was used to conduct a sequence of simulations and screen

the different RANS closure models to select the best precursor

for LES.

3.2 | Estimation of turbulence length scales

Simulations were performed using a sliding mesh (SM) approach as it

models more realistically impeller rotation and accounts for transient

interactions between impeller and baffles.34,36,37 The time step used

corresponded to 1� angular displacement (dt¼6:66 �10�4 s) that kept

cell convective courant number <1 for the entire volume of the

tank.35 According to the predicted average dissipation rate, ε, and tur-

bulent kinetic energy, k, the order of magnitude of the integral, Taylor

and Kolmogorov length scales were lo /10�3m, λ/10�4m, and

η/10�5m, respectively.22,27 Their average value was used to pick an

adequate grid spatial resolution for the conduction of LES. Maximum

energy dissipation rate, εmax , was also used to compute the Kolmogo-

rov timescale and therefore refine the temporal resolution of the LES

in the impeller region.44 The simulation conditions and the different

approaches used are summarized in Table 1.

Double precision was used to perform all RANS simulations. A

pressure-based implicit solver was applied and a second order upwind

scheme was used for spatial discretization of continuity and momen-

tum equations. SIMPLEC algorithm was used for pressure–velocity

coupling. Convergence was evaluated based on residuals being <10�6

for continuity and momentum and 10�5 for turbulence. Other physical

convergence criteria included monitoring the velocity at different

points in the vessel, average turbulence in the impeller rotational area

and the momentum of the shaft.

3.3 | LES modeling

The second set of CFD simulations was conducted by using LES.

When using LES, the Navier–Stokes equations are filtered and solved

up to large turbulence scales within a certain cut-off grid size, beyond

which smaller turbulence scales (subgrid scales) are assumed to be iso-

tropic and are modeled via a subgrid scale model (Equations (3) and

(4)). The filtered Navier–Stokes equations are:

∂ui
∂xi

¼0 ð1Þ

∂ui
∂t

þ ∂

∂xj
uiuj
� �¼�1

ρ

∂p
∂xi

þν
∂2ui
∂x2j

� ∂τSGSij

∂xj
ð2Þ

τSGSij ¼�νT
∂ui
∂xj

þ ∂uj
∂xi

� �
ð3Þ

νT ¼CsΔ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2

∂ui
∂xi

þ ∂uj
∂xj

� �s
ð4Þ

In this work, Smagorinsky model was used which is an eddy-viscosity

model relating the subgrid-eddy viscosity, νT , to the resolved deforma-

tion rate (Equation (4)). The filtering process in Fluent is determined

from the grid spacing, Δ, therefore turbulence scales larger than the

grid size are fully resolved, whereas smaller turbulence scales are

modeled. The Smagorinsky constant used in this study was Cs ¼0:1,

which is typical for turbulent flows46 and in agreement with previous

studies of Delafosse et al., who did not find significant variation in

velocity and TKE distribution between Cs ¼0:1 and Cs ¼0:2.35 The

selected value of Cs is also in agreement with Gillisen et al. (2012)

who compared results between LES and direct numerical simulations

(DNS) and found out that Cs ¼0:1 was suitable for both mean velocity

and turbulence prediction.47

The final grid used for LES consisted of 3 million tetrahedral ele-

ments with spatial resolution 7μm<Δx<1:8mm. In agreement with

Hartmann et al.39 the ratio of eddy viscosity over kinematic viscosity

(νT=ν) was monitored during the course of the simulation to ensure
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that the grid quality was good enough to successfully resolve a large

range of turbulence length scales and minimize the amount of model-

ing occurring within the subgrid scale. The resulting ratio in the sliding

mesh region had an average value of νT=ν�20% indicating adequate

spatial resolution as almost 80% of the flow field was appropriately

resolved and only 20% was modeled.

SIMPLEC algorithm was used for pressure–velocity coupling

and Bounded Central Differencing scheme for spatial discretiza-

tion of momentum. Convergence was monitored based on resid-

ual values being <10�5 for momentum equations, while additional

criteria included the statistical convergence of velocity magnitude

in points in and out of the rotational area. Impeller momentum

was also monitored during the course of LES to ensure conver-

gence was reached. The time step size was selected to be

dt¼3:3386 �10�4 s, lower than the Kolmogorov timescale estimated

from URANS simulations (τK ¼ ν=εð Þ0:5 /10�3 s) corresponding to an

angular displacement of dφ�0:5
�
and ensuring the Courant number

was below unity in the whole reactor volume. Forty revolutions have

been simulated for the UB and the baffled configurations equipped

with B2, and 80 revolutions for the baffled case equipped with B1.

For all configurations the first 20 revolutions were performed to

ensure simulation statistical convergence and the remaining

20 (UB and baffled with B2), and 60 revolutions (baffled with B1),

were used for data acquisition and processing. This corresponds to

14,400 instantaneous acquisitions for the UB and the B2 vessel con-

figurations. For the baffled configuration B1, the simulation time was

extended to 60 revolutions (�43,200 acquisitions) as this was the

standard vessel configuration designed and tested by Tregidgo.45

3.4 | Processing methods

3.4.1 | Velocity and turbulence data

The post processing of calculated velocity fields was conducted in

MATLAB. A regular space grid of dx, dz½ � ¼0:7mm was used to map

the unstructured computational grid and its order of magnitude was

consistent with the grid originated experimentally. The generated grid

agreed with the minimum cell size from ANSYS meshing and was of the

same order of magnitude of the estimated Kolmogorov microscale.

LES Phase resolved velocity fields were estimated from 120 and

360 instantaneous fields corresponding to blade positions of

φ¼0
� �60

�
. Statistical averaging over all impeller blade positions

(i.e., 0�–60�, with a temporal resolution corresponding to angular dis-

placement of 0.5�) was used to compute ensemble-averaged

quantities.

Given the 2D nature of the PIV system used in the present work

the contribution to the TKE due to velocity fluctuations in the tangen-

tial direction was included in k0 by assuming pseudo-isotropic flow.

This is consistent with the works of Zhao et al. (2011) and Khan et al.

(2006), who demonstrated that this assumption is valid for fully baf-

fled STR flows and turbulent kinetic energy estimates are only margin-

ally affected.3,48

3.4.2 | Proper orthogonal decomposition and
frequency analysis

Proper orthogonal decomposition (POD) has been employed

to identify dominant frequencies and flow structures in a

broad range of flow fields.49,50 It is a linear technique which

allows to decompose an instantaneous flow snapshot into a

number of spatial and temporal modes of descending

kinetic energy magnitude. The first modes therefore contain most

of the kinetic energy embedded in the flow and are linked to

larger scale structures, as opposed to lower order modes which

have less kinetic energy and are associated with smaller scales

and turbulence. Once dominant modes are identified, POD allows

to produce low order models (LOMs) which can be used to sub-

stantially reduce the dimension of the dataset, and therefore iso-

late flow instabilities.26,50 In this work, POD was used with the

method of snapshot, with matrix X being characterized by R rows,

corresponding to spatial variation in the radial and axial directions,

and M columns, corresponding to the number of frames used either

from the PIV experiments or LES. When using the POD modes an

instantaneous velocity field, ui , can be written as follows

(Equation (5)):

ui x, tð Þ¼
Xn¼M

n¼1

an tð ÞΦn xð Þ ð5Þ

TABLE 1 Summary of the different conditions used across the different steps of the simulation process

CFD

simulation

Steady state (MRF)/transient

simulation (sliding mesh)

Mesh size (number of

elements) Model Purpose

RANS Steady state (MRF) 250–1000 K k–ε Realizable Mesh independence

URANS Transient (sliding mesh) 900 K k–ε Standard, k–ε Realizable, k–ε RNG,

Reynolds stress model (RSM)

Screening of URANS

models

URANS Transient (sliding mesh) 3 M k–ε Realizable LES precursor

LES Transient (sliding mesh) 3 M Smagorinsky model (Cs ¼0:1) LES simulation/results

extraction
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where an tð Þ is the temporal coefficient and Φn xð Þ is the spatial eigen-

function associated with the nth mode. More details on the method

can be found in the literature.26,38,50–52

4 | RESULTS AND DISCUSSION

4.1 | Validation of CFD

The LES velocity fields were validated against corresponding PIV

results for all the configurations investigated (UB, B1, and B2).

For brevity of presentation, contour-maps and velocity profiles

are presented for the unbaffled vessel only on a vertical plane.

Consistent agreement was also found for the configurations with

baffles. Contour maps of ensemble averaged velocity magnitude

and turbulent kinetic energy are illustrated in Figure 2, while

vertical profiles of ensemble averaged radial, ur=utip, axial, uz=utip,

velocity components and turbulent kinetic energy, k0=u2tip, are pre-

sented for a radial position in proximity to the impeller tip,

r=DT ¼0:25, where maximum velocities and TKE levels occur

(Figure 3A–C, respectively). The agreement for axial velocity compo-

nents and turbulent kinetic energy estimates is good, with an error

within 4%, while the peak for the radial velocity component is slightly

underestimated, by approximately 15%, from the corresponding PIV

measurement. This discrepancy could be caused by the fact that

ensemble averages were estimated experimentally with a coarser

angular resolution (i.e., it consists in an average of only 12 phased

resolved datasets), while LES had a finer angular resolution of 0.5�,

which included the entire range of velocity fields in between two

blade passages. Vertical profiles of the phase-resolved radial and axial

velocity components, ⟨ur⟩=utip and ⟨uz⟩=utip, are presented for differ-

ent impeller phase angles and for radial positions in close proximity to

F IGURE 2 Experimental–numerical
validation: (A) of ensemble average velocity
magnitude and (B) TKE for PIV and LES for
a vertical plane in the UB tank

F IGURE 3 Vertical profiles of ensemble
average quantities: (A) ur=utip, (B) uz=utip, and
(C) k0=u2tip at r=DT ¼0:25 for the UB tank.
The solid horizontal line in all figures
represents the impeller centerline
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the trailing vortex core (r=DT ¼0:22 at 10�, r=DT ¼0:25 at 30�,

r=DT ¼0:27 at 50�), in Figure 4. Vertical profiles of ⟨ur⟩=utip show that

radial velocity reaches a maximum at 10� behind the blade, when the

trailing vortices have fully formed. As the blade progresses and the

intensity of the trailing vortices weakens, the radial velocity, ⟨ur⟩=utip,

gets progressively smaller as well. Similarly, vertical profiles of

⟨uz⟩=utip indicate very good agreement between the PIV and LES

phased resolved estimates.

Average velocity and TKE values were compared with previously

published results for all reactor configurations studied, including baf-

fled and unbaffled.1,39,40,48,53 It should be noted that the impeller

geometry used in this work is different from impeller configurations

extensively examined in the past, such as the commonly used

RT1,22,40 or four-blade FBT.7,54 For an unbaffled configuration as in

this work, Alcamo et al. investigated the flow produced by a RT for

Re ¼30, 000 and found maximum values of radial component,

ur=utip ¼0:22 and turbulent kinetic energy k0=u2tip ¼0:05 close to

those found in the current work.1 The work of Steiros et al. with an

octagonal unbaffled tank and a four blade FBT was denoted by higher

levels of turbulence (turbulence intensity
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
⟨u2r ⟩þ ⟨u2z ⟩

q
=utip �0:45 vs.

0.24 in the current work), as the corner of the prism wall might have

resulted in a baffle effect.7 As expected, when baffled configurations

are considered turbulence levels are increased. For example, Lee et al.

and Hartmann et al., reported higher values for TKE than those found

in the current work (k0=u2tip ¼0:15vs:0:4).39,55 Nevertheless, differ-

ences related to impeller design, reactor volumes (ranging from 5 to

70 L) and flow regime (Re �10, 000�150, 000) must be considered

when comparing the current and their configurations and highlights

the demand of a thorough characterization for both baffled and

unbaffled configurations of small volume STRs.

4.2 | Comparison of UB and baffled configurations

4.2.1 | Profiles of velocity and turbulence

A direct comparison between the flow characteristics of the three

configurations, UB, B1, and B2 investigated is provided in Figure 5

where the contour maps of in-plane velocity magnitude and TKE,

extracted from LES data, are illustrated. The in-plane velocity magni-

tude is higher in the presence of baffles and increases with larger baf-

fle size. This is expected as for UB vessels the flow is more subject to

solid body rotation and the main velocity component under this con-

dition is the tangential one, which is not accounted for in the contour

maps of Figure 5. Baffles transfer energy from the tangential to the

axial and radial velocity components, resulting in larger and more

effective upper circulation loops. For example at φ¼40
�
, the upper

loop reaches a maximum axial coordinate of z=DT ¼0:63 and

z=DT ¼0:6 for B2 and B1 configurations, respectively. Similarly, TKE

is found to increase threefold with the addition of baffles and with

baffle size as shown in Figure 5. In the unbaffled case, the low impel-

ler pumping capacity caused by the increased circumferential

motion, leads to a P0 which is 2.5 times lower when compared with

baffled tank B2 and consequently to the lower turbulence levels

observed.

4.2.2 | Characterization of trailing vortices

Considering the impact of the trailing vortices on the STRs overall flow

and mixing performance, a thorough characterization of their formation

and stability has been conducted in the following part of this work.

F IGURE 4 Vertical profile of ⟨ur⟩=utip (A, C, and E) and ⟨uz⟩=utip (B, D, and F) for the UB tank: (A, B) φ¼10
�
and r=DT ¼0:22; (C, D) φ¼30

�

and r=DT ¼0:25; (E, F) φ¼50
�
and r=DT ¼0:27. The solid horizontal line represents the impeller centerline
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The phase-resolved vector field and corresponding tangential vor-

ticity (ξ¼HL⟨ωθ⟩=utip, utip ¼ πNDi) contour map is shown in Figure 6,

based on LES data, for four different angles behind the blade

(φ¼10
�
, 20

�
, 30

�
, and40

�
) and for all the three configurations UB, B1,

and B2. In the unbaffled vessel the trailing vortices are clearly

developed with nearly equal vorticity of opposite magnitude on either

side of the impeller centerline. The two vortices are parallel and

move radially outwards as the phase angle, φ, increases. The addition

of the smaller baffles B1 in the system introduces an inclination of

the jet in between the vortex pair, which is increasing as the phase

F IGURE 5 Comparison of velocity magnitude and TKE distributions for the UB, and baffled configurations (LES data at plane of
measurement P1)

F IGURE 6 Contour map of normalized vorticity for UB and baffled configurations (B1 and B2 at plane P1) for phase angles ranging
φ¼10

� �40
�
. Results presented correspond to LES dataset

8 of 18 CHARALAMBIDOU ET AL.



angle is increased. The jet inclination, β, is quantified based on

Equation (6) inside an area with dimensions 0:2 < r=DT <0:43 and

0:23< z=DT <0:45 on the vertical plane of measurement (either P1 or

P2) for each configuration (i.e., UB, B1, and B2). For example, the cen-

terline jet inclination, β, computed from Equation (6) for B1, is found

to reach approximately 4� when φ¼10
�
and �5� when φ¼40

�
, while

it is �0� for the unbaffled case. This effect is even more pronounced

for the larger baffle configuration, B2, where the jet inclination

increases to β�5
� �7

�
for φ¼10

� �40
�
. Besides the inclination of

the vortex pair and their central jet, the presence of baffles causes a

more prominent radial movement of the bottom vortex as opposed to

the top one. For example, in the B1 configuration the radial position

of the bottom vortex ranges from r=DT ¼0:22 to r=DT ¼0:32, as

opposed to the UB vessel where the radial distance covered from the

same vortex is r=DT ¼0:22 to r=DT ¼0:27 when φ¼10
� �40

�
. These

two effects, that is, increased jet inclination and more prominent

radial movement of the bottom trailing vortex, might be related to a

reduction in trailing vortices stability as the blade progresses.

β φ, tð Þ¼ atan�1 uz
ur

� �
ð6Þ

In Figure 7 a comparison of vorticity levels is shown across the three

vessel configurations studied in this work. The intensity of the trailing

vortices has been estimated from the average vorticity, processed

from LES data, in proximity to the blade in a region comprised

between r=DT ¼0:2–0:4. For all vessel configurations the maximum

absolute vorticity magnitude occurs when φ�12
�
. In the UB tank the

peak is at φ¼9
�
while it shifts to angular positions further away from

the blade, φ¼10
�
and12

�
, in baffled tank configurations, B1 and B2,

respectively. Furthermore, the intensity of both vortices (upper and

lower) increases in magnitude as configurations with baffles are con-

sidered with B2 being characterized by a nearly double absolute vor-

ticity peak, when compared with the UB configuration (i.e. 8 vs. 4 for

top vortex). Such behavior is expected as both phase-resolved vortic-

ity magnitude and area covered by the trailing vortices appear to be

larger in the B2 vessel. Finally, when comparing the upper and lower

vortices for the B2 configuration, it is clear that there is an imbalance

between the two, and the magnitude of the top vortex is nearly 17%

higher than the bottom one, as opposed to the UB and B1 configura-

tions where the two trailing vortices exhibit similar magnitudes.

4.2.3 | Analysis of impeller jet inclination

To further elucidate the trailing vortices dynamics, instantaneous

velocity vector plots (ui φ, tð Þ) denoted by the maximum and minimum

inclination of the jet between the vortex pair are provided in Figure 8

for all the configurations investigated. The vector maps, shown in

Figure 8 include both LES (Figure 8A) and PIV (Figure 8B) datasets

and are all related to a phase angle φ¼10
�
at different time instants,

when the trailing vortex cross-section is fully visible to the side of the

blade. It is interesting to note that these large deflections of the

impeller jet are only partially captured in the phase resolved data at

φ¼10
�
, and are most likely to be more pronounced at larger phase

angles where the imbalance between the two trailing vortices in the

phase resolved vector maps is higher (Figure 6).

To quantify the amount of jet fluctuation and identify potential

frequencies related to this phenomenon, the angle of the jet in prox-

imity to the impeller blade was estimated based on the ratio between

the axial and radial velocity components (Equation (6)), in a window

with dimensions 0:2< r=DT <0:43 and 0:23< z=DT <0:45 on the verti-

cal plane of measurement for each configuration studied. The size of

this area, where β was calculated, was based on the location of trailing

vortices (Figure 6) as well as the jet inclination observed in the instan-

taneous velocity vector plots (Figure 8) and its use for the calculation

of the angle of the jet was consistent across all vessel configurations

for both simulations and experiments. The results presented in

Figure 9 are based on instantaneous velocity phase-resolved datasets

obtained for φ¼10
�
, 30

�
, and50

�
from PIV, that is, 500 frames corre-

sponding to 500 revolutions of the impeller, for plane P1. To improve

the readability of the data, the solid black reference line was obtained

through a moving average, applied to smooth the dataset. For the

unbaffled vessel, and for φ¼10
� �50

�
, it is evident that the fluctua-

tions of the jet inclination are minimal, as the smoothed reference line

marginally fluctuates around 0�. For the baffled tanks, the fluctuations

are more pronounced with inclination of the reference black line vary-

ing between ±19�. Moreover, in the presence of baffles the jet inclina-

tion fluctuations are characterized by a periodic behavior with a

period ranging from 37 to 47 (�0:087Hz< f <0:11Hz) revolutions

and 57 to 68 (�0:06Hz< f <0:073Hz) revolutions for the B1 and B2

vessel configurations, respectively. The amplitude of the fluctuation

increases as larger phase angles are considered for both B1 and B2

cases. For example, when considering the B1 configuration the

F IGURE 7 Vorticity level based on
local spatial averages of LES data at plane
P1 for the UB (continuous line) and
baffled configurations, B1 (Dashed line),
and B2 (Dotted line): (A) upper vortex and
(B) lower vortex
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amplitude of the reference line is 9�, 12�, 16� for φ¼10
�
, 30

�
, and50

�
,

respectively, indicating that the instability is greater further away from

the blade.

To study whether the oscillation amplitude and frequency was

affected by the location of the baffles, the variation of the angle of

the jet is shown in Figure 10 for configuration B1 on the plane P2, in

proximity of the baffle, for both experiments and simulations. When

comparing Figures 9 and 10 it is clear that the same jet periodicity

is occurring for the experimental data on both planes P1 and P2, with

a frequency of �37–47 revolutions which corresponded to

F IGURE 8 Instantaneous (ui φ, tð Þ=utip) and phase resolved ⟨ui⟩=utip velocity vector plots for φ¼10
�
and for plane P1: (A) LES and (B) PIV
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f�0:087–0:11Hz, while the amplitude of oscillation is slightly higher

in the P2 plane, where β ranges from 17�–19� at φ¼10
�
, 30

�
, and50

�
.

To investigate whether the frequency of the jet fluctuation was

consistent between the simulations and phase-resolved PIV

measurements, the time resolved 60-revolutions long LES dataset was

further analyzed for the B1 configuration. In this case, the angle of

the jet was estimated per blade passage on the measurement plane

P2 (taking into account 360 positions in total for each angle φ, that is,

F IGURE 9 Variation of the angle of the jet, β, at plane P1 for the B1 and B2 configurations. The jet angle was estimated from phase-resolved

PIV data (every revolution) for phase angle: (A) φ¼10
�
, (B) φ¼30

�
, and (C) φ¼50

�

F IGURE 10 Variation of the angle of the jet, β, at plane P2 for the B1 configuration. The jet angle was estimated from phase-resolved PIV
(every revolution) and LES (every impeller passage) data for phase angles φ¼10

�
(A and B), 30� (C and D), and 50� (E and F)
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every 60� for 60 revolutions) and is illustrated in Figure 10. The esti-

mated jet instability provided a peak to peak period of 8–10 impeller

revolutions and corresponded to a frequency of f �0:4– 0:5Hz, four

times higher than the one observed experimentally. The higher fre-

quency values arisen from the LES can be related to the limited simu-

lation time compared with the experiments (15 vs. 120 s) which is not

long enough to fully resolve an instability characterized by such a low

frequency (f�0:087–0:11Hz). To elucidate these discrepancies, the

flow fields for the UB and B1 configurations were further investigated

via POD and Fast Fourier Transform (FFT) analyses for both experi-

mental and computational datasets.

4.2.4 | POD analysis and flow reconstruction

To better understand the dynamics and nature of the jet instabilities

and assess the periodicity of the oscillating frequency, POD was

applied to the time-resolved LES and PIV data, for all the vessel con-

figurations. The percentage contribution of each mode to the total

kinetic energy spectrum is illustrated in Figure 11A,B where the

modal energy is directly related to the corresponding eigenvalue. To

consistently compare PIV and LES data, velocity decomposition was

conducted considering only velocity components in the axial and

radial direction. The first mode contains most of the energy of the

system (�6%) for all three configurations. This mode corresponds to

the ensemble averaged flow field (i.e., the mean flow was not sub-

tracted from the data set prior to applying POD). The most signifi-

cant contribution to the total energy is observed from the first five

modes as they appear to represent �25% of the total energy. Modes

of higher order (roughly after mode 10) tend to follow a �11/9

slope, denoted by the dash blue line in Figure 11, which can be used

as a reference to identify the range of modes corresponding to the

turbulent inertial subrange.56 Comparison of the eigenvalue spec-

trum produced by LES and PIV in Figure 11B shows good agreement

between simulations and experiments and highlights that the cur-

rent LES data is sufficiently resolved to correctly identify the turbu-

lent inertial subrange. Previous CFD works based on RANS

simulations which attempted to resolve the energy spectrum via

POD, were denoted by a discrepancy with experimental results with

a steep decline of the energy content in the range of modes associ-

ated with the inertial subrange.38

FFT was performed to the temporal coefficient an tð Þ to find domi-

nant frequencies of the POD modes. A visualization of the energy

content of the frequencies most commonly found in the three differ-

ent tank configurations after conducting LES is illustrated in the bar

plot in Figure 12. The total energy of each frequency was computed

by adding the energy associated with those modes, which exhibited

the same dominant frequency after applying FFT on the temporal

eigenfunction. As expected for each reactor type, the frequency with

the highest energy corresponds to the blade passage frequency (BPF),

fBPF ¼25Hz which is inherently linked to the periodic fluctuations

and organized motion of the flow in proximity of the impeller. The

next high energy content frequency, which is related to the second

group of most energetic modes, corresponds to fBaffled,LES ¼0:416Hz

and fUB,LES ¼2:29Hz for the baffled (with B1 and B2) and unbaffled

configurations, respectively. Interestingly the second POD mode was

always associated with those dominant frequencies identified for each

configuration (i.e., 0.416Hz for baffled and 2.29Hz for UB).

To further elucidate the velocity fields and energy spatial distribu-

tion of the modes associated with those frequencies, the mode magni-

tude,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φr xð Þð Þ2þ Φz xð Þð Þ2

q
, is presented in Figure 13. Figure 13A

illustrates the spatial eigenfunction of the first mode for both unbaffled

and baffled reactors. As the first mode corresponds to the mean flow field,

it captures most of the variance and is structurally similar to the ensemble

F IGURE 11 POD eigenvalue
spectrum: (A) from LES for the three
vessel configurations (UB and baffled
with B1 and B2 at plane P2) and (B) for
B1 baffled tank from PIV and LES data
(P2 plane)

F IGURE 12 Cumulative eigenvalue contribution associated with
the peak frequencies found after performing FFT analysis of POD
modes from LES dataset (P2 plane of measurement)
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averaged flow field (fmean).
56 In Figure 13C the eigenfunction corre-

sponding to mode 3, with fBPF ¼25Hz, for both baffled and UB con-

figurations is representative of the organized flow motion produced

by the impeller blade passage. In all configurations the flow associated

with mode 3 is characterized by two high energy regions, on opposite

sides of the impeller centerline for the UB case, which can be clearly

related to the trailing vortices. For the UB and B1 configurations this

is more apparent, while for the B2 case the lower trailing vortex

region is shifted radially outwards, in agreement with the results pre-

sented in Figure 6. Eigenfunctions of mode 2 (fBaffled,LES ¼0:416Hz

and fUB,LES ¼2:29Hz) are illustrated in Figure 13B. The resulting struc-

tures indicate the presence of a stream from the tank wall toward the

blade region where it sharply turns backwards toward the wall. This

stream inverts its direction when there is sign change (i.e., positive or

negative) of the corresponding temporal coefficient αn tð Þ, resulting in

a periodic motion from the wall to the impeller centreline. Modes

2 are structurally similar across all the reactor configurations investi-

gated. In the unbaffled vessel the jet structure expands between

r=DT �0:25 to r=DT �0:4 introducing a jet oscillation away from the

impeller stream (Figure 13B) while with the addition of baffles, this jet

structure increases in intensity and moves closer to the impeller sug-

gesting that the tank walls and baffle size play a major role on this

organized motion.

To evaluate discrepancies related to the frequency analysis

between LES and PIV and assess the nature of the instabilities arising

from both datasets, POD was applied to the experimental phase-

resolved dataset for the UB and the B1 configurations for different

phase angles (φ¼10
� �50

�
). The spatial eigenfunction associated with

the second mode for the UB and B1 configurations is provided in the

first column of Figure 14. From these two plots it is evident that a

similar flow structure already identified by the LES POD analysis

is also found from the PIV data, with a stream which emanates from

the wall toward the impeller region and returns to the tank wall.

For the UB-configuration this structure is slightly smaller than the one

found from the corresponding LES dataset (cf. Figures 13B and 14A).

When the temporal eigenfunctions are considered, mode 2 of the

unbaffled-configuration exhibits a dominant frequency in the range of

1:7Hz< fUB,PIV < 2:1Hz for all the different phase angles examined

φ¼10
� �50

�
. This is also in agreement with the frequency, 2.29Hz

found from LES, indicating that the simulations were long enough to

capture the time scale of the instability oscillations (4.8 s corre-

sponds to 9–10 cycles) for the UB configuration. For the B1 baffled

vessel at the plane of measurement P2, the decomposition resulted

in a range of lower frequencies 0:087Hz< fB1,PIV < 0:11Hz for

φ¼10
� �50

�
, which is consistent with the periodicity of fluctuation

of β, illustrated in Figures 9 and 10A, C, and E for the same dataset.

Therefore, for the B1 configuration the POD analysis applied to

the LES results is capable of identifying the spatial flow structure,

but due to the limited simulation time the associated frequency is

overestimated.

F IGURE 13 Magnitude of the first three POD modes for the three vessel configurations at the plane of measurement P2 (LES dataset): (A)
mode 1 (fmean ¼0Hz), (B) mode 2 (fUB,LES ¼2:29Hz, fB1,LES ¼0:416Hz, and fB2,LES ¼0:416Hz for the UB and baffled configuration with B1 and
B2, respectively), (C) mode 3 (fBPF ¼25Hz)
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F IGURE 14 Magnitude of the second POD mode (first column) and contours of the reconstructed velocity field (columns 2 and 3) based on
PIV phase-resolved dataset (φ¼20

�
) for the (A) UB and (B) B1 baffled configuration. Flow reconstruction was performed for the (A) UB vessel

considering f mode1, fmean ¼0Hzð Þþ fUB,PIV 2:1Hzð Þ and (B) B1 vessel considering f mode1, fmean ¼0Hzð Þþ fB1,PIV 0:11Hzð Þ. The different contour
maps for the reconstructed velocity field correspond to two different instants, t1 < t2

F IGURE 15 Contour and vector maps the instantaneous flow field (t1 < t2 < t3) reconstructed with modes containing the two most dominant
frequencies. For the UB STR reconstruction was implemented with f mode1, fmean ¼0Hzð Þþ fUB,LES 2:29Hzð Þ. For the baffled tanks reconstruction
was implemented with f mode1, fmean ¼0Hzð Þþ fBaffled,LES 0:416Hzð Þ
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The experimental phase-resolved dataset for UB and B1 was

reconstructed following Equation (5) for all the different φ¼10
� �50

�

considering the temporal modes corresponding to the frequencies

associated with mode 2, lying in the range 1:7Hz< fUB,PIV < 2:1Hz and

0:087Hz< fB1,PIV < 0:11Hz, respectively, and is presented in Figure 14

(for brevity of presentation only φ¼20
�
data are presented). Similarly

for the simulation data, the flow field in all three configurations (UB,

B1, and B2) was reconstructed where the temporal modes embed

their corresponding frequencies of fUB,LES ¼2:29Hz and

fBaffled,LES ¼0:416Hz, respectively, and is presented in Figure 15. To

identify the effect of the flow structures associated with those fre-

quencies on the average flow field, the first mode, representing the

mean flow, was also added in the reconstruction process. The results

presented in Figures 14 and 15 corresponding to different instants of

the reconstructed flow field showed that, even though the recon-

structed velocity field structurally resembled the average flow field

due to the higher energy of the first mode (the impeller stream

separates the velocity field into two circulation loops), an oscillation

of the impeller jet is induced in all configurations. In both experimental

and computational data, for the UB reactor, the reconstructed velo-

city vector plots showed that the impeller stream is quite steady and

a downward inclination is induced with fUB,LES ¼2:29Hz and

fUB,PIV ¼2:1Hz, at r=DT �0:3 (Figures 14 and 15). With the

addition of baffles the frequency of the jet instability is reduced to

fBaffled,LES ¼0:416Hz and fB1,PIV ¼0:11Hz causing a more intense jet

fluctuation with inclination consistent with that one defined in

Figure 10 (β�15
� �17

�
).

The results shown in this work are consistent with those of Rous-

sinova et al. who studied the effect of baffles on flow stability and

reported large impact on flow periodicity in systems agitated with RTs

when number of baffles was reduced from four to three.20 Addition-

ally in another work Roussinova et al. studied the macroinstabilities

inside a baffled tank equipped with a four-blade PBT and reported

three factors that can trigger them. The first two are associated with

the impingement of the impeller jet on the tank walls and the flow

deflection by the baffles whereas the third is linked to the trailing vor-

tices.57 In their study the impeller clearance was (C=Di �0:6), which is

closer to the one used in this work (C=Di �0:5), and it was reported

that the flow deflection was a consequence of pressure impingement

at the corner of the tank and an imbalance formed between the flow

diverted toward the tank wall and that toward the bottom of the tank.

The mechanism described by Roussinova et al. can be linked to the jet

instability found in this work and can ultimately amplify the effect of

flow impingement on the reactor wall creating an oscillating jet which

becomes more intense with baffle presence and their increase in size.

The reduced stability of trailing vortices may also be attributed to the

absence of an impeller disk. In this work and with the current operat-

ing conditions (Re �3, 732) trailing vortices seem to roll up in close

proximity to the blades while their radial propagation is minimal com-

pared with traditionally studied cases with a RT.21,23 Hence, the weak

vortex propagation, the operating conditions and the impeller posi-

tion, are all parameters affecting trailing vortex formation, which may

be more pronounced when SDMs are used.

5 | CONCLUDING REMARKS

A systematic characterization of the impact of engineering features

and critical design parameters on flow and hydrodynamics in small

scale STRs is particularly important for the development of adequately

designed SDMs. In this work, the flow dynamics in a scale-down reac-

tor was investigated computationally and validated experimentally.

Velocity profiles and turbulence levels were assessed and compared

with data available in the published literature for standard reactor

designs. Moreover, the impact of the number of baffles and baffle size

on velocity and turbulence distributions was presented. Impeller trail-

ing vortices were thoroughly characterized and their stability corre-

lated to baffle presence.

LES investigations were carried out in three scale-down STRs,

including one unbaffled and two baffled configurations with different

baffle sizes (B1 < B2). Experimental validation, conducted via PIV,

showed excellent agreement between simulations and experiments,

for both velocity and turbulence distributions, highlighting the reliabil-

ity of LES models at lower Re , where scale-down models tend to

operate.

The impact of baffles on hydrodynamics was firstly explored

based on velocity and turbulence profiles. The transition from

unbaffled to baffled configurations resulted in higher radial and axial

velocities due to the abrupt reduction of tangential velocity when baf-

fles are present. Turbulence levels were also amplified as baffles

increase the resistance of the system, resulting in an increase in power

number.

Trailing vortex formation was thoroughly characterized qualita-

tively and quantitatively. The stability of the velocity stream was mea-

sured by calculating the angle of the impeller jet. In the UB tank, the

velocity stream appeared stable, leading to the formation of two dis-

tinctive trailing vortices moving in parallel and outwards of the impel-

ler stream. The addition of baffles weakened the parallel vortex

motion and induced a periodic oscillation of the angle of the impeller

jet corresponding to 37–47 revolutions (f�0:087–0:11Hz) and 57–

68 revolutions (f �0:06–0:073Hz) for the B1 and B2 configurations,

respectively. These frequencies could be resolved with PIV experi-

mental data which were long enough to fully capture the instability

time scale. The intensity of the vortices was also calculated based on

average vorticity values which was denoted by a gradual amplification

with increasing baffle size.

To elucidate instabilities affecting trailing vortex formation,

spatio-temporal velocity data were processed with POD to find prin-

cipal modes of variation along with FFT to assign the most promi-

nent frequencies to each mode. Flow decomposition revealed three

distinct frequencies associated with the flow stream interacting

between the tank wall and impeller flow region. These frequencies

correspond to the second most energetic modes and are related to

similar flow disturbance effects on the mean velocity flow field. The

impact of these periodic flow structures on the mean flow was stud-

ied by a LOM comprising only most energetic modes. These recon-

structed models clearly indicated the presence of a jet-instability

which is amplified in baffled systems, and is associated with a sharp
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flow stream emanating from the wall and interfering with the impel-

ler flow region.

The present work contains new information with respect to litera-

ture data, on reactor flow field investigation and trailing vortex

dynamics characterization. To the best of the author's knowledge, it is

the first time a detailed validated hydrodynamic analysis is reported in

an already optimized SDM used in continuous bioprocessing and criti-

cal design parameters, such as baffle presence and size, are evaluated

with regards to their effect on the flow dynamics. Flow sensitivity on

the baffle size, indicates the importance of parameter optimization

when small-scale STRs are tested and highlights the significance of

detailed understanding of the hydrodynamics for optimizing design

features.

NOMENCLATURE

BPF blade passage frequency

CFD computational fluid dynamics

FFT Fast Fourier Transform

FBT flat blade turbine

LES large eddy simulations

LOM low order model

MRF multiple reference frame

TKE turbulent kinetic energy

PIV particle image velocimetry

POD proper orthogonal decomposition

RT Rushton turbine

SM sliding mesh

STR stirred tank reactor

UB unbaffled

(U)RANS (unsteady) Reynolds averaged Navier–Stokes equations

P1 vertical plane between baffles

P2 vertical baffle plane

Roman symbols

B (mm) baffle width

B1 small baffle width (DT/16)

B2 large baffle width (DT/10)

C (mm) impeller clearance

CS Smagorinski constant

Di (mm) impeller diameter

dp (μm) seeding particle diameter

DT (mm) tank diameter

HL (mm) liquid height

k
0
(m2/s2) turbulent kinetic energy

lo (m) integral macroscale

N (rpm) impeller rotational speed

P0 power number

tbaffle (mm) baffle thickness

tblade (mm) impeller blade thickness

ui (m/s) instantaneous velocity component

⟨ui⟩ (m/s) phase resolved velocity component

ur (m/s) radial velocity component

utip (m/s) impeller tip velocity

uz (m/s) axial velocity component

wb (mm) impeller blade height

Greek symbols

αn (m/s) nth POD temporal eigenfunction

β (�) angle of the impeller jet

ε (m2/s3) energy dissipation rate

η (m) Kolmogorov length scale

λ (m) Taylor microscale

λi (m
2/s) energy of mode i

μ (kg/ms) dynamic viscosity

ν (m2/s) kinematic viscosity

vT (kg/ms) eddy viscosity

ρ (kg/m3) density

ρp (g/cm
3) seeding particle density

τΚ (s) Kolmogorov timescale

Φn nth POD spatial eigenfunction

φ (�) phase angle

ω (1/s) vorticity
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