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Abstract. Most existing compound facial expression recognition (FER)
methods rely on large-scale labeled compound expression data for train-
ing. However, collecting such data is labor-intensive and time-consuming.
In this paper, we address the compound FER task in the cross-domain
few-shot learning (FSL) setting, which requires only a few samples of
compound expressions in the target domain. Specifically, we propose a
novel cascaded decomposition network (CDNet), which cascades several
learn-to-decompose modules with shared parameters based on a sequen-
tial decomposition mechanism, to obtain a transferable feature space.
To alleviate the overfitting problem caused by limited base classes in
our task, a partial regularization strategy is designed to effectively ex-
ploit the best of both episodic training and batch training. By training
across similar tasks on multiple basic expression datasets, CDNet learns
the ability of learn-to-decompose that can be easily adapted to identify
unseen compound expressions. Extensive experiments on both in-the-lab
and in-the-wild compound expression datasets demonstrate the superior-
ity of our proposed CDNet against several state-of-the-art FSL methods.
Code is available at: https://github.com/zouxinyi0625/CDNet.

Keywords: Compound facial expression recognition, Cross-domain few-
shot learning, Feature decomposition, Regularization

1 Introduction

Automatic facial expression recognition (FER) is an important computer vision
task with a variety of applications, such as mental assessment, driver fatigue
surveillance, and interaction entertainment [16].

The conventional FER task [36,34,25] aims to classify the input facial images
into several basic expression categories (including anger, disgust, fear, happiness,
sadness, surprise, contempt, and neutral). Unfortunately, the above basic expres-
sion categories cannot comprehensively describe the diversity and complexity of
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Fig. 1. Test accuracy obtained by (a) an episodic training-based FSL method (Pro-
toNet [28]) and (b) a batch training-based FSL method (BASELINE [3]) with the
different numbers of base classes on a widely used FSL benchmark (CUB [32]).

human emotions in practical scenarios. Later, Du et al. [7] further define com-
pound expression categories. Typically, compound expressions are much more
fine-grained and difficult to be identified than basic expressions. Most existing
work on compound FER [27,13] depends heavily on large-scale labeled com-
pound expression data. However, annotating such data is time-consuming since
the differences between compound expressions are subtle.

To avoid expensive annotations, few-shot learning (FSL) has emerged as a
promising learning scheme. Very recently, Zou et al. [42] first study cross-domain
FSL for compound FER. Our paper is under the same problem setting as [42],
where easily-accessible basic expression datasets and the compound expression
dataset are used for training and testing, respectively. However, unlike [42], we
address this problem from the perspective of feature decomposition and develop
a novel regularization strategy for better performance.

A key issue of FSL is how to obtain a transferable feature space. Two pop-
ular paradigms to learn such a space are episodic training and batch training.
Episodic training-based methods [19,28,31] construct few-shot tasks to learn
knowledge transfer across similar tasks. Batch training-based methods [1,3,30]
learn a classification model to capture the information of all base classes. Note
that, different from popular FSL tasks (such as image classification), which lever-
age a large number of base classes for training, our FER task involves only
limited base classes (i.e., the number of classes in basic expression datasets is
small). Hence, for episodic training-based methods, the sampled few-shot tasks
are highly overlapped, leading to overfitting to the seen tasks. On the other hand,
for batch training-based methods, the global view knowledge learned from lim-
ited base classes fails to be transferred to a novel task due to their inferior meta-
learning ability. As shown in Fig. 1, the performance of exiting FSL methods
drops substantially with the decreasing number of base classes.

To alleviate the overfitting problem caused by limited base classes, one rea-
sonable way is to impose the batch training-based regularization to episode train-
ing. Although some methods [2,40] employ the batch training as an auxiliary
task, they do not work on the case of limited base classes. EGS-Net [42] ap-
plies full regularization of batch training to facilitate the training. However, the
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inferior meta-learning ability of batch training will unavoidably affect episodic
training when full regularization is used. Therefore, it is significant to investi-
gate how to exploit the best of both episodic training and batch training under
limited base classes.

In this paper, we propose a novel cascaded decomposition network (CDNet),
which cascades several learn-to-decompose (LD) modules with shared param-
eters in a sequential way, for compound FER. Our method is inspired by the
RGB decomposition, where colors are represented by combinations of R, G, and
B values. Once a model learns the ability of RGB decomposition from existing
colors, it can be easily adapted to infer new colors. In the same spirit, we aim to
represent facial expressions as weighted combinations of expression prototypes.
The expression prototypes encode the underlying generic knowledge across ex-
pressions while their weights characterize adaptive embeddings of one expression.
Building on our cascaded decomposition, a partial regularization strategy is de-
signed to effectively integrate episodic training and batch training.

Specifically, an LD module, consisting of a decomposition block and a weight-
ing block, learns an expression prototype and its corresponding weight, respec-
tively. Based on the sequential decomposition mechanism, CDNet cascades LD
modules with shared parameters to obtain weighted expression prototypes and
reconstruct the expression feature. During the episodic training of CDNet, we
further leverage the batch training-based pre-trained model to regularize only
the decomposition block (instead of full regularization on the whole LD module).
In this way, a generic LD module can be effectively learned under the supervision
of the pre-trained model holding the global view of all base classes. By training
across similar tasks with our designed partial regularization, CDNet is enabled
to have the ability of learn-to-decompose that can be adapted to a novel task.

In summary, our main contributions are given as follows:

– We propose a novel CDNet for compound FER in the cross-domain FSL set-
ting. An LD module is repeatedly exploited to extract the domain-agnostic
expression feature from multi-source domains via a sequential decomposition
mechanism. Based on the trained model, we can easily construct a transfer-
able feature space for the compound FER task in the target domain.

– We develop a partial regularization strategy to combine the benefits of
episodic training and batch training. Such a way can greatly alleviate the
overfitting problem caused by limited base classes in our task and simulta-
neously maintain the meta-learning ability of the whole model.

– We perform extensive ablation studies to validate the importance of each
component of CDNet. Experimental results show that CDNet performs fa-
vorably against state-of-the-art FSL methods for compound FER.

2 Related Work

2.1 Facial Expression Recognition

Basic FER Based on the Ekman and Friesen’s study [8], the conventional
FER task classifies an input facial image into one of the basic expression cate-
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gories. In this paper, we refer to the conventional FER task as the basic FER.
A large number of basic FER methods [24,25,33] have been proposed to extract
discriminative expression features. Recently, Ruan et al. [25] introduce a decom-
position module to model action-aware latent features for basic FER. Different
from the parallel design in [25], we aim to learn a generic LD module by develop-
ing a sequential decomposition mechanism and a partial regularization strategy,
enabling our model to obtain transferable features in the FSL setting.
Compound FER Li et al. [18] design a novel separate loss to maximize the
intra-class similarity and minimize the inter-class similarity for compound FER.
Zhang et al. [37] propose a coarse-to-fine two-stage strategy to enhance the ro-
bustness of the learned feature. Note that the above methods often require large-
scale labeled compound expression data for training. Unfortunately, annotating
these data is expensive and requires the professional guidance of psychology.
Few-Shot FER Ciubotaru et al. [5] revisit popular FSL methods on basic
FER. Recently, Zhu et al. [41] construct a convolutional relation network (CRN)
to identify novel basic expression categories. The work most relevant to ours
is EGS-Net [42], which first investigates compound FER in the cross-domain
FSL setting. Different from [42], we propose CDNet to obtain multiple weighted
expression prototypes and reconstruct a transferable expression feature space.

2.2 Few-Shot Learning

Episodic Training-Based FSL Based on what a model is expected to meta-
learn [20], various episodic training-based methods (such as learn-to-measure
[28,29], learn-to-fine-tune [10,15], and learn-to-parameterize [12,38]) have been
developed. In this paper, inspired by the fact that different colors can be recon-
structed by a linear combination of R, G, and B values, we represent expression
categories by combinations of expression prototypes. Technically, we cascade sev-
eral LD modules with shared parameters in a sequential decomposition way to
enforce the model to have the ability of learn-to-decompose by episodic training.
Batch Training-Based FSL Recently, Chen et al. [3] reveal that a simple
baseline with a cosine classifier can achieve surprisingly competing results. Tian
et al. [30] boost the performance with self-distillation. Afrasiyabi et al. [1] develop
a strong baseline with a novel angular margin loss and an early-stopping strategy.
However, the meta-learning ability of batch training-based methods is inferior,
especially when the number of base classes is limited as in our task.
Hybrid FSL A simple way to combine episodic training and batch training is
Meta-Baseline [4], which pre-trains the model by batch training and fine-tunes
it by episodic training. Chen et al. [2] take the classification task as an auxiliary
task to stabilize the training. Zhou et al. [40] introduce binocular mutual learning
(BML) to use the complementary information of the two paradigms. The above
methods focus on popular FSL tasks with a large number of base classes for
training. However, our FER task involves only limited base classes. As a result,
these methods do not work well in our case. In this paper, a partial regularization
strategy is proposed to address the limited base classes problem by properly
exploiting the advantages of the two training paradigms.
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Fig. 2. Overview of the proposed CDNet. It contains three main parts: (a) an LD mod-
ule to extract an expression prototype and its corresponding weight, (b) a sequential
decomposition mechanism to integrate shared LD modules, and (c) a partial regular-
ization strategy to regularize the training. (d) CDNet is trained to obtain a transferable
expression feature space that can be easily adapted to a novel compound FER task.

3 The Proposed Method

3.1 Problem Definition

In this paper, as done in EGS-Net [42], we consider the compound FER task in
the cross-domain FSL setting, where only a few novel class samples are required
to identify a compound expression category in the target domain.

Given a labeled training set Dtrain (consisting of Cbase base classes), we aim
to learn a model that can be well generalized to the test set Dtest (consisting
of Cnovel novel classes). In our setting, the base classes are the basic expression
categories, while the novel classes are the compound expression categories. To
enrich the diversity of the training set and handle the discrepancy between source
and target domains, multiple easily-accessible basic expression datasets (i.e., the
multi-source domains) are used. Note that the base classes and novel classes are
disjoint, and the number of base classes is limited in our task.

After training the model on Dtrain, few-shot tasks are constructed on Dtest

to evaluate the performance of the learned model in the target domain. The
goal of a few-shot task is to classify the query images with the reference of
the support images. Each few-shot task (an N -way K-shot task) samples N
classes from the Cnovel classes, and each class containsK labeled support samples
and Q unlabeled query samples. In this paper, following the representative FSL
method [28], a query image is simply assigned to its nearest class in the learned
expression feature space. Hence, the key question of our task is how to construct
a transferable expression feature space given limited base classes in Dtrain.
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3.2 Overview

An overview of the proposed CDNet is shown in Fig. 2. CDNet is composed
of several learn-to-decompose (LD) modules with shared parameters. Each LD
module (Fig. 2(a)) consists of a decomposition block to extract an expression
prototype and a weighting block to output the corresponding weight. Specifi-
cally, given an input feature from the encoder, an LD module first generates
a weighted prototype, while the residual feature (obtained by subtracting the
weighted prototype from the input feature) is then fed into the subsequent LD
module. Based on a sequential decomposition mechanism (Fig. 2(b)), the LD
module is repeatedly used to extract weighted prototypes progressively. Finally,
the expression feature, which is obtained by combining all the weighted proto-
types, models the domain-agnostic expression information. Meanwhile, the final
residual feature captures the domain-specific information by identifying the in-
put domain. As a consequence, CDNet can be well generalized to the unseen
target domain.

The training of CDNet involves two stages. In the first stage, CDNet is pre-
trained in a batch training manner to capture the global view information of all
base classes on the whole Dtrain. In the second stage, CDNet is fine-tuned in an
episode training manner under the regularization of the pre-trained model. To
alleviate the overfitting problem caused by limited base classes, a novel partial
regularization strategy (Fig. 2(c)) is developed to regularize the training in this
stage. By training across similar tasks with proper regularization, CDNet learns
the ability of learn-to-decompose that can be easily adapted to a novel task.

3.3 Cascaded Decomposition Network (CDNet)

CDNet consists of shared LD modules to reconstruct the transferable expression
feature based on a novel sequential decomposition mechanism. In the following,
we will elaborate the LD module and the sequential decomposition mechanism.
LD Module The LD module consists of a decomposition block and a weighting
block. Specifically, given an input feature x ∈ Rd, where d denotes the dimension
of the given feature, x is first fed into a decomposition block D(·) to extract
an expression prototype. The decomposition block includes a transform matrix
P ∈ Rd×d and a PReLU activation layer σ(·). Mathematically, the expression
prototype p is computed as

p = D(x)

= σ(P(x)).
(1)

Then, the extracted prototype p and the input feature x are concatenated,
and they are fed into a weighting block W(·) to compute the corresponding
weight α = W([x,p]), where [·, ·] represents the concatenation operation. The
weighting block contains a three-layer perceptron. Finally, the output of the LD
module is the weighted prototype f , which can be written as

f = α · p
= W([x,D(x)]) ·D(x).

(2)
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Fig. 3. Variants of the proposed CDNet. (a) A single transformation module which
directly obtains a weighted prototype. (b) The parallel mechanism which simultane-
ously integrates multiple LD modules. (c) Our method which cascades the two-block
LD modules with shared parameters based on a sequential decomposition mechanism.

Note that, instead of using a single transformation module (Fig. 3(a)), we use
two sequential blocks to obtain a weighted prototype (Fig. 3(c)). Such a way can
better learn the expression prototype and enable us to impose the regularization
only on the decomposition block. This is helpful to transfer the global view
knowledge of all base classes by batch training and simultaneously preserve the
meta-learning ability of the whole model by episodic training.
Sequential Decomposition Mechanism A single weighted prototype can-
not comprehensively provide the representation of the expression feature. The
residual feature also contains the discriminative information for expression clas-
sification. Therefore, multiple weighted prototypes are desirable.

As shown in Fig. 3(b), a straightforward way to learn multiple weighted
prototypes is to use multiple different LD modules in a parallel way, where a
separate LD module is required to compute a weighted prototype. However,
multiple LD modules with different parameters are not suitable to be adapted
to a novel task, since the inference ability of over-parameterized LD modules is
weak for each meta-task involving only few training samples. Here, we propose a
sequential decomposition mechanism (Fig. 3(c)), which cascades the LD modules
with shared parameters to obtain multiple weighted prototypes progressively. In
this way, a generic LD module can be learned by repeatedly using it for training.

Specifically, the original feature x0 from the feature encoder is fed into the LD
module to obtain the first weighted prototype f1 by Eq. (2), that is, f1 = α1 ·p1,
where p1 and α1 denote the first expression prototype and its corresponding
weight, respectively. Then, the residual feature is computed by subtracting the
weighted prototype f1 from the original feature x0, and is further fed into the
same LD module to obtain the second weighted prototype f2. The process is
repeated several times to get the weighted prototypes progressively. For the i-th
LD module, its input inputi and output outputi are defined as

inputi =

{
x0 , i = 1

x0 −
∑i−1

k=1 αkpk , i > 1,
(3)

outputi = αipi, (4)



8 Zou et al.

where x0 is the original feature. pi = D(inputi) and αi = W([inputi,pi])
respectively denote the i-th expression prototype and its corresponding weight.

Finally, the expression feature is reconstructed by combining all the weighted
prototypes to recognize the expression. At the same time, the residual feature
is used to identify the input domain, encoding the domain-specific information.
Mathematically, the output of CDNet that cascades J LD modules is

CDNet(x0) =

{
re =

∑J
k=1 αkpk

rd = x0 − re,
(5)

where re and rd represent the domain-agnostic expression feature and the domain-
specific residual feature, respectively.

By disentangling the domain information from the given feature, we are able
to extract a domain-agnostic expression feature. Therefore, we overcome the
discrepancy between source and target domains, thus facilitating the recognition
of compound expressions in the target domain.

3.4 Training Process

CDNet is first pre-trained by batch training, and then fine-tuned by episodic
training. In particular, a partial regularization strategy is designed to take full
advantage of the two training paradigms under the limited base class setting.
Pre-training Stage In this stage, CDNet is pre-trained in the batch training
manner to obtain initial parameters. Moreover, the pre-trained decomposition
block is used to regularize the fine-tuning stage. For each iteration, we sample
a batch of data from a randomly selected source domain. A sample is denoted
as (I, ye, yd), where I, ye, and yd are the image, the expression label, and the
domain label of the sample, respectively. I is fed into the feature encoder to
obtain the original feature x0, which is further passed through CDNet to extract
the expression feature re and the residual feature rd, according to Eq. (5).

On one hand, re is used to make prediction of the expression category, and
the classification loss Lp

cls is defined by the popular cross-entropy loss:

Lp
cls = −

Ce∑
c=1

1[c=ye]log(Fe(re)), (6)

where Fe(·) is a linear expression classifier (i.e., a fully-connected layer), Ce is
the number of basic expression categories, and 1[c=ye] equals to 1 when c = ye,
and 0 otherwise.

On the other hand, rd is used to identify the input domain, so that the
learned expression feature is domain-agnostic and can be better adapted to the
unseen target domain. The domain classification loss Lp

d is also the cross-entropy
loss between the predicted results ŷd and the ground-truth yd:

Lp
d = −

Cd∑
c=1

1[c=yd]log(Fd(rd)), (7)
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where Fd(·) is a domain classifier (i.e., a two-layer perceptron) and Cd is the
number of source domain categories.

Therefore, the total loss in this stage is the joint loss of Lp
cls and Lp

d:

Lp = Lp
cls + λp

dL
p
d, (8)

where λp
d is the balance weight in the pre-training stage.

Fine-tuning Stage In this stage, CDNet is fine-tuned to learn transferable
knowledge across similar tasks by episodic training. For each episode, an FSL
task of N classes is sampled on a randomly selected source domain. The support
set S = {Is,Ys} and the query set Q = {Iq,Yq} are constructed with K support
samples and Q query samples of each class, where I∗ and Y∗ denote the image
set and the corresponding label set. All the images are subsequently fed into the
feature encoder and CDNet to obtain the expression feature and the domain-
specific residual feature. The expression feature and the domain-specific residual
feature of an image in S (Q) are denoted as rse (rqe) and rsd (rqd), respectively.

The expression feature obtained by CDNet is used for expression classifica-
tion. Following the representative ProtoNet [28], each query image is assigned
to its nearest support class center in the learned feature space. The expression
classification loss of a query image is

Lf
cls = −

N∑
n=1

1[n=yq ]log(softmax(−M(rqe, Rn))), (9)

where rqe and yq are the expression feature and the expression label of the query

image, respectively. Rn = 1
K

∑K
k=1(r

s
e)

n
k represents the center of class n, where

(rse)
n
k is the expression feature of the k-th image in class n in the support set.

M(·) denotes the metric module (the Euclidean distance is used). N is the
number of sampled classes. softmax(·) denotes the softmax function.

The domain classification loss Lf
d is similar to Eq. (7), where all the support

samples and query samples are used to compute the domain classification loss.
Finally, instead of applying full regularization to the whole LD module, we

leverage partial regularization, which imposes regularization only on the decom-
position block. In this way, the decomposition block learns the generic expression
prototype while the weighting block learns adaptive weights without being af-
fected by batch training. Mathematically, a regularization loss is designed to
enforce the output of the decomposition block in the fine-tuning stage to be
close to that of the pre-trained decomposition block. That is,

Lf
r =

J∑
i=1

||Dp(inputi)−Df (inputi)||22, (10)

where Dp(·) and Df (·) are the decomposition blocks in the pre-training stage and
the fine-tuning stage, respectively. J is the number of cascaded LD modules.

Overall, the total loss of the fine-tuning stage is formulated as

Lf = Lf
cls + λf

dL
f
d + λf

rLf
r , (11)

where λf
d and λf

r are the balance weights in the fine-tuning stage.
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4 Experiments

4.1 Datasets

Our CDNet is trained on multiple basic expression datasets and tested on the
compound expression dataset.
Basic Expression Datasets We use five basic expression datasets, including
three in-the-lab datasets (CK+ [21], MMI [22], and Oulu-CASIA [39])), and two
in-the-wild datasets (the basic expression subset of RAF-DB [17] and SFEW
[6]), to form the training set. Compound Expression Datasets Three com-
pound expression datasets (CFEE [7], EmotioNet [9], and RAF-DB) are used
to evaluate the performance of the learned model. To ensure the disjointness
between base classes and novel classes, only the compound expression subsets
of these datasets, denoted as CFEE C, EmotioNet C, and RAF C, are used for
testing. The details of these datasets are given in supplementary materials.

4.2 Implementation Details

Our method is implemented with PyTorch. All the facial images are first aligned
and resized to 256 × 256. Then, they are randomly cropped to 224 × 224, follow-
ing by a random horizontal flip and color jitter as data augmentation for training.
To address the different numbers of classes and the different label sequences of
multi-source domains, we use a mapping function to unify the labels. The encoder
of our CDNet is ResNet-18, which is pre-trained on the MS-Celeb-1M dataset
[14]. The number of the cascaded LD modules (whose detailed architecture is
given in supplementary materials) J is set to 3 by default.

Our model is trained using the Adam algorithm with the learning rate of
0.0001, β1 = 0.500, and β2 = 0.999. For the pre-training stage, the model is
optimized by 10,000 iterations and each iteration samples a mini-batch (with the
batch size of 16) from a randomly selected source domain. The balance weight
λt
d in Eq. (8) is empirically set to 1.0. For the fine-tuning stage, the model is

fine-tuned by 100 episodes and each episode contains 100 few-shot tasks. For a
few-shot task, we set the number of classesN = 5, the number of support samples
K = 1 or 5, and the number of query samples Q = 16 for each class. The balance
weights λf

d and λf
r in Eq. (11) are set to 0.01 and 1.0, respectively. The influence

of different balance weights is shown in supplementary materials. The accuracy
of 1,000 few-shot tasks sampled on the test set is used for evaluation.

4.3 Ablation Studies

The details of the compared variants of CDNet are shown in Table 1. ProtoNet
[28], which adopts ResNet-18 as the encoder, is taken as the baseline method.
Influence of the LD Module To validate the effectiveness of our proposed
LD module, we replace the LD module with a single transformation module (as
shown in Fig. 3(a)) to obtain the weighted prototype. We denote our method
based on the single module as “Single”. We also evaluate a variant of CDNet
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Table 1. The details of the baseline method and 6 variants of CDNet.

Methods Decomposition Module Decomposition Mechanism Regularization
Baseline × × ×
Single Single Transformation Sequential Full
Parallel LD Parallel Partial

Decompose LD Sequential ×
CDNet Full LD Sequential Full
CDNet Fix LD Sequential Partial (Fix)

CDNet (ours) LD Sequential Partial

(denoted as “CDNet Full”), which applies the pre-trained LD module to su-
pervise the output of the whole LD module during the fine-tuning stage. The
comparison results are shown in Table 2.

Compared with CDNet, the “Single” method performs worse since it can only
impose full regularization on the whole transformation module. Moreover, the
“CDNet Full” method obtains better accuracy than the “Single” method. This
indicates the superiority of obtaining the weighted prototype in our two-block
LD module. By learning the expression prototype and its weight individually,
we can fully exploit the generic information across basic expressions, which can
facilitate the extraction of a transferable expression feature.

Influence of the Sequential Decomposition Mechanism In Table 2, we
compare our sequential decomposition mechanism with the parallel mechanism
(Fig. 3(b)) that obtains multiple weighted prototypes using different LD mod-
ules. Our method based on the parallel mechanism is denoted as “Parallel”.

CDNet with our sequential decomposition mechanism outperforms that with
the parallel mechanism. The inference ability of the “Parallel” method is weak
due to over-parameterized LD modules when only a small number of training
samples are available. These results show the effectiveness of using a generic LD
module to obtain the weighted prototypes progressively in the FSL setting.

Influence of the Cascaded Decomposition Design We evaluate the per-
formance of our cascaded decomposition design (denoted as “Decompose”) in
Table 2. We can see that the “Decompose” method performs better than the
baseline method, and the improvements are more evident when using a batch
training-based pre-trained model. With the ability of learn-to-decompose, our
method can extract transferable features for the novel compound FER, espe-
cially on the more difficult 1-shot classification task.

Fig. 4 further illustrates t-SNE visualization results of the learned feature
space by the baseline method and our CDNet. Clearly, the domain gap between
the source and target domains is greatly reduced by our CDNet. By disentan-
gling the domain-specific information from the original feature, the learned ex-
pression feature is domain-agnostic, alleviating the domain discrepancy between
the source and target domains. The superiority of using a decomposition-based
design is further illustrated in supplementary materials.

Influence of Regularization We also compare the CDNet methods with and
without our regularization strategy (denoted as “CDNet” and “Decompose”,
respectively) in Table 2. We can see that the recognition accuracy is greatly



12 Zou et al.

Table 2. Influence of the key modules. Test accuracy (%) of 5-way few shot classifi-
cation tasks with 95% confidence intervals on three different datasets. “Pre” indicates
that the pre-trained model is used as an initialization in the second stage.

Pre Method
CFEE C EmotioNet C RAF C

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

× Baseline 53.29 ± 0.73 66.60 ± 0.60 50.15 ± 0.66 60.04 ± 0.56 39.12 ± 0.56 58.41 ± 0.46

× Single 53.67 ± 0.72 67.25 ± 0.61 50.72 ± 0.65 60.62 ± 0.56 40.59 ± 0.57 59.40 ± 0.46

× Parallel 53.83 ± 0.73 67.53 ± 0.60 51.84 ± 0.67 61.21 ± 0.58 41.11 ± 0.57 60.48 ± 0.45

× Decompose 53.78 ± 0.72 67.60 ± 0.61 51.16 ± 0.67 60.75 ± 0.58 40.75 ± 0.57 59.69 ± 0.44

× CDNet Full 54.23 ± 0.70 67.82 ± 0.59 51.72 ± 0.68 61.47 ± 0.60 41.51 ± 0.59 60.25 ± 0.45

× CDNet 54.55 ± 0.71 68.09 ± 0.62 52.76 ± 0.67 61.76 ± 0.57 42.02 ± 0.58 61.75 ± 0.44

✓ Baseline 53.43 ± 0.71 66.75 ± 0.60 51.31 ± 0.67 60.68 ± 0.59 42.30 ± 0.58 60.19 ± 0.43

✓ Single 54.37 ± 0.71 67.44 ± 0.59 53.13 ± 0.65 61.47 ± 0.58 43.22 ± 0.58 60.94 ± 0.45

✓ Parallel 54.72 ± 0.72 67.66 ± 0.59 54.27 ± 0.68 61.74 ± 0.59 44.78 ± 0.60 61.29 ± 0.43

✓ Decompose 55.17 ± 0.71 67.85 ± 0.59 53.01 ± 0.68 61.60 ± 0.60 43.78 ± 0.59 61.00 ± 0.43

✓ CDNet Full 55.91 ± 0.73 68.37 ± 0.60 54.11 ± 0.68 61.99 ± 0.61 45.69 ± 0.59 61.59 ± 0.42

✓ CDNet Fix 56.45 ± 0.72 68.54 ± 0.61 54.60 ± 0.68 62.50 ± 0.60 45.90 ± 0.60 62.12 ± 0.43

✓ CDNet 56.99 ± 0.73 68.98 ± 0.60 55.16 ± 0.67 63.03 ± 0.59 46.07 ± 0.59 63.03 ± 0.45

improved when our regularization strategy is used. This validates the importance
of imposing the partial regularization from a pre-trained block (which holds the
global view) during episodic training.

Moreover, we compare the proposed partial regularization strategy with two
variants (“CDNet Full” and “CDNet Fix”). From Table 2, the “CDNet Full”
method achieves worse results than the other two regularization variants. This
can be ascribed to the poor “meta-learning” ability of the pre-trained model,
deteriorating the transfer ability of the fine-tuning stage. “CDNet Fix” fixes
the pre-trained decomposition block and only fine-tunes the weighting block
to obtain adaptive weights. It alleviates the overfitting problem with the fixed
decomposition block, but the inference ability of the fixed decomposition block is
still poor. Our method with the proposed partial regularization strategy obtains
the highest recognition accuracy among the three regularization variants.
Influence of the Pre-training Stage In Table 2, all the variants with the
pre-trained initialization achieve higher accuracy. The improvements on CDNet
are more evident than those on the baseline method. This shows the importance
of preserving a global view for feature decomposition in our FER task.
Influence of the Number of Cascaded LD Modules We also evaluate the
performance with the different numbers of cascaded LD modules, as shown in
Fig. 5. The 0-layer CDNet indicates the baseline method. Compared with the
baseline method, CDNet with a single LD module can improve the accuracy
by disentangling the expression feature and the domain-specific residual feature.
The performance of CDNet is further boosted when two or three shared LD
modules are cascaded to obtain weighted prototypes. This indicates that the
residual feature from the first decomposition contains the expression information.
However, when more cascaded LD modules are used, the accuracy decreases
especially on the CFEE C dataset. In such a case, the residual feature is less
informative, thus reducing the discrimination of the learned feature. Our method
achieves the best performance when the number of cascaded LD modules is 3.
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(a) Baseline (b) CDNet (c) Baseline (d) CDNet

Fig. 4. t-SNE visualization of the extracted feature obtained by (a) the Baseline
method and (b) CDNet on multi-source domains and a target domain (CFEE C). The
target domain is marked in red. The domain discrepancy between multi-source domains
and the target domain is reduced by our CDNet, facilitating our cross-domain FER
task. (c-d) A similar pattern can be found for another target domain (EmotioNet C).

Te
st

 A
cc

ur
ac

y(
%

)

Number of Cascaded LD Modules

Te
st

 A
cc

ur
ac

y(
%

)

Number of Cascaded LD Modules

Te
st

 A
cc

ur
ac

y(
%

)

Number of Cascaded LD Modules

(a) CFEE_C (b) EmotioNet_C (c) RAF_C

Fig. 5. Influence of the number of cascaded LD modules on three different datasets.
The average accuracy of 5-way few-shot classification tasks is reported.

4.4 Comparison with State-of-the-Art Methods

Table 3 shows the performance comparisons between our developed CDNet and
several state-of-the-art FSL methods. For a fair comparison, we report the results
of the competing methods using the source codes provided by respective authors
under the same settings as ours.

From Table 3, the episodic training-based methods suffer from the overfitting
problem caused by highly overlapped sampled tasks under the limited base class
setting in our task. The batch training-based methods perform better than the
episodic training-based methods since the extracted global view information is
not easily affected by overlapped sampled tasks.

Existing hybrid FSL methods combine the two training paradigms to fa-
cilitate the training. For example, Meta-Baseline [4] pre-trains the model by
batch training and fine-tunes it by episodic training. OAT [2] proposes an or-
ganized auxiliary task co-training method, which organizes the batch training
and episodic training in an orderly way to stabilize the training process. BML
[40] aggregates the complementary information of the batch training branch and
the episodic training branch for the meta-test tasks. However, they do not focus
on the limited base class setting. Very recently, EGS-Net [42] uses a joint and
alternate learning framework to alleviate the problem of limited base classes.
Different from EGS-Net, we incorporate a novel partial regularization strategy
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Table 3. Comparisons with state-of-the-art FSL methods. Test accuracy (%) of 5-way
few-shot classification tasks with 95% confidence intervals on three different datasets.

Method
CFEE C EmotioNet C RAF C

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

(a) Episodic training-based FSL methods

ProtoNet [28] 53.29 ± 0.73 66.60 ± 0.60 50.15 ± 0.66 60.04 ± 0.56 39.12 ± 0.56 58.41 ± 0.46

MatchingNet [31] 52.31 ± 0.69 62.24 ± 0.61 48.64 ± 0.63 54.19 ± 0.58 34.84 ± 0.54 52.45 ± 0.44

RelationNet [29] 50.58 ± 0.68 63.17 ± 0.60 48.33 ± 0.68 56.27 ± 0.58 36.18 ± 0.54 53.45 ± 0.46

GNN [11] 54.01 ± 0.74 64.26 ± 0.63 49.49 ± 0.68 58.67 ± 0.59 38.74 ± 0.56 57.15 ± 0.47

DSN [26] 49.61 ± 0.73 60.03 ± 0.62 48.25 ± 0.68 54.89 ± 0.58 40.09 ± 0.55 52.49 ± 0.47

InfoPatch [19] 54.19 ± 0.67 67.29 ± 0.56 48.14 ± 0.61 59.84 ± 0.55 41.02 ± 0.52 57.98 ± 0.45

(b) Batch training-based FSL methods

softmax [3] 54.32 ± 0.73 66.35 ± 0.62 51.60 ± 0.68 61.83 ± 0.59 42.16 ± 0.59 58.57 ± 0.45

cosmax [3] 54.97 ± 0.71 67.89 ± 0.61 50.87 ± 0.65 61.10 ± 0.56 40.87 ± 0.56 57.67 ± 0.46

arcmax [1] 55.29 ± 0.71 67.72 ± 0.60 50.73 ± 0.65 61.70 ± 0.56 41.28 ± 0.57 57.94 ± 0.46

rfs [30] 54.96 ± 0.73 65.71 ± 0.61 51.91 ± 0.67 61.94 ± 0.57 43.05 ± 0.59 60.08 ± 0.46

LR+DC [35] 53.20 ± 0.73 64.18 ± 0.66 52.09 ± 0.70 60.12 ± 0.58 42.90 ± 0.60 56.74 ± 0.46

STARTUP [23] 54.89 ± 0.72 67.79 ± 0.61 52.61 ± 0.69 61.95 ± 0.57 43.97 ± 0.60 59.14 ± 0.47

(c) Hybrid FSL methods

Meta-Baseline [4] 55.17 ± 0.74 67.15 ± 0.61 52.36 ± 0.67 62.01 ± 0.59 43.54 ± 0.61 61.59 ± 0.44

OAT [2] 54.28 ± 0.75 67.88 ± 0.62 52.92 ± 0.66 61.85 ± 0.59 42.75 ± 0.60 60.41 ± 0.43

BML [40] 52.42 ± 0.71 66.72 ± 0.61 51.31 ± 0.66 58.77 ± 0.57 41.91 ± 0.55 59.72 ± 0.45

EGS-Net [42] 56.65 ± 0.73 68.38 ± 0.60 51.62 ± 0.66 60.52 ± 0.56 44.07 ± 0.60 61.90 ± 0.46

CDNet (ours) 56.99 ± 0.73 68.98 ± 0.60 55.16 ± 0.67 63.03 ± 0.59 46.07 ± 0.59 63.03 ± 0.45

into CDNet to take full advantage of the two training paradigms. Results show
that our method outperforms the above methods for both the 1-shot and 5-shot
few-shot classification tasks on all the compound expression datasets.

5 Conclusions

In this paper, we address compound FER in the cross-domain FSL setting, which
alleviates the burden of collecting large-scale labeled compound FER data. Based
on a proposed sequential decomposition mechanism, we develop a novel CDNet
consisting of cascaded LDmodules with shared parameters to learn a transferable
feature space. In particular, a partial regularization strategy is designed to take
full advantage of episodic training and batch training. In this way, we prevent
the model from overfitting to highly-overlapped seen tasks due to limited base
classes and enable the trained model to have the ability of learn-to-decompose.
Experimental results show the effectiveness of our proposed method against sev-
eral state-of-the-art FSL methods on various compound FER datasets.
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