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Abstract

Nanowires, represent the smallest device dimensionality for efficient transport of

electrons and other more exotic quasiparticles. Among a plethora of applications

identified, research directed towards field-effect transistors (FETs), the building

blocks of next-generation computer processors, is of utmost importance considering

current 7 nm FET technologies are expected to be the limit of “top-down” manu-

facturing techniques. Characterisation of the mechanical and electronic properties

of nanowires, by conventional electronic structure techniques, have coincidentally

reached a limit due to the maximum simulation sizes they are capable of.

CONQUEST is a code capable of simulation of millions of atoms using O(N)

methods and thousands of atoms using Hamiltonian diagonalisation with a pseudo-

atomic orbital basis. Physical quantities calculated using CONQUEST do not ex-

hibit systematic convergence using PAO basis sets, unlike plane-wave codes, so

we quantify PAO basis sizes needed to achieve comparable accuracy to plane-wave

calculations for a variety of bulk and molecular systems with varying chemical en-

vironments. Implementation of the stress tensor, presented in this thesis, resulted

in the discovery of slow stress convergence with respect to density matrix local-

isation. We quantify the O(N) simulation parameters necessary to achieve stress

calculations to a required accuracy.

We present the first study of experimentally relevant, surface reconstructed,

Si(core)-Ge(shell) nanowires. Vegard’s law, used to quantify experimental results

and as an approximation in theoretical calculations, has been found to poorly de-

scribe our nanowires and we assess the relative error due to its usage. Young’s

modulus is shown to decrease with increasing shell deposition and dependent on
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relative nanowire composition. Poisson ratios, also correlated to composition, ex-

hibit anisotropy. Shell deposition induced strain has been mapped by our method

and shows strong anisotropy in different bonding directions. Our nanowires exhibit

a direct-to-indirect band gap transition with intrinsic uniaxial strains > 0.5% and

effective hole masses 50% smaller than similar unreconstructed nanowires. Finally,

valence band offsets which are responsible for the formation of hole gases, were

found to be double that of unreconstructed models.



Impact Statement

Open-source software is not simply a free software paradigm, but one that has far

reaching benefits to society. A recent European Commission study [1] has found,

“... an increase of 10% in contributions to Open Source Software code

would annually generate an additional 0.4% to 0.6% GDP, as well as

more than 600 additional ICT start-ups in the EU.”

This demonstrates how small contributions towards open-source software

projects can actually create further jobs and stimulate economic growth, improv-

ing people’s quality of life. Building on this, open-source scientific software can

increase public engagement and provide opportunities for the use of software in set-

tings where funding for expensive, research quality software may prove prohibitive

(e.g. state schools).

This thesis details one such small contribution to CONQUEST, an open-source,

research grade software, released in 2020 to the general public. CONQUEST is

a large-scale electronic structure code and has been demonstrated in applications

such as biological, molecular and solid state systems. Within the context of this

thesis, CONQUEST has been used to probe the mechanical and electronic properties

of Si (core) - Ge (shell) nanowires, with applications to next-generation field-effect

transistors (FETs). Specifically, we have characterised the modulation of strain due

to deposition and its effects on the band gap, effective carrier mass and confinement.

The knowledge gained from our work on nanowires could potentially influence

design of future FETs. FETs have applications in almost all consumer electronics,

but nanowire FETs would be of particular use in the successor to the 7 nm process

for computer processors. Benefits of smaller transistors in general results from
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increases in power and thermal efficiency, and increased transistor density reducing

the environmental impact of computational devices. This could open the door for

sophisticated internet-of-things devices further improving quality of life. However,

whilst the work presented in this thesis is exciting the realisation of these devices

will require significant further work.
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Chapter 1

Introduction

Nanostructures, defined as having at least one dimension smaller than 100 nm, ex-

hibit fascinating properties due to their reduced dimensionality as compared to their

bulk counterparts [2]. Nanostructures with only one dimension above this threshold

are defined as one-dimensional and when these structures are hollow they are re-

ferred to as nanotubes, with their filled analogue called nanowires. This reduced

dimensionality of nanowires has given rise to some unique electronic [3], opti-

cal [4, 5], thermal [6], mechanical [7, 8] and magnetic properties [9–11]. As it will

soon become apparent to the reader, the material covered in this thesis will only be

applicable to a subset of these properties.

Metal-oxide semiconductor field-effect transistors (MOSFETs), a subset of

field-effect transistors (FETs), use an electric field to control the flow of current

in electronic devices. Comprised of three terminals (source, gate and drain), FETs

control current through application of a voltage bias to the gate, altering the conduc-

tivity of the material connecting the source and drain. In the context of computer

processors, this “on-off” control forms the basis of their circuit logic. Size reduction

of FET devices is one factor which drives computational speed increase, and has his-

torically followed Moore’s law. Miniaturisation of planar MOSFETs through im-

provements in established “top-down” device fabrication techniques have resulted

in commercially available devices manufactured on a 7 nm process [12,13]. Adher-

ence to Moore’s Law, via top-down methods, is expected to slow due to fundamen-

tal manufacturing issues and diminishing performance/investment ratio since the 14
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nm process (two device generations prior) [14]. Thus, new “bottom-up” approaches

for the manufacture of FETs have the potential to go beyond the limits of traditional

top-down manufacturing techniques.

Silicon nanowires (Si NWs), in particular, are the ideal choice since they pro-

vide a perfect interface with the existing Si devices. Si nanowires are frequently

grown by the bottom-up vapor-liquid-solid (VLS) method since it readily produces

single-crystalline nanowires in large numbers [15]. To briefly decribe VLS; a cata-

lyst (Cat) particle is deposited onto a Si surface, reacting with atoms of the substrate

and forming Cat-Si alloy droplets. These droplets then adsorb Si-H4 gas inside the

reaction vessel, resulting in a supersaturated state where Si atoms precipitate and a

Si NW begins nucleation 1.

VLS grown nanowires have been grown and form single crystalline wires [17,

18], an important consequence of which are the well defined crystal directions they

grow along. Both the Young’s modulus [19, 20] and band gap [21] have been show

to be highly anisotropic. It has been found that nanowire diameter determines their

growth direction where 〈110〉 nanowires dominate at diameters between 3-20 nm

and 〈111〉 nanowires dominate at diameters > 20 nm [22, 23]. Control over growth

direction has been proven to be affected by catalyst particle size, where dCat <

25 nm results in 〈110〉 NWs and dCat ≥ 25 nm yields 〈111〉 NWs [24]. Further

control of nanowire growth direction may be be achieved through pressure control

of precursor gases in the reaction vessel [25].

So far we have demonstrated that Si NWs are an excellent candidate for fu-

ture development of FET technologies, outlining factors which affect their growth

and modify their physical properties. Control of carrier concentration is an im-

portant factor in the design of FETs, and in the context of semiconductor FETs,

is achieved through doping of the material. Dopant atoms may be either donors,

donating an electron to the lattice, or acceptors, removing an electron from the lat-

tice [26, p. 222-226]. Upon an acceptor gaining an electron there is now one fewer

electrons to roam the lattice, leaving a positively charged quasiparticle called an

1For a review of NW growth techniques see Ref. [16]
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Figure 1.1: Schematic band diagrams of Si (core) - Ge (shell) nanowires. (a) illustrates the
band offsets of valence (EV BO) and conduction (ECBO) bands, giving rise to an
effective confinement potential. A 1D carrier gas will form in the presence of
a suitable bias such that the Fermi level (EF ) is bent in the direction of: (b) the
conduction band resulting in electron gas; or (c) the valence band resulting in
hole gas formation.

electron hole or simply a hole. The energy difference between the dopant energy

level and the relevant conduction or valence band edge defines the ionisation energy

of the dopant atom, and results in either a net positive (donors) or negative (accep-

tors) charge on the atom [27, p. 136-139]. Considering the motion of charge carriers

through this system, these dopant atoms now cause scattering of charge carriers via

a Coulomb potential which will negatively affect conductivity.

Reducing the effects of Coulomb scattering may be achieved through het-

erostructures, where layers of two (or more) materials are grown coherently with

one common crystal structure. At the interface of these materials band edges are

not aligned, thus band offsets are defined, and in the context of this chapter a good

example is Si (core) - Ge (shell) nanowires fig. 1.1. Radial (i.e. core-shell) het-

erostructures have attracted significant research effort since strain on the nanowire

core can be controlled by varying shell growth time [28], offering the ability to

produce wires with specific mechanical and electronic properties.

Core-shell NWs are built on from their elemental NW counterparts by ordi-

nary chemical vapour deposition (CVD) of the shell material after VLS growth of

the core [29, 30]. It has been observed that Si (core) - Ge (shell) nanowires may

be grown with interfaces as sharp as 1 nm [31] and dislocation-free shells [32],
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a critical factor in engineering their electronic properties and undesirable surface

roughening. The shape of 〈110〉 Si NWs has been shown to be hexagonal [22, 33]

for nanowires with a diameter of at least 3 nm, suggesting that core-shell nanowires

are at least 4 nm in experimental observations in ideal conditions.

Typically plane-wave DFT investigations of radial heterostructures, where sim-

ulation size is limited, have focused on modelling nanowires less than 3 nm with-

out surface reconstructions [34–37]. Reconstructions can have significant effects

on the structural [38] and electronic [39, 40] properties of nanowires, which result

in metallic and semi-metallic Si nanowires, but have not been explored for core-

shell nanowires. Effects on the electronic and mechanical properties of core-shell

nanowires due to strain induced by deposition has so far proven elusive, most likely

due to limitations of simulation size.

Publications on the electronic and mechanical properties of nanowires have

grown rapidly in the last two decades [41], adding pressure to the modelling com-

munity to keep pace with their rapid development. Plane-wave DFT calculations

are typically carried out on 500 atoms and rarely more that 1000. There is a limited

amount of physics that can be squeezed out of a 1000 atom cell, and so truly large-

scale simulation methods, such as CONQUEST [42–45], are needed to further this

field.

Simulation accuracy is of paramount importance to both the developers of

CONQUEST and the wider scientific community. Given the accepted accuracy

benchmark of electronic structure methods is considered to be plane-wave meth-

ods, we demonstrate CONQUESTs ability to match it in Chapter 3. Calculation of

stress is an extremely useful quantity for measuring convergence of structural re-

laxation simulations and fundamental to NPT molecular dynamics; in Chapter 4 we

demonstrate stress implementation in CONQUEST and test its accuracy. Prior to the

development of multi-site support functions (covered in Chapter 2), O(N) DFT was

the only CONQUEST method suitable for large-scale simulation, however, accurate

calculation of stress could be affected by approximations made in O(N) and we

quantify these in Chapter 5.
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Without the aid of stress, we use O(N) DFT to verify the applicability of Ve-

gard’s law to surface reconstructed Si (core) - Ge (shell) nanowires with diameters

up to 10.2 nm, and produce bond-direction resolved maps of their local strain envi-

ronment via a novel method for its calculation in Chapter 6. The Young’s modulus

and Poisson ratio of Si (core) - Ge (shell) nanowires are determined for diameters

of wire 5-9 nm using CONQUESTs non-O(N) method, and comparisons between

the previous strain mapping and Vegard’s law results, are presented in Chapter 7.

Finally in Chapter 8, we calculate the bandstructures, effective carrier masses, band

offsets and atomically projected densities of state to establish the connection to

strain presented in the previous chapter.

Overall, we present the first comprehensive modelling study of experimentally

relevant core-shell nanowires, covering both physical and electronic properties, giv-

ing insight into the accuracy and appropriateness of different modelling techniques

for these challenging simulations.



Chapter 2

Theoretical background

In this chapter we provide a brief introduction to the foundations of density func-

tional theory (DFT). DFT is a powerful approach to ab initio prediction of the prop-

erties of matter, using quantum mechanics. DFT is a ubiquitous tool in research

of the condensed phase, and whilst many excellent books exist on this topic (such

as Ref. [46]), there are methods used in this thesis that go beyond those in stan-

dard texts. Thus, for the benefit of the reader, and to provide a simplified reference

should it be needed, we summarise many of the fundamental concepts and theorems

underlying DFT.

2.1 The Schrödinger equation and many-body Hamil-

tonian

The Schrödinger equation is a wave-equation, and the solutions to it describe quan-

tum phenomena. Most undergraduate physicists are able to recall that there are two

variables to the wavefunction of a quantum mechanical particle, space and time.

Methods in DFT are available to solve the time-dependent Schrödinger equation,

aptly named time-dependent DFT (TDDFT), however, whilst CONQUEST has a de-

velopment branch dedicated to this it is not used in this thesis1. So, we will only

consider the solutions to the time-independent Schrödinger equation, relating the

interactions of quantum states to system energy:

1For the interested reader, this development is covered in the thesis of Dr. Conn O’Rourke.
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ĤΨ({r,R}) = EΨ({r,R}), (2.1)

where Ψ({r,R}) is the wavefunction of the coupled system of electrons and

nuclei; E the energy; and Ĥ the Hamiltonian of the system. The Hamiltonian de-

scribes the physics of the system, and for our systems of interest, the form is:

Ĥ =− h̄2

2Mα
∑
α

∇
2
α︸ ︷︷ ︸

T̂ion

− h̄2

2me
∑

i
∇

2
i︸ ︷︷ ︸

T̂e−

+
1
2 ∑

α 6=β

ZαZβ e2

|Rα −Rβ |︸ ︷︷ ︸
V̂ion−ion

+
1
2 ∑

i 6= j

e2

|ri − r j|︸ ︷︷ ︸
V̂Ha

−∑
i,α

Zαe2

|ri −Rα |︸ ︷︷ ︸
V̂e−−ion

,

(2.2)

where Mα is the mass of the ion, me the electron rest mass, Zα/β the charge of

the ion, Rα/β the vector position of ionic cores, ri/ j the vector position of electrons

and e the charge on an electron.

2.2 Born – Oppenheimer approximation
The Born – Oppenheimer approximation [47] is an approach which decouples the

electronic and nuclear degrees of freedom in Ψ({r,R}) =⇒ Ψ({r : R}). The mass

of a nucleon is almost 2000 times larger than that of an electron, and so the ions

can be considered adiabatic [48] since the electrons can be considered to respond

instantaneously to changes of nuclear positions. This parametric dependence of

the electronic coordinates on the nuclear coordinates allows the calculation of the

nuclear kinetic energy to be done separately from the rest of the terms in eq. (2.2),

reducing the number of free parameters to be optimised. Using the quasi-classical

approximation, i.e. treating the nuclei as classical point charges providing a constant

external field to the electrons, the Hamiltonian now “feels” the electrostatic presence

of the nuclei frozen in space. The ground-state electronic energy is then determined

by the methods described in section 2.7 with respect to the fixed nuclear positions.

The nuclear forces are evaluated through the Hellmann – Feynman theorem [49],

and the ions moved to minimise the forces on the ions. This process is then repeated

until a relaxed structure is established.



2.3. Hohenberg – Kohn theorems 35

2.3 Hohenberg – Kohn theorems
The Hohenberg – Kohn theorems [50] formulate density functional theory as an

exact theory of many-body systems. The formalism relates a system of interacting

particles moving in an effective potential, from which we can define a density of

these particles and the energy as a functional of this density. The motivation for this

is quite simple; the exact solution of the Schrödinger equation uses a wave-function

which has 3 × (nelec. + nnuc.) free parameters and minimising the energy of this

becomes exponentially difficult as the system size in increased. The relationships

established by Hohenberg and Kohn are as follows:

Theorem 1: For any system of interacting particles in an external potential, Vext(r),

the potential is determined uniquely by the ground state electron density,

n0(r). The Hamiltonian of the system is fully determined, with the exception

of a constant energy shift, it follows that we may now define the many-body

wave-functions for all states. Hence, all ground state physical properties of

the system are defined given only the ground state density n0(r).

Theorem 2: There exists some “universal functional” for the energy such that

E[n0(r)] is valid for any Vext(r). The functional E[n0(r)] is enough to de-

termine the exact ground state energy and density, however, excited states

must be determined by other methods.

2.4 Kohn – Sham ansatz
The Kohn – Sham ansatz [51] provides an exact mapping of the Hohenberg – Kohn

interacting problem to an ancillary system of non-interacting electrons. The Hohen-

berg – Kohn energy functional is:

E[n] =
∫

V̂ext(r)n(r)d3r+F[n], (2.3)

although the form of the functional F[n] is unknown and V̂ext(r) is some gen-

eral external potential. Kohn and Sham proposed the following functional form,

using non-interacting single electron orbitals and electron densities:
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EKS[n] =
1
2

N

∑
i=1

∫
d3r |∇ψi(r)|2︸ ︷︷ ︸
Te[n]

+
∫

d3rV̂ext(r)n(r)︸ ︷︷ ︸
Eext [n]

+
∫

d3rV̂Ha(r)n(r)︸ ︷︷ ︸
EHa[n]

+Exc[n],

(2.4)

where ψi(r) the wave-function for a single non-interacting electron and all

other electron interactions are taken care of in Exc (described in section 2.5). To

minimise the energy with respect to n(r), subject to the normalisation condition∫
n(r)dr = N (where N is the number of electrons), yields:

µ =
δEKS[n]

δn
=

δTe[n]
δn

+
δEext [n]

δn
+

δEHa[n]
δn

+
δExc[n]

δn
, (2.5)

where µ is the Lagrange multiplier associated with the normalisation condi-

tion. Kohn and Sham adopted the orbital picture, constructing the density from

single electron wavefunctions:

n(r) =
N

∑
i=1

|ψi(r)|2. (2.6)

From eq. (2.5) we obtain an equation identifying the Kohn – Sham potential:

V̂KS[n(r)] = V̂ext [n(r)]+V̂Ha[n(r)]+V̂xc[n(r)] (2.7)

which will now enable us to solve the single electron time-independent

Schrödinger equation:

ĤKSψn =

(
− h̄2

2me
∇

2 +V̂KS

)
ψn =εn ψn. (2.8)

Since the Kohn – Sham potential depends on the density, we have defined

a system which must be solved self-consistently. A trial density is constructed,

defining the Kohn – Sham potential, allowing us to solve the Schrödinger equation

and construct a new density. This process is, in practice, repeated iteratively until

we reach some energy tolerance between two consecutive steps.
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2.5 Exchange - correlation
Section 2.4 introduced Exc, and here I will begin by defining what is meant by

exchange and correlation;

Exchange

The exchange energy is due to the wave function of indistinguishable elec-

trons being subject to exchange symmetry, changing their sign when two par-

ticles are exchanged (i.e. antisymmetric).

Correlation

Correlation is defined as the difference between the exact solution of the non-

relativistic Schrödinger equation and everything else in eq. (2.4), i.e. Ec =

EKS −Te −EI−e− −EHa −Ex.

The contribution to the total energy of the exchange-correlation term is small,

when compared to others, although it is important for describing correct bond prop-

erties. There are a diverse range of approximation methods, and within the physics

community, the most frequently are: (i) the local density approximation (LDA); and

(ii) the generalised gradient approximation (GGA). The LDA method is by far the

simplest, approximating the exact XC energy as that of an homogeneous electron

gas of the same density, and may be written as:

ELDA
xc [n(r)] =

∫
n(r) εhom.

xc [n(r)]dr. (2.9)

The form of the exchange energy for a homogeneous electron gas is known an-

alytically, and the LDA applies this point-wise to a density that is non-homogenous.

Accurate methods of finding correlation energy density utilise quantum Monte

Carlo methods [52], and various analytic fitting methods have been proposed

[53–56]. The LDA does remarkably well for systems that have a nearly homoge-

neous electron density which varies slowly, however, in systems such as molecules

this is found to be a step too far. Bond geometries and ground state energies were

significantly improved with the development of GGA methods [57–61]. The GGA
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differs to the LDA by taking into account the gradient of the density at the same

point:

EGGA
xc [n(r)] =

∫
n(r) εxc [n(r),∇n(r)]dr. (2.10)

Potentially more accurate results can be obtained with methods such as meta-

GGA [62], which takes into account the second derivative of the density, and hybrid

functionals [63–65], which mix in exact exchange (from Hartree-Fock theory) with

other sources of XC energy.

2.6 Pseudopotentials
The pseudopotential approximates an atomic potential with an effective potential,

such that complex effects due to the motion of core (non-valence) electrons are ne-

glected. In this approach only the chemically active valence electrons are dealt with

explicitly, while the core electrons are ‘frozen’, being considered together with the

nuclei as rigid non-polarizable ion cores. Outside of some critical radius from the

ionic core, rc, the pseudopotential and corresponding pseudo-wavefunction are cho-

sen to follow the all electron potential and wavefunction. Inside rc the pseudopo-

tential diverges from the correct potential, varying more smoothly and becoming

well defined at r=0. This reduces the overall computational cost by removing core

electrons from calculations, and when considering plane-wave DFT, the number of

plane-waves required to adequately describe the system (see section 2.8).

First-principles pseudopotentials are usually non-local, meaning that different

angular momentum states feel different effective potentials, giving a potential oper-

ator of the form [66]:

V̂ps = V̂ loc
ps +∑

lm
δV̂l|Ylm〉〈Ylm|, (2.11)

where V loc
ps is the local part, δVl is the semi-local part and |Ylm〉〈Ylm| projects

this onto angular momentum and radial states. The form of δVl is specific to the

type of pseudopotential used and is only non-zero for r ≤ rc. There are a diverse
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range of methods for the construction of pseudopotentials, the two most popular

being; (i) norm-conserving ; and (ii) ultra-soft. Generally all satisfy these criteria:

1. All-electron and pseudo-valence eigenvalues agree for the atomic reference

configuration.

2. All-electron and pseudo-valence wavefunctions agree beyond the cut-off ra-

dius rc.

3. Logarithmic derivatives of both wavefunctions coincide at rc.

4. First derivative, with respect to energy, of the logarithmic derivative agree for

both wavefunctions for r ≥ rc.

Norm-conserving pseudopotentials [67] additionally require the integrated

charge, for r < rc, of each wavefunction to be equal. A consequence of this req-

uisite is that the norm of the pseudo-wavefunction be identical to the all-electron

wavefunction within rc;

〈φl(r)|φl′(r)〉−〈φ̃l(r)|φ̃l′(r)〉= 0, (2.12)

where φl(r) is the all-electron state and φ̃l(r) the pseudo-valence state at angu-

lar momentum l. To ensure transferability and accuracy, small cut-off radii are cho-

sen to sufficiently define core states. This requires a large basis set because electron

wavefunctions near the core region are rapidly oscillating due to the orthonormality

constraint. Relaxing the condition in eq. (2.12), as proposed by Vanderbilt [68], we

may increase the cut-off radius, reducing the basis set size and ensuring smoother

(“softer”) wavefunctions.

2.7 DFT solution methods within CONQUEST

CONQUEST has two modes of operation: (i) exact diagonalisation; and (ii) O(N).

Exact diagonalisation exhibits scaling behaviour as O(N3), where N is the number

of atoms, whilst the O(N) method scales linearly with the number of atoms. The
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O(N) method has been used for calculations in Chapters 5 and 6 and exact diagonal-

isation in Chapters 3 to 5, 7 and 8, along with plane-wave calculations in Chapter 3.

This chapter will focus on the methods underlying CONQUEST’s methods for DFT,

however, for the purpose of brevity details of methods involving plane-wave DFT

will not be covered in this thesis. There are many other places one can find full

descriptions of these methods, not entirely different to methods in section 2.7.1, but

different enough that an interested reader may like to explore. A personal recom-

mendation would be “Electronic Structure: Basic Theory and Practical Methods”

by Martin [46, Ch. 12-13].

2.7.1 Exact diagonalisation

One similarity to plane-wave DFT and the diagonalisation method within CON-

QUEST is the use of periodic boundary conditions such that the potential terms in

the Hamiltonian are necessarily periodic. This in turn allows for the use of Bloch’s

theorem,

T̂ ψ(r) = ψ(r+T) = eik·Tu(r), (2.13)

where T̂ is a translation operator which translates the Bloch state ψ(r) by the

lattice vector T, and u(r) a basis function with the same periodicity as the simulation

cell. Here the reciprocal space wavevector k is restricted to the first Brillouin zone

since the phase factor exp[ik ·T] in eq. (2.13) is unchanged if a reciprocal lattice

vector is added.

Construction of the Hamiltonian matrix elements in real-space is given by,

Hm,m′(T) =
∫

dr u∗m(r− τm) Ĥ um′(r− (τm′ +T)) (2.14)

m → {κ, i,α} is a composite index of κ atom types, i atomic index, α the

basis index and τm the position of atom m. An expression for the Hamiltonian

matrix elements in terms of the wavevector k will enable the Hamiltonian matrix to

be represented in terms of Bloch states and is given by,
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Hm,m′(k) =
∫

dr u∗mk(r) Ĥ um′k(r) (2.15)

= ∑
T

eik·T Hm,m′(T) (2.16)

Now that we have an expression for Hm,m′(k), finding these matrix elements

will require sampling of the Brillouin zone (BZ) by using integration points in re-

ciprocal space called k-points. The most common scheme for sampling the BZ to

evaluate these matrix elements is the Monkhorst-Pack [69] method, a scheme of

regularly spaced k-points, for structural relaxations. However, band structure cal-

culations will require sampling along special high-symmetry k-vectors from the BZ

origin (Γ-point) along a path of the BZ boundary and back to Γ. The exact path,

and names of the high-symmetry points along the path, is dependent on the crystal

structure of the material being modelled and will have to be looked up prior to these

types of calculations.

From this point, diagonalisation of the Hamiltonian matrices yield the eigen-

values and eigenstates, which is what we refer to as the exact diagonalisation

method in CONQUEST. Accurate simulation of materials with this DFT method

will require the k-point density used for calculations to be converged such that in-

creases to k-point density result in negligible energy differences. The interested

reader should refer to the book “Numerical Recipes: The art of Scientific Comput-

ing” [70] for practical implementations of matrix diagonalisation, and the specific

implementation used in CONQUEST is part of the SCALAPACK package for opti-

mised computation over many computer processors.

2.7.2 Linear scaling DFT

Exact diagonalisation and plane-wave DFT typically scale as O(N3), where N refers

to the number of atoms in the simulation cell, placing a practical limit of around

1000 atoms2. Linear scaling DFT utilises Kohn’s ‘nearsightedness’ principle [71],

2It will become apparent in Chapters 7 and 8 the use of MSSFs (see section 2.8.2) makes larger
simulations of up to a few thousand atoms possible with exact diagonalisation.
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which assumes that electronic structure is inherently local and will decay exponen-

tially with distance, i.e. the Kohn – Sham density n(r,r′) −→ 0 as |r− r′| −→ ∞.

CONQUEST works directly with the density matrix rather than the wavefunctions,

and the form of the density is given by:

n(r,r′) = ∑
iα, jβ

φiα(r)Kiα jβ φ jβ (r′), (2.17)

where Kiα jβ is the density matrix element, φiα(r) and φ jβ (r′) are local support

functions centred on atom i and α the support function number on the same atom,

rather than the Kohn–Sham eigenstates which extend throughout space. To obtain

an expression for the energy we must first define the density matrix,

K = 3LSL−2LSLSL, (2.18)

where L is the auxiliary density matrix and S is the overlap with Si j = 〈φi|φ j〉.

The auxiliary density matrix L is essentially the nth iteration of K, however the

initial guess for L follows that of Palser & Manolopoulos [72],

L0 =
λ

2
(µS−1 −S−1HS−1)+

1
2

S−1 (2.19)

with µ the chemical potential, S−1 the inverse overlap matrix and H the Hamil-

tonian matrix. The λ term given by,

λ = min
{

1
Hmax −µ

,
1

µ −Hmin

}
, (2.20)

where Hmax and Hmin are the upper and lower bounds of the eigenvalue spec-

trum of H.

To minimise the energy with respect to the density matrix3 ρ̂ two conditions

must be met: (i) ρ̂ is idempotent, i.e. ρ̂2 = ρ̂; and (ii) 2Tr(ρ̂) = N, where N is

the number of electrons [73, 74]. The condition of idempotency requires the eigen-

values of ρ̂ to be either 0 or 1, however, for eigenvalues in the interval [0,1], weak

3Here ρ̂ is used in place of either K or L for simplicity.
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idempotency is sufficient to prevent non-physical “run-away” solutions [75]. In

CONQUEST, weak idempotency is first achieved through the McWeeny [76] pu-

rification of the the density matrix as in eq. (2.18), and then through Li-Nunes-

Vanderbuilt (LNV) method [77] for efficient computation of the energy [78]. Writ-

ing E = Tr [KH], we can use the gradient ∂E/∂Liα, jβ to minimise the energy with

respect to the density matrix [45].

In the previous section (section 2.7.1) periodic boundary conditions are used

such that the interactions of atoms within the simulation cell are interacting with

infinitely repeating images of the simulation cell at the cell boundary. This en-

ables the use of Bloch’s theorem where the interaction of atoms in the cell with the

periodic images are folded in to the cell by the phase factor in eq. (2.13), which ef-

fectively treats interactions implicitly. However, in O(N) mode, CONQUEST tiles of

the simulation cell until the largest matrix range4 is enclosed within the image cells.

CONQUEST then constructs the relevant matrix elements treating the interactions of

atoms in the cell and the images explicitly, i.e. there is no folding of interactions in

to the simulation cell and an atom will interact with all of it’s different images. As a

result of not folding in the interactions between atoms and their images, no k-points

are used (or can be defined) in CONQUEST’s O(N) method, and to our knowledge

is a unique feature of CONQUEST.

2.8 Basis sets

2.8.1 Pseudo-atomic orbitals

Real space DFT methods tend to use a basis set which are spatially local such as

numerical atomic-like orbitals. They have gained popularity due to efficient al-

gorithms for populating matrix elements, using either all-electron [79] or pseudo-

atomic orbitals (PAOs) [80,81]. Both basis functions are written as a radial function

multiplied by a spherical harmonic:

4The largest matrix range is highly dependent on both the basis set (see Section 2.8 and Chapter 3)
and the chosen cutoff range of the density matrix, thus it is not possible definitively inform the reader
which matrices will be the largest.
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χnlm(r) = Rnl(r)Y l
m(r), (2.21)

where n, l and m are the principal, azimuthal and magnetic quantum numbers

respectively.

To generate a PAO basis set, we solve the Schrödinger equation for the pseudo-

atom using pseudopotentials (see section 2.6). This will result in orbitals with long,

exponentially decaying tails. Within solids and molecules, these long-range terms

are not really appropriate and can detrimentally effect the accuracy of calculations.

Confining the atom within a box by one of two methods: (i) set a cut-off radius such

that χnlm(rc) = 0 [82]; or (ii) define a fixed energy shift for each l i.e. the difference

between unconfined and confined is δ εl [81, 83]. The latter is the method used in

CONQUEST and will be discussed further in chapter 3.

With PAOs, there is no method for systematically improving the accuracy. One

method for improving the accuracy is to increase the basis set size, but first I will ex-

plain what is meant by the size of a PAO. There is some minimal basis set, single-ζ ,

for which each valence orbital is given one basis function (e.g. Si has four valence

electrons, so single-ζ has 4 basis functions). To increase the size further, there are

two approaches: (i) add an extra basis function to each valence orbital; or (ii) add

polarisation orbitals. Double-ζ will have two basis functions per valence orbital,

triple-ζ three etc. Polarisation can be defined in various ways, but for this report we

simply add the next higher angular momentum channel to it, so single-ζ polarisa-

tion for Si has 9 basis functions, one s-, three p- and five d-orbitals.

2.8.2 Multi-site support functions

The recently proposed “multi-site” support functions (MSSFs) are the linear com-

binations of pseudo-atomic orbitals the on-site atom and their neighbouring atoms

within a finite region [84]. As they correspond to local molecular orbitals (MOs),

the multi-site support functions are free from the limitation from the atomic or-

bital symmetry and can be reduced to the minimal basis size. To determine the

linear-combination of coefficients, we apply a localised filter diagonalisation (LFD)
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method, originally proposed by Rayson and Briddon [85, 86]. In the LFD method,

the linear-combination coefficients are determined efficiently by using the local MO

coefficients projected onto localized trial vectors.

Usage of MSSFs requires the specification of two ranges: (i) the MSSF range

(RMSSF ); and (ii) the LFD range (RLFD). The MSSF range encircles the atoms, a

distance no larger than RMSSF from the central atom, which define the linear com-

bination of PAOs used to construct the support functions for the central atom. The

LFD range specifies the distance from the central atom used to update the coeffi-

cients of the central atom support functions, and so there is a necessary condition

that RLFD ≥ RMSSF
5. Whilst it is possible to minimise the total energy through vari-

ation of the MSSF coefficients, as in Ref. [87], we do not make use of it in this

thesis to save the significant computational cost incurred. Instead, we opt for larger

MSSF and LFD ranges which were found to yield excellent results when sufficient

neighbouring atoms are included in MSSF construction [84].

2.8.3 Plane-waves

Within the solid-state physics community, DFT typically uses plane-wave basis sets

to build the Kohn – Sham orbitals, see eq. (2.22). Plane-wave basis sets have been

used largely because: (i) the accuracy can be systematically improved; and (ii)

forces can be calculated without Pulay corrections because the basis set is indepen-

dent of atomic positions (although a change in unit cell geometry will introduce

Pulay stress terms). The accuracy can be improved by increasing the energy cut-

off, Ecut , which is directly proportional to Gmax (the largest lattice point vector in

reciprocal space) and thus the number of plane-waves.

um,k(r) = ∑
|G+k|<Gmax

cm,k(G)eiG·r (2.22)

5The interested reader should first read Ref. [84] to develop a more detailed of the MSSF method-
ology as implemented in CONQUEST.



Chapter 3

PAOs and accuracy

3.1 Introduction
The importance of DFT beyond the context of computational physics needs little

introduction. In excess of 15,000 publications are published each year [88] depen-

dent on search criteria1, with the largest research topic being physical chemistry

according to the Web of Science Core Collection (August 2020). Usage cases vary

widely too, ranging from electronic structure prediction of novel solids to crystal

structure prediction of both organic and inorganic compounds. In both instances,

these ab initio results act as a baseline for the analysis of experimental data and

planning future experiments.

More recently, DFT calculations have been used to build large databases

[89–91] and carry out multi-scale simulation in which they serve as one part of

the process chain [92–94]. The precision of DFT codes therefore determines the

credibility and reproducibility of many growing areas of research, and so, it has

implications reaching far beyond electronic structure research.

The electronic structure community have safeguarded the future of DFT, taking

the first steps toward ensuring the accuracy and reproducibility of DFT with the

first “delta” study [95, 96]. By comparing equation of state results from a variety

of different DFT codes and pseudo-potential methods to those of highly accurate

all-electron codes they were able to quantify a so-called “∆-gauge”. The ∆-gauge is

1Figure quoted uses search terms “density functional theory” or “DFT”.
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the average relative difference between a set of all-electron calculations and those

of pseudo-potential based DFT codes for 71 elemental solids.

In light of this study, we too should like to validate the accuracy and transfer-

ability of CONQUEST basis sets. In section 3.2 we shall present two methods for

the generation of pseudo-atomic orbitals, one of two basis function types available

to CONQUEST users. In section 3.3 we present results for two bulk crystal struc-

tures: (i) the cubic perovskites PbTiO3 and SrTiO3; and (ii) zinc-blende structures

of GaN and GaAs. We compare these, in a similar fashion to the “delta-study” pa-

per of Lejaeghere et al [96], using the data from equation of states fitting from both

CONQUEST and plane-wave calculations. Next, section 3.4 compares CONQUEST

geometry relaxations of molecules to those found by plane-waves using the metrics

of bond lengths, angles and dihedral angles were applicable. At the end of each of

these sections we shall discuss the merits and failures of our PAO basis sets, cul-

minating in the over-arching section 3.5 where we shall give an overview of our

findings and suggest further work.

3.2 Methodology

Tremendous effort has been placed in developing linear scaling approaches to DFT

[97, 98] which have been shown capable of calculations on millions of atoms [99,

100]. In order to do so, a localised density matrix must be defined. In the context

of CONQUEST we have two methods for defining basis functions: (i) blips; and (ii)

pseudo-atomic orbitals. The former method is beyond the scope of this thesis, and

a full description of PAOs can be found in section 2.8.1.

However, in section 2.8.1 we have neglected three questions: (i) What should

be the largest angular momentum included?; (ii) how are radial functions calcu-

lated?; and (iii) How many basis functions should there be for each n, l quantum

number pair?

Question (i) is determined by the valence electrons included in the pseudo-

potential since these angular momenta must be represented in the basis. In addition

to the valence electrons in the pseudo-potential we consider the use of polarisation
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functions to add basis flexibility and achieve well converged results. One can define

a polarisation orbital by solving for an orbital with higher angular momentum than

the valence electrons, however these tend to be unbound. Instead, we define these

polarisation orbitals in a similar fashion to those of SIESTA [83] where the highest

occupied orbital is polarised by a small electric field E along the z-direction. Using

first-order perturbation theory,

(H −E)δφ =−(δH −δE)φ (3.1)

where δH = E z and δE = 〈φ |δH|φ〉= 0 since δH is odd. Owing to selection

rules this yields a perturbed orbital with l′ = l ± 1, from which we chose the l + 1

orbital since we already have lower angular momenta orbitals within the basis.

Localisation of PAOs is of paramount importance and the methods used to

do so will have a direct effect of the quality of the basis used in the calculations.

It is well-known that atomic-like orbitals in molecules and solids yield the best

results when the orbital range is shorter than those of a free atom [101]. Binding

in molecules or solids is driven by a reduction in the total energy, which in turn

is afforded through the electrons being closer to nuclei without requiring as much

kinetic energy as those of free atoms. Artacho et al present a method such that a

single parameter, an energy-shift ∆E, may define the confinement radii [102]. This

energy-shift is the energy increase that each orbital experiences when confined to a

finite sphere as compared to the free atom solution. In doing so we have a consistent,

physically motivated definition of confinement.

For large-scale DFT codes such as CONQUEST and SIESTA, radial basis func-

tions are solutions to the Kohn – Sham Hamiltonian for an isolated pseudo-atom

in spherical boundary conditions, a method originally pioneered by Sankey and

Niklewski [82]. The Sankey – Niklewski method enforced locality by an arbitrary

cut-off distance rc beyond which φ(r ≥ rc) = 0, however, the method for choosing

a cut-off is not intuitive. A smaller cut-off will offer the greatest gain in efficiency,

compared to larger cut-offs, since it can increase the number of elements in the over-

lap matrix equal to zero, increasing matrix sparsity and thus benefitting algorithms
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where sparsity is key. Although, this may be at the cost of accuracy, especially in

systems where long-ranged effects or weak interactions are significant.

As a result of the information presented above, two ideas2 for the construc-

tion of well confined basis functions are tested: (i) equal spacing of confinement

energies; and (ii) equally spaced confinement radii [103]. Confinement by equal

energy spacing employs the energy-shift method in Artacho et al [102]. Practically,

for a single zeta (SZ) and SZ plus polarisation (SZP) basis a single energy-shift

value (default of 20 meV) is used to determine the confined orbital. For two radial

functions, two energy-shifts are used (default 2000 meV and 20 meV); and for three

basis functions a third intermediate value (defaults 2000, 200 and 20 meV) are used.

The equal radii method redefines the extent of the radial functions found from

equal energy. For all basis functions confined to a given energy shift, the radial

extent of those orbitals is found and an unweighted average of their extent in space

determined. This average radial extent is now used as a spatial cutoff for a given

confinement energy and the basis set is recalculated. Polarisation orbitals are ex-

cluded from the averaging proceedure. This is because they inherit their radial

extent, regardless of confinement method used, from the highest energy n, l or-

bital [83, 102, 103] and including them in the averaging procedure will bias the

basis toward the highest energy n, l orbitals3. Figure 3.1 provides a more intuitive,

graphical representation of the process for defining the equal radii method.

The equal energy confinement results in basis functions with irregular extents,

i.e. for a given confinement energy all n, l pairs will have different extents in r (see

fig. 3.1(a)). In contrast the equal radii method will produce orbitals with regular

spacing in r, for a given confinement “energy”4, and will generally produce more

tightly confined orbitals (see fig. 3.1(b)). So, the equal radii method has the advan-

tage of being more computationally efficient owing to increased (and more regular)

sparsity patterns of matrices used in CONQUEST, however, they may require a finer

2These ideas were formulated and implemented by Prof David R. Bowler.
3Whilst it wouldn’t necessarily be incorrect to do this, we have chosen to bias toward the occupied

orbital states.
4We use “energy” here since the actual confinement energy of the radially averaged orbital will

not correspond to an exact 20, 200 or 2000 meV energy shift.
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integration grid due to the increased compression of more diffuse orbitals.

Finally, in answer to question (iii) above, the choice is complex. In CON-

QUEST’s O(N) method, using a basis set larger than a single radial and single po-

larisation orbital per n, l pair (SZP), it could result in a failure to invert the overlap

matrix. This is because we create an approximate S−1, with linear scaling, by en-

forcing a sparsity pattern and using Hotelling’s method5. When a basis is larger

than SZP this results in ill-conditioning of S−1. At present, it is not known if this

ill-conditioning can be overcome with a change in the methodology and is beyond

the scope of this thesis, so O(N) will not be used in this chapter. However, for

exact diagonalisation the choice is somewhat arbitrary and related to the desired

accuracy, which we shall quantify in this chapter along with the accuracy of the two

confinement methods presented above.

Our motivation in this chapter is to test the PAOs produced by CONQUEST as

compared to plane-wave results. To maintain direct comparability between results

we have made use of the PWSCF suite of QUANTUMESPRESSO [104] which reads

the same pseudopotentials as CONQUEST. PBESol [105] pseudopotentials were

used for the investigation of GaN, GaAs, SrTiO3 and PbTiO3 since they are consid-

ered generally better for solids, whilst we used regular PBE [60] pseudopotentials

for the rest of the results. We used the LIBXC library [106] for the generation of

basis sets and CONQUEST calculations.

5An iterative method where S−1 = limn→∞ Xn using X0 = I and Xn+1 = 2Xn−XnSXn. In practice
this method is terminated when a specified residual is reached.
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Figure 3.1: Plots of the resultant PAOs, φ(r), produced by the confinement methods of ei-
ther: (a) equal energy; or (b) equal radii. The plots above show the 2s and
2p valence orbitals of a PBE pseudopotential C atom, with the 3d polarisation
orbitals included. Notice how all equal radii zetas for a given energy confine-
ment (see legend), specifically the 2s and 2p orbitals in (b), have the same
extent in real space? The extent of PAOs generated by the equal radii method is
determined by the average extent of equal energy based PAOs, for a given con-
finement energy, i.e. all 200 meV energy based PAOs (excluding polarisation
orbitals) have their extent averaged to yield the extent of the equal radii PAOs.
This average radial extent then sets the cutoff for all “200 meV” equivalent
equal radii PAOs. Labels for the n and l quantum numbers are shown above
their graphs, and dashed vertical lines in the plots indicate the cutoff radius of
the PAO.



3.3. Bulk systems 52

3.3 Bulk systems
Electronic structure calculations are most commonly associated with simulation of

the condensed phase, so to provide insight into the accuracy of our basis set method-

ology in the context of bulk materials with cutting edge device technologies we

have chosen GaN, GaAs, SrTiO3 and PbTiO3 as our systems of interest. GaN and

GaAs are prototypical, III - V direct gap semiconductors with applications to light

emitting diodes and transistors, specifically GaN has been identified as an excel-

lent candidate for THz devices [107]. An abundance of physical phenomena have

been observed in ABO3 perovskites, many of which are subject to distortions to the

structure formed during growth. To accurately simulate these structures requires

many thousands of atoms [108], therefore well beyond the capabilities of traditional

plane-wave DFT codes.

Table 3.1 presents the results of our work on the cubic perovskites. SrTiO3

(STO) lattice parameter results for equal radii generally perform better than their

equal energy counter-parts compared to plane-wave results6, and the same is true

for PbTiO3 (PTO). Bulk modulus energy method results for STO show no specific

pattern of convergence to plane-wave results, although we note that the addition of

a more tightly confined radial basis functions had the most significant effect. This

may indicate that orbitals responsible for STO elastic characteristics are loosely

confined7. Bulk modulus results for STO using the equal radii method suggest it

is unsuitable for calculating the elastic properties of STO due to the necessity of

irregular radial functions for accurate calculation.

Bulk modulus results for energy-based method PTO results share similarity

with results in STO, demonstrating that the higher confinement basis functions for

DZP take the bulk modulus further away from plane-wave results whilst the addition

of an intermediate restores some of the “loose-ness” required to adequately describe

the elastic properties. As is evident in table 3.2 the radial confinement method

6All plane-wave calculations of the cubic perovskites presented in our paper [103] and this thesis
were carried out by Jack S. Baker whilst CONQUEST calculations were done by the author of this
thesis.

7Table 3.2 shows the omission of d-orbital states for Sr, an oversight that has since been corrected,
and may explain the results for STO.
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Basis
SrTiO3 PbTiO3

V0(Å3) B0(GPa) V0(Å3) B0(GPa)

QUANTUM

ESPRESSO
PW 58.79 186.4 60.14 191.1

CONQUEST

(Energy)

SZ 61.39 187.0 61.66 191.2
SZP 60.76 182.6 61.44 183.0
DZP 60.52 180.0 61.06 186.2
TZTP 60.08 183.4 60.83 187.8

CONQUEST

(Radii)

SZ 60.54 192.7 61.00 203.3
SZP 60.99 170.0 61.66 189.2
DZP 60.15 180.7 60.69 190.9
TZTP 59.67 169.9 60.62 190.3

Table 3.1: Comparision of the optimal lattice volumes and bulk moduli for cubic per-
ovskites strontium titanate and lead titanate. Plane-wave calculations used a
plane-wave cutoff of 42 Ha owing to the “hard” pseudopotentials of oxygen and
titanium. CONQUEST calcuations used an integration grid cutoff of 350 Ha. All
calculations used a 9×9×9 Γ-centred Monkhorst-Pack k-point mesh.

brings up the average value for the 5d-orbital, negatively impacting the SZ basis

where variational freedom of the energy is poorest. This indicates the 5d-orbital is

expected to dominate the description of PTO elastic properties.

For GaN (see table 3.3) SZ lattice results show that both methods perform

poorly with the equal radii method performing the worst, whilst the equal energy

method SZP results demonstrate a marked improvement over the equivalent equal

radii result. Analysis of the basis in table 3.4 indicates the poor results of the

radii method are due to the 3d-orbitals being under-confined and 4p-orbitals over-

confined. Larger basis sets show a similar lattice parameter performance for both

confinement methods afforded by greater variational freedom. Bulk modulus results

are generally poorly approximated by the equal energy confinement method, indi-

cating the Ga 4s-orbital plays a pivotal role in the elastic properties of GaN. GaAs

results show that both methods benefit from an increase in variational freedom and

require more tightly confined basis functions for accurate results.
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n l Energy Radial

5 d 4.46 3.51 2.61 6.85 5.34 3.78
6 s 6.54 5.21 3.87 6.85 5.34 3.78
6 p 9.57 7.19 4.85 6.85 5.34 3.78
6 d 9.57 7.19 4.85 6.85 5.34 3.78

a Pb basis

n l Energy Radial

4 p 4.94 3.94 2.96 7.95 6.19 4.38
5 s 10.98 8.34 5.83 7.95 6.19 4.38
5 p 10.98 8.34 5.83 7.95 6.19 4.38

b Sr basis

Table 3.2: Ranges of the support functions for Sr and Pb for both energy confinement and
average radii methodologies with length units quoted in Bohr. Note there are
three basis functions for each n, l quantum number pair, this corresponds to a
TZTP basis. The first column for each method corresponds to a confinement
energy of 0.02 eV, the second 0.2 eV and the third 2 eV. To obtain values for
any size of basis the range does not change, instead you choose the appropriate
values by the rules given in section 3.2.

Basis
GaN GaAs

V0(Å3) B0(GPa) V0(Å3) B0(GPa)

QUANTUM

ESPRESSO
PW 91.10 187.5 181.47 68.8

CONQUEST

(Energy)

SZ 96.03 167.1 195.65 57.3
SZP 93.80 176.1 189.93 60.7
DZP 92.83 181.7 183.34 69.4
TZTP 92.59 178.7 183.22 68.1

CONQUEST

(Radii)

SZ 96.87 169.6 196.31 55.7
SZP 95.24 169.8 193.91 58.5
DZP 92.88 187.2 182.69 68.3
TZTP 92.14 185.4 183.16 69.5

Table 3.3: GaN and GaAs: Comparison of optimal lattice volumes and bulk moduli.
QUANTUM ESPRESSO calculations were performed with a plane wave cutoff of
42Ha and CONQUEST with an integration grid cutoff of 350Ha. All calculations
used a Γ-centred Monkhorst-Pack k-point mesh, for GaN we used a 9×9×9 and
GaAs used a 7×7×7 mesh.
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n l Energy Radial

3 d 3.58 2.82 2.02 6.50 5.06 3.58
4 s 6.58 5.24 3.89 6.50 5.06 3.58
4 p 9.41 7.07 4.77 6.50 5.06 3.58
4 d 9.41 7.07 4.77 6.50 5.06 3.58

a Ga basis

n l Energy Radial

4 s 5.89 4.64 3.44 6.88 5.29 3.74
4 p 7.94 5.96 4.07 6.88 5.29 3.74
4 d 7.94 5.96 4.07 6.88 5.29 3.74

b As basis

n l Energy Radial

2 s 4.81 3.74 2.71 5.48 4.17 2.85
2 p 6.11 4.53 2.95 5.48 4.17 2.85
3 d 6.11 4.53 2.95 5.48 4.17 2.85

c N basis

Table 3.4: Ranges of the support functions for Ga, As and N in Bohr. Note there are three
basis functions for each n, l quantum number pair, this corresponds to a TZTP
basis. The first column for each method corresponds to a confinement energy of
0.02 eV, the second 0.2 eV and the third 2 eV. To obtain values for any size of
basis the range does not change, instead you choose the appropriate values by
the rules given in section 3.2.

3.4 Molecular systems

3.4.1 Methane, Silane and Germane

To begin testing the accuracy of our PAOs to plane-wave basis sets we have started

with some of the simplest molecules; methane, silane and germane. Silane and

germane are often utilised in the growth of nanowires via vapour deposition tech-

niques. Thus, these molecules are of special interest in potential future work for

the simulated growth of nanowires using CONQUEST and the nudged-elastic band

technique.

There are limited metrics for comparison of such simple molecules, however,

as a preliminary step to more detailed comparisons of basis sets we have chosen to

compare the average X – H bond length and H – X – H bond angle (see table 3.5).

We used a plane-wave cutoff of 41 Ha for these tests. This represents the “normal”

precision as per the PSEUDODOJO website (Accessed: 2020/08/26) for C, the hard-

est element studied. The methodology can be found in Section 5 of Van Setten et

al [109], summarised by having a total energy difference of ≤ 5 meV/atom. For

CONQUEST calculations we found that an integration grid cutoff of 200 Ha yielded

http://www.pseudo-dojo.org/index.html


3.4. Molecular systems 56

QUANTUM

ESPRESSO

CONQUEST (Energy) CONQUEST (Radii)

SZ SZP DZP TZTP SZ SZP DZP TZTP

CH4

RC−H (Å)
1.098 1.210 1.145 1.109 1.107 1.207 1.146 1.108 1.106

(0.001) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
θ H−C−H
(°)

109.5 109.5 109.5 109.5 109.5 109.5 109.5 109.5 109.5
(0.1) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0)

SiH4

RSi−H (Å)
1.500 1.648 1.547 1.502 1.499 1.643 1.548 1.501 1.498

(0.001) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
θ H−Si−H
(°)

109.5 109.5 109.5 109.5 109.5 109.5 109.5 109.5 109.5
(0.1) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0)

GeH4

RGe−H (Å)
1.537 1.680 1.596 1.544 1.542 1.674 1.598 1.543 1.542

(0.001) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
θ H−Ge−H
(°)

109.5 109.5 109.5 109.5 109.5 109.5 109.5 109.5 109.5
(0.1) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0)

Table 3.5: Average X – H bond lengths (RX−H) and H – X – H bond angles (θ H−X−H) for
methane, silane and germane. These simple molecules were calculated in vacuo
with a minimum separation of 24 Å between periodic images. Plane-wave cal-
culations were performed with a 41 Ha cut-off energy, the “normal” precision
rating for C (hardest element) recommended by the PSEUDODOJO website (Ac-
cessed: 2020/08/26). For CONQUEST calculations we found an integration grid
cutoff of 200 Ha to be adequate to give a total energy tolerance of 1 meV/atom.
All structures were relaxed to a force tolerance of 0.0005 Ha/a0 (∼ 0.026 eV/Å).

a total energy difference of ≤ 1 meV/atom.

Comparing the average C – H bond length for methane we found a SZ basis set

size to give a result within 10% of QUANTUM ESPRESSO results, SZP within 5%

and DZP and TZTP within 1%. Si – H bond lengths were found to be within 10%

for SZ, approximately 3% for SZP and exact matches for DZP and TZTP basis

sets sizes. Ge – H bond lengths were overestimated by SZ basis sets by 9% and

4% for SZP, with the SZ radial confinement basis producing slightly better results

compared to the energy confinement method. DZP and TZTP basis sets again yield

an exact match with the results produced by QUANTUM ESPRESSO. Bond angles

for all DFT codes, basis sets and molecular systems reproduced the expected bond

angle of 109.5°, although the plane-waves showed small deviations from the mean

values whereas PAOs yielded the correct bond angle exactly.

3.4.2 Simple alkanes

As a further test of the accuracy of PAOs, we moved on to alkanes. The alkanes we

have simulated are ethane, propane and butane. We have chosen to vary the length
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QUANTUM

ESPRESSO

CONQUEST (Energy) CONQUEST (Radii)

SZ SZP DZP TZTP SZ SZP DZP TZTP

C2H6

RC−C (Å) 1.527 1.597 1.538 1.530 1.528 1.591 1.538 1.530 1.525

RC−H (Å)
1.098 1.208 1.148 1.113 1.110 1.206 1.150 1.113 1.109

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

C3H8

RC−C (Å)
1.530 1.588 1.537 1.533 1.529 1.584 1.537 1.532 1.527

(0.001) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

RC−H (Å)
1.099 1.206 1.149 1.114 1.110 1.205 1.151 1.114 1.109

(0.001) (0.001) (0.001) (0.001) (0.001) (0.000) (0.001) (0.001) (0.001)
θC−C−C (°) 112.1 109.2 111.9 112.3 112.3 111.8 111.9 112.3 112.3

C4H10

RC−C (Å)
1.529 1.582 1.535 1.534 1.529 1.579 1.535 1.532 1.527

(0.001) (0.003) (0.000) (0.002) (0.000) (0.002) (0.000) (0.000) (0.000)

RC−H (Å)
1.100 1.206 1.150 1.115 1.111 1.205 1.151 1.114 1.110

(0.002) (0.001) (0.001) (0.002) (0.001) (0.000) (0.002) (0.002) (0.001)

θC−C−C (°)
113.2 111.1 111.8 113.1 112.2 111.2 111.8 112.2 112.2
(0.0) (0.4) (0.1) (0.0) (0.0) (0.4) (0.1) (0.0) (0.0)

φC−C−C−C (°) 179.2 178.9 178.9 179.0 178.9 178.9 178.9 178.9 178.9

Table 3.6: Accuracy of simulating alkanes with varying chain length. Numbers in brackets
underneath values are the standard deviation for the given averaged observable.
Plane-wave calculations were performed with a 41 Ha cut-off energy, as rec-
ommended by the PSEUDODOJO website (Accessed: 2020/08/26). CONQUEST

calculations we found an integration grid spacing of 200 Ha to be adequate to
give an energy tolerance of 1 meV/atom and thus making the forces reliable to
within 1 meV/Å. All structures were relaxed to a force tolerance of 0.0005 Ha/a0
(∼ 0.026 eV/Å).

of the alkane chain since we expect to see variation in the C – C bond lengths and,

where applicable, there should be a variation in the bond angles or dihedral angle.

The C – C bond lengths we report in table 3.6 for ethane are very promis-

ing. We find that the SZ basis set overestimates the bond length by approximately

4%, with the radial confinement method performing slightly better than the energy

based version. Both SZP basis sets found the C – C bond length to within 1% of

the converged plane-wave result, with DZP and TZTP replicating the plane-wave

result perfectly. The C – H bond lengths for both confinement methods are indistin-

guishable with SZ giving an overestimate of 11%, SZP 5.5%, and DZP and TZTP

approximately 2% as compared to the computed plane-wave result.

Propane C – C bond lengths for QUANTUM ESPRESSO calculations have quite

a large variation in length and comparing with experiment [110] underestimate the

bond length by a little over 3% (exp. C – C is 1.53 Å). SZ energy based confinement

basis overestimates the C – C bond length by 4% and the radially confined basis by
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3%, while both SZP basis overestimate by less than 1%. DZP and TZTP basis give

the same result as experiment exactly. Average C – H bond lengths for QUANTUM

ESPRESSO calculations underestimate the experimental bond length by 6.5%, with

the experimental value being 1.107 Å. For the CONQUEST calculations no signif-

icant difference was found between either confinement method. SZ overestimates

the experimental bond length by 9%, SZP by 4%, with DZP and TZTP basis near

exactly reproducing the experimental bond length.

The reported experimental C – C – C bond angle is 112 ° and we find that the

converged plane-wave calculation overestimates this bond angle by approximately

2%. There is a more significant effect of confinement method for the SZ basis sets,

with respect to the bond angle, with the energy based confinement underestimating

the bond angle by 2.5% whereas the radially confined basis is within 0.2%! For SZP,

DZP and TZTP basis sets there is no difference between the confinement method

chosen and the bond angles reported in table 3.6 are all within approximately 0.2%,

a very good agreement.

The average C – C bond lengths for plane-wave calculations are quite poor

when compared to experiment underestimating by nearly 6%. CONQUEST results

for this bond length show no dependence on the confinement method used with SZ

overestimating by 3%, SZP by 0.6% and DZP/TZTP results reproducing the exper-

imental bond length exactly. C – H bond length for butane is experimentally found

to be 1.117 Å. We find that there is a slight dependence on the confinement method

used, radial confinement producing slightly better results than those of the energy

method. SZ energy confined results are approximately 8% off the experimental

value whilst the radial confinement is within 7.5%. SZP results are within 3% for

both methods and DZP/TZTP basis sets are than 1%.

C – C – C bond angles for the QUANTUM ESPRESSO results are a little over

1.5% larger than those found by experiment. SZ results for both confinement

method underestimate by around 2.5% and SZP by a little under 2%. The energy

confined DZP gets the closest to experiment underestimating by a little more than

0.5%, whilst radially confined DZP and both TZTP basis sets underestimate the
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angle by just under 1.5%. The dihedral angle specified by the four carbon atoms

should be 180° for the ground state and all calculations predict the correct dihe-

dral angle by less than 1%, although plane-wave calculations are the closest to the

experimental value.

3.4.3 Simple alkenes

The final test for the PAO basis sets was to test them on alkenes, offering particular

challenge to transferability where the symmetry about the molecular centres are

broken in the case of propene and but-1-ene. Additionally, comparing these alkenes

to their alkane counter-part will offer great insight in to the basis set transferability.

The first alkene we’ve chosen to test is ethene. Being the simplest possible

alkene, this will be the most fundamental test for the carbon atom basis if the double

bond is well represented. We find a C – C bond length of 1.33Å using plane-wave

methods in excellent agreement with the experimental value of 1.329Å. We find no

significant difference in the C – C bond length for either of the basis confinement

methods, with SZ overestimating by 6.5%, SZP by 3%, DZP by 1.5% and TZTP

by 0.75%. C – H bond distance from experiment is 1.082Å. Our plane-wave results

underestimate this by 1%. There is very little to distinguish between confinement

methods for CONQUEST calculations, the exception being radially confined DZP

overestimates the bond length by 2% as compared to the energy method at 3%.

Propene has two distinct C – C bonds, one double and one single. For propene

we chose the first C – C bond to be the double bond by fixing the initial distances

between pairs of C atoms. We find that there is no significant difference between

the confinement methods for these bonds, although, the radial confinement method

is slightly closer to the plane-wave result then the energy based method. Both SZ

results overestimate the double bond length by 6%, SZP by 3%, DZP a little over

1% and TZTP a little under 1%. For the single C – C bond we find the SZ results

show a little more sensitivity to the confinement method used for basis generation,

with the energy confinement overestimating the plane-wave result by 5% and the

radial method by 4.5%. The rest of the results show very little difference with SZP

overestimating by a little under 1.5%, while DZP and TZTP by much less than
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0.5%.

C – H bond lengths do not show much sensitivity to the confinement method

used for the basis sets, however, again the radial confinement shows a very slight

improvement over the energy based method. SZ overestimates the bond length by

approximately 10%, SZP by 5% and both DZP and TZTP by less than 0.5%. An

important feature of these results are the standard deviation of the C – H bonds.

We have chosen the standard deviation to represent the shape of the average C – H

bond length distribution. In this regard, the energy based SZ appears to replicate the

shape of the plane-wave results well, whilst the radial confinement shows a worse

agreement. SZP results contrast these with the radial confinement agreeing more

closely than the energy based counter-part, whilst both confinement methods for

DZP and TZTP results match exactly with the plane-wave results.

C – C – C bond angles have a stronger dependence on the confinement method

for SZ results with energy based SZ underestimating the angle by a little over 2%

and radially based by a little under 1.5%. SZP results are extremely close to those

found in plane-wave calculations and underestimate by less than 0.2%, whereas

the DZP and TZTP basis sets overestimate by about 0.3%. These differences are

almost insignificant, although it is interesting that the larger basis sets uniformly

over estimate the bond angle. Comparing with the literature, we find the bond angle

to be 124.3° [110], so the plane-wave result exactly matches and the errors seen in

CONQUEST results are solely due to the basis set.

But-1-ene will present the largest challenge to PAO calculations. Large flexi-

bility in basis set is expected to be required owing to the lack of centrosymmetry.

Whilst there are only two types of C – C bonds, three different bond lengths are to be

expected since the single-bond closest to the double-bond will be in an environment

that has been slightly polarised due to the charge required by the double-bond.

Studying the first C – C (double) bond in table 3.7, we find the radial confine-

ment method uniformly offers results slightly closer to the plane-wave calculations

than the energy based counter-parts. SZ basis overestimates the plane-wave result

by approximately 6%, SZP a little under 3%, DZP by around 1% and TZTP just
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under 1%. The second C – C (single) bond is overestimated by about 4.5% for SZ

basis sets, about 1% for SZP, whilst both DZP and TZTP results are less than 0.5%.

For the final C – C (single) bond, SZ overestimates by about 4%, SZP by about

0.5% and DZP by less than 0.2%. Curiously, the TZTP results underestimate this

bond length by less than 0.2%.

C – H bonds are overestimated by 10% for SZ, 5% for SZP, less than 1.5% for

DZP and around 1% for TZTP. The first bond angle listed in table 3.7 measures the

angle between C – C double bond and the single bond. SZ results vary a little, with

the energy based confinement underestimating the angle by abut 4.5% whilst the

radial method is closer to 4%. SZP underestimates the angle by about 1.5%, whilst

DZP and TZTP overestimate by about 0.5%. The second bond angle is underesti-

mated by just over 2% for SZ, a little over 1.5% for SZP, DZP less than 1% with

the radially confined basis slightly closer to plane-wave results. Energy confinemed

TZTP exactly matches plane-wave data and the radially confined version less than

0.5%. Results for the dihedral angle vary. The energy confined SZ overestimates by

10% and the radially confined version about 9%. Both SZP methods overestimate

by less than 0.2%, DZP by energy about 0.5%, DZP by radii about 1%, TZTP by

energy just over 1% and by energy less than 1%.

But-2-ene allows for more direct comparisons of transferability against but-1-

ene since the shift in the double bond to the molecular centre changes only the

polar environment of the bond. Bonds for C1 – C2 and C3 – C4 are expected to

be of equal length and we find that they are within 0.001Å for all results. In all

CONQUEST calculations we overestimate these bond lengths. Both SZ basis do so

by just about 4.5% with the radial confinement methods performing slightly better.

SZP results are a little under 1.5% from the plane-wave results and DZP/TZTP

results are less than 0.5% with the TZTP by radii basis near exactly replicating the

plane-wave results. SZ results for the C – C double bond are a overestimate the

bond length by a little over 5.5%, SZP by a about 2.5%, DZP just over 1% and

TZTP just under 1%.

Average C – H bond lengths for SZ are overestimated by about 10% with
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the standard deviations a little larger than those of plane-wave calculations. SZP

overestimate by about 5%, with radially confined results slightly worse than those

by energy. Both DZP and TZTP overestimate these bond lengths by around 1%.

The standard deviation for SZP, DZP and TZTP C – H bond lengths agrees with

the plane-wave results indicating distribution of the bonds around the molecule are

similar.

All calculations predict trans-but-2-ene to be the ground-state isomer, as such

the dihedral angle expected is 180° which all calculations have correctly predicted.

Bond angles between neighbouring carbon atoms are expected to be equal, which

the plane-wave calculations have accurately reproduced according to the litera-

ture [110]. We find that CONQUEST basis sets consistently underestimate the ab-

solute value of the two C – C – C bond angles. Radial confinement method results

are closer to that of plane-waves at smaller basis sets sizes, although the energy

confinement results converge to the radial method results.
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QUANTUM

ESPRESSO

CONQUEST (Energy) CONQUEST (Radii)

SZ SZP DZP TZTP SZ SZP DZP TZTP

C2H4

RC−C (Å) 1.332 1.424 1.373 1.348 1.345 1.418 1.372 1.346 1.341

RC−H (Å)
1.090 1.211 1.151 1.106 1.102 1.209 1.153 1.105 1.100

(0.001) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.001)

C3H6

RC1−C2 (Å) 1.335 1.418 1.374 1.352 1.348 1.414 1.373 1.350 1.345
RC2−C3 (Å) 1.498 1.573 1.518 1.502 1.500 1.568 1.517 1.501 1.498

RC−H (Å)
1.095 1.210 1.151 1.110 1.107 1.208 1.153 1.110 1.105

(0.004) (0.003) (0.001) (0.004) (0.004) (0.002) (0.002) (0.004) (0.004)
θC−C−C (°) 124.3 121.5 124.1 124.7 124.6 122.5 124.2 124.7 124.7

1-
C4H8

RC1−C2 (Å) 1.336 1.416 1.374 1.352 1.348 1.412 1.373 1.350 1.345
RC2−C3 (Å) 1.500 1.567 1.519 1.507 1.505 1.565 1.520 1.505 1.502
RC3−C4 (Å) 1.536 1.597 1.542 1.539 1.535 1.596 1.544 1.538 1.534

RC−H (Å)
1.096 1.207 1.150 1.112 1.108 1.206 1.153 1.111 1.106

(0.004) (0.001) (0.002) (0.004) (0.004) (0.001) (0.003) (0.004) (0.004)
θC1−C2−C3 (°) 125.7 120.1 123.7 125.9 126.3 120.5 124.0 126.1 126.2
θC2−C3−C4 (°) 111.7 109.2 110.4 112.7 111.7 109.1 110.3 112.3 112.2
φC−C−C−C (°) 240.7 265.4 241.3 239.5 238.0 263.2 241.2 238.1 238.7

2-
C4H8

RC1−C2 (Å) 1.498 1.569 1.519 1.504 1.501 1.564 1.518 1.503 1.499
RC2−C3 (Å) 1.338 1.413 1.373 1.354 1.349 1.410 1.373 1.352 1.347
RC3−C4 (Å) 1.497 1.569 1.519 1.504 1.501 1.565 1.518 1.503 1.498

RC−H (Å)
1.098 1.210 1.151 1.113 1.109 1.209 1.154 1.113 1.108

(0.002) (0.004) (0.002) (0.002) (0.002) (0.003) (0.002) (0.002) (0.002)
θC1−C2−C3 (°) 125.3 121.7 124.0 124.5 124.4 122.1 124.1 124.5 124.4
θC2−C3−C4 (°) 125.3 121.4 123.6 124.3 124.3 121.7 123.6 124.3 124.4
φC−C−C−C (°) 180.0 180.0 180.0 180.0 180.0 180.0 180.0 180.0 180.0

Table 3.7: Comparison of average X – H bond lengths (RX−H) and H – X – H bond angles
(θ H−Ge−H) between QUANTUM ESPRESSO and all default CONQUEST set sizes.
Plane-wave calculations were performed with a 41 Ha cut-off energy, as recom-
mended by the PSEUDODOJO website (Accessed: 2020/08/26). CONQUEST

calculations we found an integration grid spacing of 200 Ha to be adequate to
give an energy tolerance of 1 meV/atom and thus making the forces reliable to
within 1 meV/Å. All structures were relaxed to a force tolerance of 0.0005 Ha/a0
(∼ 0.026 eV/Å).

3.5 Concluding remarks
The purpose of this chapter was to assess: (i) if an arbitrary increase in basis size

generally yielded better results; and (ii) to test a novel method for basis generation.

Plane-wave calculations guarantee higher accuracy for an arbitrary increase in basis

size, i.e. they are systematically improvable. PAOs are discrete, and as such, an

arbitrary increase in basis size does not guarantee systematic convergence. For

molecular systems we find that arbitrary increases in the basis size do perform better

than a minimal basis set size, in particular DZP and TZTP results are closest to those

found by plane-wave calculations. Furthermore, differences between the equal radii
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and energy basis set approaches are minimal for the molecular systems under study.

Bulk systems, however, do not necessarily guarantee better results, e.g. SZ

equal energy results for perovskites in table 3.1, although in those particular in-

stances we attribute this to fortuitous tuning. In general, we do find that for an

untested system larger basis sets are required and that DZP offers the best trade-off

between accuracy and calculation time. When comparing the performance between

equal radii and equal energy methods one important consideration is the identifi-

cation of tightly or loosely confined states, and the magnitude of the difference

between them.

Averaging effects of the equal radii method have been found to work both in

favour of (spontaneous tuning) and against the method. In the context of the wider

sampling in our paper [103], we find that the equal radii method gives better results

overall. In light of the results presented in this chapter, it must be stressed that basis

sets should be tested and a significant result of this chapter (not the paper) is that

the comparison between plane-wave results and both confinement methods enables

us to pin point states which may impact results. Moving forward, on-the-fly basis

coefficient optimisation is implemented in CONQUEST and further studies using

both confinement methods would be of particular interest. Doing so could enable

us to produce high quality basis sets optimised for either calculation efficiency or

accuracy.



Chapter 4

Implementing stress in CONQUEST

4.1 Introduction

Simulations of molecules, liquids and solids are often studies of atomic position

and simulation cell variations; determining the dynamics or minimising the total

energy of the system. Pressure is an important concept in the characterisation of

states in condensed matter [111–113]; a state of a system is specified by the total

energy, forces on each atom and pressure. Furthermore, a system is considered to

be in equilibrium if: (i) the force on each individual atom is zero; and (ii) the macro-

scopic stress is equal to the externally applied stress. In this chapter we build on

previous work implementing forces in CONQUEST [114, 115] which will be neces-

sary for the implementation of stress and pressure. We present verification of stress

implementation by comparison of the implemented stress calculations with those

from finite differences.

Prior to the pioneering work of Nielsen and Martin [116], all DFT calculations

used force criteria to define the equilibrium state of a material. Indeed, this does

define an equilibrium state, however, the physical state must be assumed, i.e. the

crystallographic phase at a given temperature and pressure. In this seminal paper

they present a general method defining the stress tensor, derived from the quantum

virial theorem, and demonstrate their method through calculations of the elastic

properties of bulk Si with a plane-wave basis and exchange – correlation handled

with the local density functional. A later paper shows a more detailed derivation
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of the stress, with explicit terms for ion-ion, pseudopotential, Hartree, exchange –

correlation and electronic kinetic energies [117, 118]. Their final paper gives a sin-

gle expression for total stress, grouping terms in a form for practical calculation of

stress in Fourier space as shown by Ihm, Zunger and Cohen [119,120], demonstrat-

ing the efficacy of their method with calculations on Si, Ge and GaAs [121].

The stress theorem, presented in the Nielsen and Martin papers above, was

derived and implemented in the context of a plane-wave basis set. Feibelman re-

formulated the stress theorem from plane-waves to local orbitals in the context of

the linear combination of atomic orbitals (LCAO) formalism [122]. His motivation

for deriving stress equations in an LCAO basis were two-fold: (i) plane-wave DFT

required many plane-waves for accurate calculations of second row elements and

transition metals1; and (ii) LCAO total energy derivatives are exact for a given basis

with respect to the simulation cell.

This final point is a reference to the Pulay corrections of forces, a detailed dis-

cussion of which can be found in section 4.2. In brief, Pulay corrections of forces

are required for basis functions which move with the atoms, which do not apply

in a plane-wave basis. However, the total energy in plane-wave DFT calculations

is often not converged with respect to simulation cell size. So, if the simulation

cell changes, the number of plane-waves required to maintain the same energy tol-

erance will change. Thus, stress calculation will either require: (i) more (fewer)

plane-waves if the simulation cell becomes larger (smaller); or, corrections such as

those proposed by Francis & Payne [123] or Rignanese et al [124]. Both require

additional computational effort, however, for the corrections this is considerably

reduced in comparison to an increase in the plane-wave cut-off energy.

4.1.1 What is stress?

Following references [45, 83, 116], we define the internal stress as,

σλ µ =
∂EKS

∂ ελ µ

(4.1)

1The author does not elaborate on this point but we assume this is due to the use of norm-
conserving pseudopotentials and rapidly varying potentials near the pseudo-core region.
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where λ and µ are the Cartesian coordinate indices, and ε denotes the strain. Pres-

sure is the volume-averaged internal stress, defined as σ̄ab = τab/Ω where τ is the

internal stress and Ω the volume of the cell [45,83,116]. It is important to note that

cell optimisation of lattice vectors parallel to the direction of the vacuum gap, using

either stress or pressure, without appropriate restriction(s) on the lattice vectors will

lead to spurious results.

To obtain formulae for stress we must have some expressions for strain, since

we shall need derivatives with respect to it as per eq. (4.1). During deformation, all

vector positions change with respect to,

r′
λ
=

3

∑
µ=1

(δλ µ+ ελ µ)rµ (4.2)

The derivative with respect to ελ µ :

∂ rν

∂ ελ µ

= δνλ rµ ,

Using eq. (4.1) and the product rule for differentiation, we express stress as

derivatives of energy with respect to strain and position (with some exceptions de-

scribed below),

σλ µ =
∂EKS

∂ ελ µ

=
∂EKS

∂ rν

∂ rν

∂ ελ µ

=
∂EKS

∂ rν

δνλ rµ

=
∂EKS

∂ rλ

rµ (4.3)

The final equation illustrates how stress is equivalent to a force scaled by a

position vector, a delineation we will make thorough use of in this chapter, produc-

ing stress equations from existing force contributions. If we consider some volume

element of a material, there are forces with two distinct characters: (i) those acting
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within the volume; and (ii) those acting on the element surface. The latter is the

stress and this is what distinguishes it from the force.

Whilst eq. (4.3) is true for most contributions to the stress, there are three

exceptions. First, electrostatic integrals in reciprocal space where there are 1/|r−r′|

terms in the integrand, addressed in sections 4.3 and 4.4. Second, changes in the

volume per grid point affecting quantities calculated by integration on the grid (i.e.

local, Hartree and XC energies), these terms require the Jacobian of the transform

in eq. (4.2). The third difference involves part of the GGA contribution where the

density is deformed n(r) → n(r′), and so gradients thereof will change and are

discussed in section 4.5.

4.2 Energy, forces and stresses in CONQUEST

Use of eq. (4.3) makes stress calculation seem a relatively straightforward transition

from the forces, with exceptions as stated above. Methods for force evaluation in

CONQUEST have been published previously [114] and we shall review them in this

section to establish explicit connections to stress.

For a system of atoms with coordinates Ri and energy E(Ri) for a given config-

uration, the force on atom i is given by Fi =−∂E/∂Ri. So far this statement makes

no explicit reference to quantum mechanics, however, through the correspondence

principal and Ehrenfest’s theorem, the energy is 〈Ĥ〉 which leads us to the equation,

Fi =− ∂

∂Ri
〈Ĥ〉 (4.4)

=− ∂

∂Ri

(
〈Ψ|Ĥ|Ψ〉

)
− ∂E ion−ion

∂Ri
(4.5)

=−
〈

Ψ

∣∣∣∣ ∂ Ĥ
∂Ri

∣∣∣∣Ψ〉
︸ ︷︷ ︸
Hellmann–Feynman

−
〈

∂Ψ

∂Ri

∣∣∣∣Ĥ∣∣∣∣Ψ〉
−
〈

Ψ

∣∣∣∣Ĥ∣∣∣∣ ∂Ψ

∂Ri

〉
︸ ︷︷ ︸

Pulay

−∂E ion−ion

∂Ri
(4.6)

where we have assumed the normalisation of Ψ, the many-body wavefunction.

Going from eq. (4.4) to eq. (4.5) we have made use of the Born – Oppenheimer

approximation, see section 2.2. The final force term quantifies charged nuclei inter-
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acting with each other through Coulomb potentials. At the electronic exact ground-

state, terms with gradients of the wavefunction Ψ with respect to nuclear position Ri

vanish, since the exact ground state energy is extremal with respect to all variations

of the many-body wavefunction.

It is exactly the variation above that leads to the “Hellmann – Feynman” the-

orem [49, 125]. In DFT, the many-body wavefunction is formed from the Kohn

– Sham eigenstates. These, in turn, are represented in a basis set, the choice of

which can affect the computational scaling behaviour and the detailed form of the

forces. CONQUEST approximates the Kohn – Sham eigenstates, ψn, in a basis of

pseudo-atomic orbitals φiα , see section 2.8.1, a direct consequence of which re-

sults in gradients of these eigenstates to change due to the displacement of atoms.

Therefore, we require the explicit evaluation of Pulay-type forces, in contrast to a

plane-wave basis, which do not change with the atomic positions.

To further develop the connection between forces and stresses in CONQUEST

it is useful to examine solutions of the Schrödinger equation in terms of the Hamil-

tonian and overlap matrix elements. For the rest of this chapter we shall define a

condensed notation for the indices for φiα such that a,b,c ≡ (i,α), where i denotes

the atomic index and α the index of the PAOs or support functions.

Ĥ|ψn〉= En|ψn〉 (4.7)

|ψn〉= ∑
b

cn
b|φb〉 (4.8)

Ĥ ∑
b

cn
b|φb〉= En

∑
b

cn
b|φb〉 (4.9)

∑
b

cn
b〈φa|Ĥ|φb〉= En

∑
b
〈φa|φb〉 (4.10)

=⇒ ∑
b

Habcn
b = En

∑
b

Sabcn
b (4.11)

We perform DFT in a non-orthogonal basis set but the orthogonality of eigen-

states is still requisite through the condition 〈ψm|ψn〉 = δ mn. By considering only

the first-order perturbation of the Hamiltonian, which in turn perturbs the Kohn –
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Sham eigenstates ψn and the energy En. The perturbation of ψn will also result in

a perturbation of the overlap matrix S. This is described as,

∑
b
(Hab +δHab)cn

b = (En +δEn)∑
b
(Sab +δSab)cn

b (4.12)

∑
b

Habcn
b +δHabcn

b = En
∑
b

Sabcn
b +En

∑
b

δSabcn
b +δEn

∑
b

Sabcn
b +O(δ 2) (4.13)

where n indexes the Kohn - Sham eigenstate. From eq. (4.11), grouping all the

terms on one side we easily see that (H−ES)c = 0. Contracting eq. (4.13) with

a generalised vector cm∗
a , such that no assumption is made about orthogonality nor

site, yields the expression:

∑
ab

cm∗
a (δHab −En

δSab)cn
b = δEn

∑
ab

cm∗
a Sabcn

b (4.14)

= δEn
δmn (4.15)

∑
ab

cn∗
a (δHab −En

δSab)cn
b = δEn (4.16)

A fuller explanation of what is happening internally in CONQUEST can be

achieved by expressing eq. (4.16) in terms of the density matrix Kab and energy

density matrix Eab,

∑
n

δEn = ∑
ab
(KbaδHab −EbaδSab)

δE = ∑
ab
(KbaδHab −EbaδSab) (4.17)

Kab = ∑
n

f ncac∗b (4.18)

Eab = ∑
n

f ncaε
nc∗b (4.19)

where f n is the band occupation number. CONQUEST can solve for the density
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matrix either by diagonalisation, as in eqs. (4.18) and (4.19), or O(N) which is

achieved through limiting the range of the density matrix and solving with LNV

(see section 2.7.2). Within CONQUEST’s code, the stresses and forces are calculated

independent of the density matrix solution method and the only difference is the

representation of the energy density matrix (E) and density matrix (K) [114],

K = 3LSL−2LSLSL

E =−3LHL+2LHLSL+2LSLHL

where the auxiliary density matrix L is defined in section 2.7.2.

Finally, we arrive at the general expression for forces in CONQUEST,

Fi = lim
δRi→0

δE
δRi

= ∇i E (4.20)

= ∑
ab

Kab 〈φa|∇iĤKS|φb〉︸ ︷︷ ︸
Hellmann – Feynman

+∑
ab

Kab

[
δia〈∇iφa|ĤKS|φb〉+δib〈φa|ĤKS|∇iφb〉

]
︸ ︷︷ ︸

φ - Pulay

+∑
ab

Eab

[
δia〈∇iφa|φb〉+δib〈φa|∇iφb〉

]
︸ ︷︷ ︸

S - Pulay

(4.21)

So far we have only considered the electronic states, and the expression above

is equivalent to eq. (4.6) without the nuclear electrostatic term which is easily in-

cluded. From this template we have encoded all contributions to the forces, where

the above expression includes terms involving the Hamiltonian matrix, the overlap

matrix and variations thereof. To proceed, it is useful to remind ourselves of the

Hamiltonian components,

Ĥ = T̂ +V̂ L +V̂ NL +V̂ Ha +V̂ XC (4.22)
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where T̂ is the electronic kinetic energy, V̂ L the local part of the pseudopo-

tential, V̂ NL the non-local pseudopotential, V̂ Ha the Hartree potential and V XC the

exchange-correlation potential. In the following sections we shall define how each

term of eq. (4.21) contributes to the total forces and stresses under the assumption of

a self-consistent charge density. We will cover the differences when working with

a non-self-consistent charge density in section 4.6.

4.2.1 Pulay terms

One draw back of utilising localised basis sets is that they move with the atoms, so

taking derivatives of wavefunctions with respect to position has an error associated

in doing so. Equation (4.21) shows the general forces in the context of a many-body

wavefunction where we have defined the Pulay [126] terms of the forces involv-

ing gradients of the Kohn – Sham eigenstates represented in a basis of PAOs. We

showed at the end of section 4.2 these Pulay terms in eq. (4.6) are equivalent to the

Pulay terms in eq. (4.21).

4.2.1.1 Basis Pulay

The φ -Pulay parts of eq. (4.21) demonstrates how we require gradients of the basis

functions to calculate this specific Pulay correction to the total force. This action

is realised through gradients of the Hamiltonian matrix elements Hab, which are

themselves contractions of the individual grid-based Kohn – Sham potential terms

V̂ (L)+V̂ Ha +V̂ XC with the basis functions.

Thus the φ -Pulay forces and stresses are,

FφP
iλ =−2∑

ab
Kab

(
〈∇iλ φa|V̂ (L)+V̂ Ha +V̂ XC|φb〉

+ 〈φa|V̂ (L)+V̂ Ha +V̂ XC|∇iλ φb〉
)

(4.23)

σ
φP
λ µ

=−2∑
i

∑
ab

Kab
(
〈(∇iλ φa)Riµ |V̂ (L)+V̂ Ha +V̂ XC|φb〉

+ 〈φa|V̂ (L)+V̂ Ha +V̂ XC|(∇iλ φb)Riµ〉
)

(4.24)

where λ ,µ are the Cartesian directions.
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4.2.1.2 Overlap pulay

Forces involving the overlap matrix (S-Pulay) forces eq. (4.21) require usage of the

energy density matrix Eab, defined in eq. (4.19). As such, all energy contributions

from the Kohn – Sham Hamiltonian eq. (4.22) are included implicitly. Integrals for

the overlap matrix are found in Fourier space as proposed by Sankey [82] and exact

implementation details for CONQUEST can be found in Torralba et al [81]. The

form of the S-Pulay force is,

FSP
iλ =−2∑

ab
Eab

(
〈∇iλ φa|φb〉+ 〈φa|∇iλ φb〉

)
(4.25)

and the stress,

σ
SP
λ µ

=−2∑
i

∑
ab

Eab
(
〈(∇iλ φa)|φb〉+ 〈φa|(∇iλ φb)〉

)
Riµ (4.26)

4.2.1.3 Kinetic

The radial components of basis functions, for the calculation of the electronic ki-

netic energy, are integrated by performing a one-dimensional Fourier transforms.

This is similar to the method we use to find the overlap matrix, where the integral

in eq. (4.27) is remarkably similar to that of the overlap. As we see in the equations

for force and stress, this term involves the density matrix Kab, distinguishing it as

φ -Pulay contribution. The force due to the kinetic energy of electrons enters DFT

only in the case when the basis set depends upon the atomic positions, i.e. it is

purely a Pulay correction. The kinetic energy in a basis of PAOs is given by,

Ekin =
1
2 ∑

ab
Kab

∫
dr ∇φa(r)·∇φb(r) (4.27)

=
1
2 ∑

ab
KabTab (4.28)

And so the force and stress follow,
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Fkin
iλ =−1

2 ∑
ab

Kab
∂Tab

∂Riλ
(4.29)

σ
kin
λ µ

=
1
2 ∑

i
∑
ab

Kab
∂Tab

∂Riλ
Riµ (4.30)

4.2.2 Pseudopotential terms

Within the context of self-consistent DFT, the Hellmann – Feynman part of

eq. (4.21) contains only contributions from the local and non-local parts of the pseu-

dopotential, exactly equivalent to the Hellmann – Feynman theorem. Forces due to

variations of the local potential (here V ps,local(r)≡V (L)(r)) are,

E(L) =
∫

dr V (L)(r)n(r) (4.31)

F(L)
i,λ =

∂E(L)

∂Ri,λ
(4.32)

=
∫

dr n(r)
∂V (L)(r)

∂Ri,λ
(4.33)

σλ µ = ∑
i

∫
dr n(r)

∂V (L)(r)
∂Ri,λ

Ri,µ (4.34)

where i denotes the atomic index, λ and µ the Cartesian direction index. The

form of V (L) will vary depending on the pseudopotential implementation used.

CONQUEST can use SIESTA’s [83, 127, 128] form of the Troullier – Martins [129]

pseudopotentials, or Hamann’s ONCV [130] pseudopotentials. In each situation,

the form of the local potential will differ, summarised by whether V (L) is calculated

or tabulated. The SIESTA form of Troullier – Martins local potential optimises the

“local” potential for smoothness producing a “local” density consequently reducing

the number of integration grid points required for V (L). This results in eq. (4.33)

becoming eq. (4.35), whereas the Hamann-type provides us with a tabulated form

and we calculate F(L)
i,λ as in eq. (4.36).
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FT M,(L)
i,λ =

∫
dr

∂n(L)i (r)
∂Ri,λ

V Ha(r) (4.35)

FHam,(L)
i,λ =

∫
dr n(r)

∂V (L)(r)
∂Ri,λ

(4.36)

As mentioned at the end of section 4.1.1, the energy due to the local part of the

pseudopotential is found on the grid. This results in the need to include a contribu-

tion due to the deformation of the cell, changing the volume associated with each

integration grid point. This contribution to the total stress is given by the Jacobian

of the transform eq. (4.2), henceforth termed the Jacobian stress. The contribution

to the Jacobian stress given by the local potential is,

σ
Jac,L
λ µ

= δλ µEL (4.37)

where EL is the energy from the local part of the pseudopotential and is a

strictly diagonal contribution.

For the non-local (NL) part of the pseudopotential the energy and forces are

given by,

E(NL) = ∑
ab,iζ

Kab〈φa|χi,ζ 〉Ai,ζ 〈χi,ζ |φb〉 (4.38)

F(NL)
i,λ =

∂ENL

∂Ri,λ

= ∑
ab,ζ

Kab〈∇i,λ φa|χi,ζ 〉Ai,ζ 〈χi,ζ |φb〉︸ ︷︷ ︸
φ -Pulay

+Kab〈φa|∇i,λ χi,ζ 〉Ai,ζ 〈χi,ζ |φb〉︸ ︷︷ ︸
Hellmann–Feynman

(4.39)

σ
(NL)
λ µ

= ∑
ab,iζ

Kab〈(∇i,λ φa)Ri,µ |χi,ζ 〉Ai,ζ 〈χi,ζ |φb〉

+Kab〈φa|(∇i,λ χi,ζ )Ri,µ〉Ai,ζ 〈χi,ζ |φb〉 (4.40)

where a,b are indices inclusive of atomic and support function indices; Kab

the density matrix; φ the PAOs; χ the non-local projector functions; A the matrix
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containing the scattering constants for the projector functions; and λ the Cartesian

direction. The index ζ denotes the l,m quantum numbers necessary for the eval-

uation of the l-dependent V (NL). For completeness, SIESTA form the non-local

potential using Kleinman - Bylander projector functions [66] (one projector per

l), whilst Hamann uses Vanderbilt non-local projectors [68, 130] (multiple projec-

tors per l). Mathematically, the non-local Hellmann–Feynman and Pulay terms can

be calculated separately, however, within CONQUEST they are calculated together

since we use atom-centred orbitals the quantity ∂ 〈φi|χk〉/∂Ri = −∂ 〈φi|χk〉/∂Rk.

So, we may calculate the φ -Pulay NL contribution, ∂ 〈φi|χk〉/∂Ri), once and re-use

for the calculation of Hellmann–Feynman NL contribution.

4.3 Ion-Ion interactions
Ion-ion terms are found through the use of Ewald sums, splitting the total interac-

tion of all ions such that there is a long-ranged (reciprocal space) component and

short-ranged (real space) component. Calculation of the energy and forces in CON-

QUEST are by the standard methods of Gaussian smeared charges and can be found

in App. F of R. Martin’s book Electronic structure [46] and references therein.

There are three distinct contributions to the ion interaction stress: real space;

reciprocal space; and the self-interaction of the Gaussian like charges. The Gaussian

self-stress is the diagonal quantity,

σ
GSS
λ µ

=
π

2Ωγ2

[
∑

i
Zi

]2

δλ µ (4.41)

where γ is a term used to balance the real and reciprocal space Ewald terms, Ω

is the simulation cell volume and Zi is the charge on a nucleon. The reciprocal-space

contribution is,

σλ µ =
π

2Ωγ2 ∑
G 6=0

e−G2/4γ2

G2/4γ2

∣∣∣∣∣∑I
ZIeiG·rI

∣∣∣∣∣
2[

Gλ Gµ

2γ
+

2Gλ Gµ

G2 −δλ µ

]
(4.42)

The Ewald real space contribution to the stress is given by:
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σλ µ =−∑
i j

ZiZ j

(
er f c(γ1/2|r|)

|r| +2(γπ)1/2e−γ|r|2
)

|r|2
riλ r jµ (4.43)

4.4 Hartree

The Hartree energy is the classical Coulomb interaction of all electrons in the sys-

tem interacting with each other. Within the context of DFT, it is the integral of the

electron density at some point n(r) interacting with the electron density n(r′) at

another point. In Hartree atomic units this is given by,

EHa =
1
2

∫
dr dr′

n(r)n(r′)
|r− r′|

(4.44)

where r′ indicates any other position away from r. The Hartree potential is

calculated in Fourier space using a fast-Fourier transform of the density and then

Fourier transform back resulting in the form,

V Ha(r) = FT
[
Ṽ Ha(G)

]
(4.45)

Ṽ Ha =
ñ(G)

G2 (4.46)

At the end of section 4.1.1 we talked about corrections to the electrostatic inte-

grals, involving 1/|r−r′|, when the cell is deformed. Since we calculate the Hartree

potential in Fourier-space, these changes to the length in 1/|r−r′| are now changes

to the length of the G-vectors required to evaluated the Hartree potential. To ac-

count for this deformation to the cell we find an equation analogous to eq. (4.2)

describing the deformation of the G-vectors,

G′
λ
= ∑

µ

Gµ(δµλ− εµλ ) (4.47)

=⇒ ∂

∂ ελ µ

1
G2 =

2Gλ Gµ

G4 (4.48)
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again where λ and µ are the Cartesian directions, and ε the strain. This term is

analogous to the term in Ewald sum where the change in the cell volume necessitates

the extra term above and is calculated,

σ
Ha
λ µ

=
∫

dr n(r) FT
[

2GaGb

G4 ñ(G)

]
(4.49)

Equation (4.44) is integrated on the grid and thus will also have a Jacobian

contribution to the total stress from the changes in grid point volume which is,

σ
Jac,Ha
λ µ

= δλ µEHa (4.50)

4.5 Exchange-correlation
Exchange - correlation energy is found on the grid, and so there must be a term con-

tributing to the stress as the grid point volume changes. For all exchange-correlation

functionals this contribution is the Jacobian of the exchange-correlation energy,

σ
Jac,XC
λ µ

= δλ µEXC (4.51)

For the LDA, the equation above completely defines the exchange-correlation

forces and stresses, however, functionals involving gradients of the density require

some care.

4.5.1 Generalised gradient approximation

A thorough derivation of this stress contribution in the context of pseudo-atomic

orbitals and arbitrary integration grid can be found in the work of Balbás, Martins

and Soler [131]. The generalised gradient approximation requires gradients of the

density to be found as part of the correction to the total energy. Since we must take a

gradient of the density, if the density were deformed then the gradients, upon which

the corrections are found, must also change.

σ
XC,GGA
λ µ

=−
∫

dr
∂ f (n(r),∇n(r))

∂ (∇λ n(r))
∇µn(r) (4.52)
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where λ and µ denote the Cartesian directions, and f (n(r)∇n(r)) is the local

exchange-correlation energy density.

4.6 Non-self-consistent
This contribution is a special case, as noted in the introduction. One can think of

non-self-consistent forces as a correction to the forces when the charge density is not

converged and comes about from Harris-Foulkes theorem [132, 133]. As such, this

force contribution is only valid when the initial charge density is formulated in terms

of the atomic charge densities or in the limit of a few self-consistent steps [134].

At this point it is useful to provide the reader with a schematic highlighting the

differences between the self-consistent and NSC forces,

Fi = FL +FNL +FSP +FφP +FHa +FXC (SC) (4.53)

Fi = FL +FNL +FSP +FφP +FHa +FXC +F∆Ha +F∆XC︸ ︷︷ ︸
FNSC

(NSC) (4.54)

Since CONQUEST uses PAOs, a reasonable initial charge density is constructed

from the superposition of the atomic charge densities. This is done for all calcula-

tions where a different initial charge density is not present (and loaded), and in the

context of NSC calculations the form of this force contribution is,

nPAD(r) = ∑
i

ηi (|r−Ri|) (4.55)

FNSC
i =−

∫
dr

[
∆V Ha(r)+∆n(r)µ ′

XC[n
PAD(r)]

]
∇iηi(|r−Ri|)

=−
∫

dr
(

V Ha,out(r)−V Ha,PAD(r)
)

∇iηi (|r−Ri|)

−
∫

dr
(

nout(r)−nPAD(r)
)

µ
′
XC[n

PAD(r)]∇iηi(|r−Ri|) (4.56)

σ
NSC
λ µ

=−
∫

dr
[
∆V Ha(r)+∆n(r)µ ′

XC[n
PAD(r)]

]
∂ηi(|r−Ri|)

∂Ri,λ
Ri,µ (4.57)

where nPAD is the inital charge density defined by the sum of the atomic
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charge densities ηi. ∆n(r) = nout(r)− nPAD(r) is the difference between the in-

put and output densities, where the output density is built from the KS orbitals,

i.e. nout(r) = 2∑n f n|ψn(r)|2. ∆V Ha is the Hartree potential associated with

δn(r). µ ′
XC is essentially the derivative with respect to the density of V XC, i.e.

V XC(r) ≡ µ(nPAD(r)) and µ ′
XC = dµXC(n)/dn. Non-self-consistent forces for the

GGA functional have been implemented in CONQUEST where glycine and alanine

were ‘pre-relaxed’ using only NSC forces before progressing the relaxation with

fully self-consistent forces [115].

We now have the form of the NSC force and stress, however, the change to

the total stress is more complex. Inspecting eqs. (4.56) and (4.57) we see there are

terms with the Hartree potential and terms with the exchange-correlation potential.

The Hartree potential is calculated in Fourier-space (see eqs. (4.45) and (4.46)) and

as the cell changes there are changes to the length of the G-vectors analogous to

that of eq. (4.49),

Ṽ Ha,PAD =
2GaGb

G4 ñPAD(G) (4.58)

Ṽ Ha,out =
2GaGb

G4 ñout(G) (4.59)

where ñPAD(G) and ñout(G) are the Fourier transformed pseudo-atomic and

output electron densities respectively, defining the Fourier-space Hartree potentials

to be Fourier-transformed back to real-space ready for evaluation. The maximum

G-vector is given by the integration grid spacing and the minimum by the simulation

cell size. This difference in the calculation of the Hartree potential is accumulated

in the Hartree stress, as in section 4.4.

The Hartree and exchange-correlation energy are found on the integration grid,

as mentioned in sections 4.4 and 4.5. Therefore, there must be a contribution due

to a change in the volume of the integration grid points under deformation. Equa-

tions (4.50) and (4.51) will now include an extra contribution,
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σ
Jac,Ha
λ µ

= δλ µ(E
Ha +∆EHa) (4.60)

σ
Jac,XC
λ µ

= δλ µ(E
XC +∆EXC) (4.61)

where ∆EHa and ∆EXC are the corrections to the double-counting of the

Hartree and exchange-correlation energies respectively.

4.7 Neutral atom

The neutral atom (NA) formalism [82, 83] is used to reduce the effort required to

compute the electrostatics and requires a simple reformulation for some parts of

the forces and stresses. The NA formalism replaces the need for an Ewald sum

to compute the long range ion-ion interactions, a method adopted by many local

orbital approaches for DFT. This is achieved through the screening of ionic cores

with an atomic density and defining a modified density as in,

δn(r) = n(r)−nPAD(r)≡ n(r)−∑
i

nPAD
i (r) (4.62)

where δn(r) is the modified density, n(r) the total density and nPAD(r) the total

pseudo-atomic density found as the superposition of the per atom pseudo-atomic

densities. For calculations outside of the neutral atom formalism the constituent

components of the total energy are,

Etot = Ekin +ENL +EXC +EL +EHa +Ecc (4.63)

where Ekin the kinetic energy of electrons, ENL the non-local pseudopotential

energy, EXC the exchange-correlation energy, EL the local pseudopotential energy,

EHa the Hartree energy and Ecc the Ewald energy. The neutral atom formalism

reformulates the last three terms such that,

EL +EHa +Ecc = ENA +Escc +EδHa (4.64)
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where ENA is the neutral atom energy, Escc the screened ion-ion interaction

energy and EδHa the energy due to the modified Hartree potential, defined by

δn(r) (see eq. (4.62)). The form of each individual term on the right-hand side

of eq. (4.64) are:

ENA =
∫

dr n(r)∑
i

V NA
i (r) (4.65)

Escc =
1
2 ∑

i j

[
ZiZ j

|Ri −R j|
−

∫
dr nPAD

i (r)V Ha,PAD
j (r)

]
(4.66)

EδHa =
1
2

∫
dr δn(r)δV Ha(r) (4.67)

where V NA
i = V L

i +V Ha,PAD
i . Since V NA

i encompasses the local and atomic

Hartree potential, the stress from the NA potential is accumulated in both the Jaco-

bian and local Hellmann–Feynman term,

σ
NA
λ µ

=
∫

n(r)∑
i

∂V NA
i

∂Ri,λ
Ri,µ (4.68)

σ
Jac,NA
λ µ

= δabENA (4.69)

The screened ion-ion forces and stress,

Fscc
i,λ =

1
2 ∑

j

[
ZiZ j

|Ri −R j|3
(Ri,λ −R j,λ )−

∫
dr

∂nPAD
i (r)

∂Ri,λ
V Ha,PAD

j (r)
]

(4.70)

σ
scc
λ µ

= ∑
i

1
2 ∑

j

[
ZiZ j

|Ri −R j|3
(Ri,λ −R j,λ )−

∫
dr

∂nPAD
i (r)

∂Ri,λ
V Ha,PAD

j (r)
]
(Ri,µ −R j,µ)

(4.71)

where the maximum G-vectors for the screening Hartree term are defined by

the radial integration grid spacing for the Fourier transform and the minimum is

given by the cutoff radius for the atomic species.

The delta Hartree stress
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σ
δHa
λ µ

= δλ µEδHa (4.72)

It has been shown that whilst the neutral atom may reduce the computational

complexity and grid spacing as compared to calculations without NA, V NA can re-

main quite deep resulting in a less dramatic reduction in the number of integration

grid points [135]. This may be negated through use of NA projectors, which have

been implemented in CONQUEST, however, this is beyond the scope of this thesis

and has been included for completeness.

4.8 Testing our implementation
To test the implementation we compare the analytic stress, as implemented in the

sections prior to this, with a numerically derived stress. For the numerical stress

we have used finite differences of the total energy of deformed structures. We have

chosen the deformations such that we have two deformation lengths (∆l) such that

they straddle a point of reference (l) used for the analytic calculation, i.e. if l is

a reference point then the two points used for the finite differences will be l1 =

l −∆l and l2 = l +∆l. Judicious choice of ∆l is essential, since a value too large

will not accurately reflect the choice of using a two-point derivative and too small

will introduce numerical rounding errors. We have chosen a deformation length

of 1× 10−2 a0, close to the criterion in the work of Golesorkhtabar et al [136] of

∆h < 10−2Å.

For our testing purposes we have chosen to use a variety of crystal systems with

varying basis set size and and functionals. Furthermore we shall also test the stress

calculation implementation of the different modes of operation: self-consistent;

neutral atom; and non-self-consistent stress calculations. We vary the lattice pa-

rameters isotropically scaling the lattice parameters from their optimal values such

that the formula for our finite difference is,

σ
num.
λλ

=
(Etot(V2)−Etot(V1))(V2 +V1)

2(V2 −V1)
(4.73)
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Figure 4.1: Comparison of analytic stress with stress from finite differences. The upper
plots show a line for analytical stress (σana.) and boxes represent stress from
finite differences (σnum.), see eq. (4.73). The lower plots show the difference,
σana.−σnum., since the difference is too small to distinguish between them in
the upper plots.

where V1 = (l −∆l)3 and V2 = (l +∆l)3 for cubic systems; and λ refers to

Cartesian direction. We do not test the off-diagonal stresses since at present CON-

QUEST is limited to orthorhombic simulation cells only.

For our first tests we have used bulk C, Si and Ge, in a diamond crystal struc-

ture, with a single-ζ basis set, since the level of basis set completeness is not impor-

tant when comparing with calculations of equal basis. Self-consistent calculations

were done with a 9×9×9 Γ-centred Monkhorst-Pack k-point mesh and an integra-

tion grid cutoff of 400 Ha were optimal. The choice of such fine integration grid

spacing and k-point mesh, however, are crucial to the accuracy since the numerical

stresses are sensitive to these inputs.

Figure 4.1 shows a near perfect agreement between stresses calculated by

methods outlined above and finite differences in eq. (4.73). These results are of

the same order of magnitude as results from a recent FHI-AIMS publication [137].

4.9 Conclusions and discussion

In this chapter we highlighted the importance of stress to specify the physical state

of matter in materials simulation. We have reviewed how this has been derived, from
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the initial work within a plane-wave basis, then in a basis of atomic orbitals, how

these introduce Pulay terms and shown how the forces and stresses are computed.

CONQUEST is able to produce calculations using a non-self-consistent algorithm,

via the Harris energy functional, or in a self-consistent manner and we have shown

how the formulae for the forces and stress differ within these two methods. The

neutral atom formalism has previously been implemented, allowing CONQUEST

to operate with a reduced number of integration grid points and less than linear

scaling Ewald method for the electrostatics. We have discussed the changes to

energy contributions and shown forces and stresses due to this change of formalism.

Our testing has shown that analytic and finite difference stresses agree ex-

tremely well with each other thus proving our implementation is accurate. Be-

side the importance of physical state specification, this work has since allowed for

the implementation of the more sophisticated NPT ensemble, unlocking the po-

tential for immense isobaric molecular dynamics (MD) simulation. Such calcula-

tions would be exceptionally impactful works for the study of amorphous materials,

where large numbers of atoms are required to reduce finite-size effects and quench-

ing of the simulation is usually under isobaric conditions [138]. Furthermore, this

work has since been extended by other CONQUEST developers to calculate atomic

stresses such that in the near future we may be able to perform transport calculations

via the Green – Kubo relations.

So far we have not shown any testing of the O(N) method, however, in the

next chapter we shall be exploring the calculation for forces and stresses with some

surprising results.



Chapter 5

Effects of density matrix localisation

on: Energy, forces and pressure in

O(N) DFT

5.1 Introduction
Physical phenomena which can be modelled atomistically take place over a variety

of length scales; from bonds between atoms at around 0.1 nm, to the size of crystal

grains in the 10s of nanometers. Whilst these specific examples may be calculated

using classical mechanics, this method relies on the fitting of empirical potentials.

DFT relies upon quantum mechanics, a method which is compared to observation

rather than fit to it1. Thus, large-scale simulation of systems with quantum me-

chanical accuracy are not simply desirable, but necessary to reveal details of larger

features present in real-world materials.

Section 2.7 introduced the two methods by which CONQUEST solves for the

density: (i) exact diagonalisation; and (ii) O(N). Whilst O(N) methods scale lin-

early with the number of atoms, a fundamental assumption is made on the locality

of the density matrix or so-called “nearsightedness” [71]. Single-particle states |ψn〉

may span the entire system, however, the physics of the electronic states in a region

1The author accepts that use of hybrid functionals and Hubbard corrections (DFT+U) are counter-
examples to this claim but would argue they are usually motivated by changes in the physics of the
system.
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of material is only affected by the local environment. For observables, determining

how local this environment need be is central to the validity of practical O(N) DFT

calculations.

Localisation of the density matrix can be quantified as a decay rate of the den-

sity between two points ρ(r,r′) ≈ e−γ|r−r′| , where γ is the decay rate and the ex-

ponential decay has been proven analytically [139–142] and numerically [143].

Quantifying how γ depends on the system under study is of paramount impor-

tance to O(N) DFT and found to be: γ ∝
√

∆Eg for insulators [144–146]; ∝ ∆Eg

for semiconductors [147]; ∝
√

T for metals [146]; and ∝ T for metals at low-

temperature [147] where ∆Eg is the band gap and T the temperature. Recent work

has found that exponential decay of the density matrix is not true for materials which

exhibit broken time-reversal symmetry [148], however, this is beyond the scope of

this thesis and included for completeness.

Previously, the error in total energy and forces against diagonalisation has been

quantified for carbon [149]. Furthermore, the effects of density matrix truncation on

the charge density of diamond have also been quantified [143], however, neither of

these studies probed the effects of varying the band gap. In order to simplify testing

of the effects of density matrix localisation on the convergence and reliability of

O(N) we have used simple 8-atom bulk carbon, silicon and germanium structures,

all sharing the same atomic structure and varying only the assumed gap of the ma-

terials. We have chosen to quantify the convergence of: total energy; force; and

pressure for minimum energy structures as compared to diagonalisation. Quantifi-

cation of practical quantities, such as lattice parameter and bulk modulus were also

investigated to qualitatively ascertain the error induced by L-matrix range trunca-

tion.

5.2 Methodology and computational details
A simple 8-atom diamond structure cell was used for all calculations presented

in this chapter. To obtain the minimum energy structures for a given L-range2,

2Not applicable to exact diagonalisation!
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fully self-consistent static calculations of isotropically scaled structures were per-

formed. Minimum energy structures were then obtained by Birch-Murnaghan [150,

151] equation of state fitting with the Atomic Simulation Environment

(ASE) code [152] for energy-volume data. The data produced at this stage was

used to produce figs. 5.2 and 5.3, whilst new self-consistent static calculations

were performed for the new minimum energy structures (resulting in figs. 5.1(a)

and 5.1(c)). Since the minimum energy structures have no forces between atoms,

one atom is displaced 1% along the 〈100〉-direction to perturb the structure and yield

forces. Only the maximum forces of the displaced atoms, along the 〈100〉-direction,

were used to produce fig. 5.1(b).

Calculations presented in this chapter were performed using CONQUEST

(Master branch: v0.51-203), for both O(N) and exact diagonalisation

calculations, with optimised norm-conserving Vanderbilt pseudopotentials using

the ONCVPSP code v3.2.3 [130] and Perdew-Burke-Ernzerhof GGA exchange-

correlation functionals [60, 61]. Single-zeta (SZ) basis sets were generated with

v0.2 of the CONQUEST basis set generation suite using the default equal radii con-

finement method outlined in Chapter 3 and Ref. [103]. To ensure solution meth-

ods and L-range are isolated variables, excessive calculation parameters controlling

accuracy were used. For exact diagonalisation we used an 9× 9× 9 Monkhorst-

Pack [69] k-point grid and Fermi-Dirac smearing factor of 0.0004 Ha to ensure

no spurious fractional occupation of conduction band states. Both O(N) and exact

diagonalisation used a real-space integration grid cutoff of 400 Ha.

Since L-range is the variable being probed, values used are specified in the

data of our O(N) calculations. However, one should note that ranges specified in

figures below are not given in units of length but rather as a multiplier factor of the

lattice parameter:

α
L =

RL

a0
(5.1)

where αL is the multiplier factor, RL the L-range and a0 the lattice parameter of

the system being calculated. This decision was taken to eliminate the comparison of
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structures with two different lattice parameters with the same absolute RL, which are

actually slightly inequivalent calculations. Whilst SZ basis sets are not as accurate

as those offering more variational degrees of freedom (Chapter 3), basis sets beyond

SZP reduce the sparsity of matrices used for CONQUEST with the failure to invert

the overlap (S-matrix) being particularly troublesome.

5.3 Results

Convergence of structure relaxations, when measured as differences in total energy,

are generally quoted as an energy difference per atom. Considering an energy dif-

ference of 10 meV/atom our convergence tolerance, this roughly converts to a total

energy difference of 3× 10−3 Ha for an 8 atom cell. Assuming a 10% error is

acceptable, an absolute error of 3× 10−4 Ha: C requires an L-range of 3× a0; Si

at least 3.6× a0; and Ge is off the chart (fig. 5.1(a)). However, this is a measure

of total energy convergence which is known to be slow and measuring O(N) total

energy convergence to diagonalisation does not tell us how well O(N) methods de-

scribe material properties. Energy differences, such as forces, converge much faster

than total energy and differences between O(N) and exact diagonalisation forces

(see fig. 5.1(b)) illustrate this point very well. O(N) forces are within 10% at the

minimal L-range tested (αL = 1.6a0) for all materials, assuring us that structural

relaxation via O(N) (like results in chapter 6) are reliable.

Practically, when performing cell optimisation a target pressure is specified.

Results in fig. 5.1(c) are found from minimum energy structures, thus the pressure

target here is 0 GPa. If we assume a pressure tolerance of 0.1 GPa, then to be

within 10% of this (1× 10−2 GPa) requires an L-range of 25 Bohr for C, more

than 40 Bohr for Si and practically impossible for Ge (see fig. 5.1(c)). Thus, the

error in pressure converges even more slowly than total energy with respect to L-

range. For O(N) calculations at zero temperature this poses a significant issue when

performing pressure based structure searches, especially in the case of small band

gap materials. However, at finite temperature the decay rate of the density matrix

increases with increased temperature [153, 154], and we would expect the error
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between O(N) and exact diagonalisation to decrease.

Cell optimisation is fundamental to materials simulation and it raises the ques-

tion: how well does O(N) DFT compare to exact diagonalisation? Figure 5.2 com-

pares two methods of defining a structural minimum: (i) minimum energy; and

(ii) zero pressure structures3. Minimum energy lattice parameters were estimated

by Birch-Murnaghan equation of states [150, 151] as implemented in ASE [152],

whilst zero pressure was estimated by 2nd-order polynomial fit and root estimation

in SciPy [155]. Unsurprisingly the minimum energy method generally outper-

forms the zero pressure method since we have ascertained pressure converges more

slowly than energy with respect to L-range. However, it is interesting to note that

both methods have an error of less than 1% for relatively small L-ranges, and whilst

minimum energy results are more accurate, both offer a good approximation to the

diagonalisation lattice parameter.

Elastic properties of materials is another important facet of materials research

and our ability to do so on large structures is of particular importance to this thesis.

Bulk moduli are found by the aforementioned Birch-Murnaghan equation of states

fitting, taking energy-volume data as their input. Data presented in fig. 5.3 shows

that bulk modulus is very well estimated for C, whilst reasonably well estimated

for Si and Ge. Revisiting lattice (fig. 5.2) and energy (fig. 5.1(a)), a reason why

the Ge bulk modulus appears to converge faster than Si beyond L-multiplier = 3.0

is not evident in the data. However, it is worth noting that lattice data around this

L-range suggests volume convergence between them is close and Birch-Murnaghan

equations of states are not particularly accurate [156], exhibiting sensitivity to initial

guesses for volume and bulk modulus [157].

3Some data points in fig. 5.2 show troughs in lattice parameter convergence, however, these are
due to absolute values of the differences being taken to make them representable on a logarithmic
scale.
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(c) Pressure convergence.

Figure 5.1: Error in convergence parameters from O(N) as compared to diagonalisation
for: (a) total energy; (b) forces; and (c) pressure. Diagonalisation total en-
ergies: C = -47.890984 Ha; Si = -39.589471 Ha; and Ge = -33.611024 Ha.
Diagonalisation maximum forces: C = 0.03641 Ha/a0; Si = 0.01435 Ha/a0; and
Ge = 0.01646 Ha/a0. Diagonalisation minimum pressure: C = -0.1146 GPa; Si
= 0.006180 GPa; and Ge = -0.008846 GPa.
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Figure 5.2: Error in O(N) lattice parameter compared to exact diagonalisation. For each L-
range, the optimal structure was found by either: (i) minimum energy structure
(solid lines); or (ii) zero pressure structure (dashed lines). To enable calcula-
tion of the error magnitude the lattice parameters of diagonalisation are: C =
6.860546 Bohr; Si = 10.645583 Bohr; and Ge = 11.017632 Bohr respectively.
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Figure 5.3: Error in O(N) calculated bulk modulus as compared to exact diagonalisation.
Bulk modulus was found by Birch-Murnaghan equation of states fitting, yield-
ing exact diagonalisation results for: C = 393.874732 GPa; Si = 72.048677
GPa; and Ge = 50.967849 GPa.
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5.4 Conclusion and further work
Locality of the density matrix is crucially important to the approximations made

within O(N) DFT, specifically the range at which the density matrix is truncated

(L-range). This locality has been shown to correlate to the band gap of the mate-

rials being simulated, although there have been no studies quantifying the effects

of L-range on the physical properties of materials. Figure 5.1 demonstrates conver-

gence rate of forces > energy > pressure/stress, for structures which are equivalent

(i.e. minimum energy for their density matrix solution method), and for practical

O(N) calculations the forces are reliable (within 10%) even with small L-ranges.

We emphasise results in fig. 5.1 represent what would happen if you took a struc-

ture found from O(N) and performed a static, self-consistent exact diagonalisation

calculation to obtain those same physical parameters. In practice this means using

an O(N) structure to perform a one-shot band structure calculation (with exact diag-

onalisation) would be misrepresentative due to pressure induced from the truncation

of L. Finally, both lattice parameters and bulk moduli have been shown to be well

approximated with reasonably small L-ranges proving O(N) DFT is accurate for

structural calculation with modest L-ranges.

Since the decay rate of the density matrix is known to be proportional to the

band gap of the material studied, one item for further work would be to calculate

the band structures explicitly in order to generate parameters for the relationship be-

tween the two. In doing so it may be possible in future to provide future CONQUEST

users with recommendations for the L range. However, a SZ basis has been shown

to be inaccurate (chapter 3) for most structural parameters and O(N) calculations

with basis sets larger than SZP are not practical. At present the CONQUEST team

are pursuing the development of so called “on-site support functions” which can

reduce a large basis to a smaller one. Completion of that development will enable

more accurate structural results afforded by increased variational freedom, but also

a more meaningful description of the band gap. So, obtaining a general, queryable

database to suggest L-range would be best after completion of the development of

on-site support functions.



Chapter 6

Vegard’s law and strain: An O(N)

DFT study of core – shell nanowires

Strain is a critical factor in the structural stability [158], optical [159] and elec-

tronic properties [37] of nanowires. Comparison of the lattice parameters of bulk

Si and Ge reveals a lattice mismatch of approximately 4.2%, thus within Si-Ge

nanowires there exists an intrinsic strain of the Si–Ge bonds forming the inter-

face between the two which will ultimately modify the strain within the rest of the

nanowire. Experimentally, the strain present in core-shell nanowires can be deter-

mined by X-ray diffraction (XRD) [28] and high-resolution transmission electron

microscopy (HRTEM) [160]. However, theoretical literature on this subject is rela-

tively sparse and centres around combining multiple experimental data sources with

finite-element analysis [161–163] offering local strain data to a resolution of about

1.5 nm for very large nanowires.

Simulation of large structures is particularly computationally expensive, thus,

any method that saves computational time is highly valuable in the simulation sci-

entists arsenal. One such method is through the use of the empirical Vegard’s

law [164, 165], interpolating bulk lattice parameters weighted by number of atoms

of a given species:

alin
0 =

NSiaSi
0 +NGeaGe

0
NSi +NGe , (6.1)

where NX is the number of element X in the simulation cell, and aX
0 is the bulk
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Figure 6.1: Perspective view along the axis of a Si (core) - Ge (shell) NW. Yellow spheres
represent Si, green Ge and white hydrogen for the purpose of passivation. Red
highlighted facet exhibits the 〈111〉 surface(s) and blue highlighted facet the
〈001〉 surface. Black highlight represents a slice along the axial direction, with
inset showing the (2×1) surface reconstruction on the Ge 〈001〉 surface with
dimer rows running perpendicular to the NW axial direction. Inset of the Si core
shows bonding directions within our NW model, green arrows representing
〈001〉 and purple 〈111〉 bonding directions respectively.

lattice parameter of X .

A significant number of publications demonstrate that adherence to Vegard’s

law seems to be the exception rather than the rule [166–171]. Many factors, be-

side the fact it is empirical, have been proposed for deviations from Vegard’s law:

(i) the relative size of the constituent elements; (ii) the relative volume per valence

electron; (iii) Brillouin-zone effects; and (iv) electrochemical differences between

the elements [172]. Improved theoretical models since Vegard’s original paper

have been and continue to be proposed, however, a first comprehensive review by

Gschneidner and Vineyard [173] found these models failed to predict the sign and

magnitude of the deviations.
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Whilst Vegard’s law is often shown to be inaccurate, usage cases arise in ex-

perimental characterisation of core - shell nanowires. Stankevič et al used grazing-

incidence X-ray diffraction (GIXRD) to measure the lattice constants of their shell

material and thus estimate the composition and strain present by way of Vegard’s

law [174]. In another paper the spacing of Moiré fringes, measured by annular

dark-field scanning transmission electron microscopy (ADF-STEM), were used to

determine the Ge composition assuming Vegard’s law holds true for the planar spac-

ing of a Si1−x-Gex alloy and the Si core has the bulk Si lattice parameter [175].

Clearly, there is a need for large-scale structural investigations of surface re-

constructed Si-Ge core-shell nanowires, a challenge CONQUEST and O(N) DFT are

best suited to. From the structural information above, experimental evidence sup-

ports the simulation of hexagonal 〈110〉 core-shell nanowires with (2× 1) surface

reconstructions on the 〈001〉 facets. A visual representation of our nanowire model

can be found in fig. 6.11. Section 6.1 outlines the parameters of our calculations. We

shall then investigate the applicability of Vegard’s law with respect to our nanowire

models in section 6.2, assessing the deviation to axial lattice parameters predicted.

Production of local strain maps (section 6.3) will enable us to understand, at an

atomic level, the complex strain fields present. Such strain mapping would enable

us to determine areas of high strain and thus pin-point locations likely to produce

dislocations and defects for strain relief [177]. It will aid the identification of re-

gions of the wire where dopant stability is highest, for example Dunham et al [178]

found that boron dopants diffuse most rapidly under tensile strain whilst arsenic is

mobile under compressive strain and more stable under tensile strain. Addition-

ally, they would be most beneficial to correlate with atomically projected density of

states enabling a more detailed understanding of the influence of strain on the local

electronic structure of given regions.

1This chapter was published in collaboration with Dr. C. O’Rourke [176]. He provided me with
the initial structure files generated with his code and performed calculations on the Ge (core) - Si
(shell) nanowires, whilst I took responsibility for the Si (core) - Ge (shell) nanowires calculations.
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NW Size NSi layers NSi atoms NGe layers NGe atoms Ntot atoms

3-3 3 160 3 372 612
3-5 3 160 5 740 1004
3-7 3 160 7 1204 1492

6-3 6 532 3 588 1236
6-5 6 532 5 1100 1772
6-7 6 532 7 1708 2404

Table 6.1: Table showing the number of layers and number of atoms in each simulated NW
structure examined by O(N) in our paper [176]. The axial direction of the NW
simulation cell contains two 〈110〉 oriented primitive cells of Si/Ge yielding an
axial cell length of

√
2 a0 , where a0 is the relaxed bulk lattice vector length of

Si.

6.1 Computational details
All calculations performed in this section were done so with the Perdew, Burke and

Ernzerhof [60, 61] (PBE) generalised gradient approximation. We chose to relax

these structures using the O(N) method to find solutions to the density matrix as

detailed in section 2.7.2. The O(N) method requires the use of smaller basis sets

in part due to difficulties inverting the overlap matrix. As a result, the largest basis

sets that were able to be used were single-ζ with one polarisation function (SZP).

To generate these basis sets we used the ATOM code (V3) with Troullier – Mar-

tins [129] pseudo-potentials, both of which were provided with the SIESTA source

code [83]. As we have discussed in chapter 3 and presented in our paper [103],

smaller basis sets require a judicious choice of confinement energy when being gen-

erated to accurately reproduce bond lengths associated with the pseudo-potential

they were generated from. To tune these basis sets such that they reproduced plane-

wave bond lengths we found confinement energies of 700 meV for Si/Ge and 300

meV for H to be sufficiently close (approximately 1%) to plane-wave values.

Structures used were generated using an in-house code2 which included a 13

Å vacuum separation between periodic images of the simulated nanowires3. and

2Written by Dr Conn O’Rourke.
3This was known to be sufficient spacing between images since the largest matrix range (see

section 2.7.2) was always smaller than this.
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details of specific NW composition and size can be found in table 6.1. Initial struc-

tures were built with relaxed bulk silicon bond lengths, and so initial structures are

far from equilibrium values. To improve computational time efficiency, structures

were first relaxed with SZ basis sets to a force tolerance of approximately 0.26

eV/Å (0.005 Ha/a0) before being completely relaxed with SZP to a force tolerance

of 0.026 eV/Å (0.0005 Ha/a0) using the “fast inertial relaxation engine” (FIRE) of

Bitzek et al [179]. To maintain a balance between computational cost and accuracy,

we found an L-matrix cut-off of 16 a0 and real-space integration grid cut-off of 100

Ha sufficient such that bond lengths of bulk Si and Ge were well reproduced.

6.2 Applicability of Vegard’s law to nanowires
In our published work, both Si (core) - Ge (shell) and Ge (core) - Si (shell)

nanowires4 were used to study the effect of varying core-shell composition ratios

on the relaxed (minimum energy) NW structures found [176]. We test two core and

three shell sizes such that a range of strain environments are present; in the case of 3

core layers we gain an understanding of the strain environments passed through un-

der longer shell deposition times and the larger 6 layer core explores the transition

from thin shell environment to one comparable with the 3-3 structure.

It is unusual to see Vegard’s law applied to chemical environments outside

the context of alloys, however, owing to the growth methods employed (VLS) and

characterisation methods it is important to quantify such a deviation. Atomistic

modelling enables control of simulation composition not otherwise afforded to ex-

perimentalists. The results found in this chapter will provide us with a ceiling mea-

surement of the deviation from this simple linear interpolation, and quantify if such

usage is unwise.

Misuse of Vegard’s law is not without precedent, for example Nduwimana

et al present a study of core - shell and multishell 〈111〉 nanowires relaxed such

that all forces and stresses were minimal [36]. It is well documented that 〈111〉

oriented Si nanowires are only observed beyond 20 nm diameter [22–24] casting

4Ge (core) - Si (shell) calculations were carried out by Dr Conn O’Rourke and will not be pre-
sented in this thesis.
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doubt over how physically “correct” these structures are. Furthermore, comparisons

were drawn between their structures and those predicted by Vegard’s law which

they claim “agree with predictions from Vegard’s law”; however, these claims were

unsubstantiated.

In order to quantify how well Vegard’s law predicts the axial length of core-

shell NWs, we define the percentage difference between the minimum energy axial

length we find and the Vegard’s law prediction as follows,

δ l(%) =
amin

0 −alin
0

amin
0

×100 (6.2)

where amin
0 is the axial length found by simulations and alin

0 from Vegard’s law.

This equation represents the percentage difference relative to the optimal structure,

however, in the literature it may be found relative to Vegard’s law [171]. Thus

eq. (6.2) is the percentage that Vegard’s law differs from structures found by DFT,

and a negative number indcates an overestimation by Vegard’s law.

One departure from our published work, summarised in the caption of ta-

ble 6.2, was to include Vegard predicted axial lengths individually calculated from

an equation of state fittings of bulk Si and Ge. This has been done to enable di-

rect comparison between our calculated NWs and Vegard predicted axial lengths

since the methods used to find bulk lattice parameters and optimal NW structures

are equivalent. Thus we may take advantage of fortuitous error cancellation ow-

ing to the identical methods through which our structures were found and will not

comment further on the percentage deviation published within our paper.

We present our results in table 6.2. We find that for the NWs with 3 core layers

the percentage deviation is approximately 1%, the smallest value attributed to the

smallest shell and the largest value to the largest shell. This shows a monotonic

increase in the deviation, although the rate of increase is not linear and becomes

more rapid with an increasing Ge shell size. The larger 6 layer core NWs show a

dramatic increase in the deviation from Vegard predictions from the smallest shell

to the next largest although this behaviour is not monotonic and the largest shell,

whilst having a significant deviation is marginally smaller than the middle sized
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N-core N-shell % Ge amin
0 alin†

0 Dev.† alin
0 Dev.

layers layers comp. (Å) (Å) (%) (Å) (%)

3
3 70 5.593 5.590 0.054 5.648 -0.983
5 82 5.619 5.628 -0.160 5.619 -1.050
7 88 5.624 5.631 -0.125 5.692 -1.209

6
3 52 5.574 5.549 0.449 5.606 -0.574
5 67 5.532 5.584 -0.940 5.642 -1.988
7 76 5.565 5.604 -0.701 5.663 -1.761

Table 6.2: Departure from Vegard’s law for Si (core) - Ge (shell) NWs determined through
O(N) structural relaxation. Axial lengths of relaxed NWs were found by cubic
spline fitting of energy against axial length. Two sets of linearly interpolated
results are presented here, alin†

0 and alin
0 , with daggered results indicating those

presented in our paper. Results produced in our paper used Si and Ge exper-
imental lattice parameters for calculation of alin†

0 , using values aSi
0 = 5.432 Å

and aGe
0 = 5.658 Å respectively [181]. With hindsight, more suitable lattice pa-

rameters to calculate deviations would be those found from equation of states
fitting of bulk Si and Ge, using the same basis and calculation parameters as in
section 6.1. For reference these are aSi

0 = 5.4807 Å and aGe
0 = 5.7202 Å respec-

tively.

core.

Yano et al [180] found that 〈110〉 Ge (core) - Si (shell) NWs also show devia-

tions from Vegard law predictions for NWs with a fixed number of atoms, varying

core Ge content, with strong deviations between 40-80%. Recasting the interpreta-

tion from a layer based NW size to a fractional composition using information from

table 6.1 sheds some light on the behaviour presented in table 6.2. Comparison of

the similar NW compositions of 3-3, 6-5 and 6-7; again, the magnitude of devia-

tions for small and large cores do not seem to correlate. It is clear that the deviation

from Vegard’s law is not a simple function of the number of atoms, but a complex

interplay between the number of atoms present and respective core/shell sizes. It

is also interesting to note that the thin shelled 6-3 NW show the closest agreement

with Vegard’s law. This suggests that in the thin shell limit, where the Si-Ge com-

position is approximately 1 : 1 and the effect of a shell half as thick as the core,

results in Vegard’s law predictions which are close to minimum energy structures,

but not completely reliable.
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6.3 Strain maps of O(N) structures
Our method for representing local strain compares the Si–Si and Ge–Ge bond

lengths in NWs to that of their respective relaxed bulk counterparts. Figure 6.1

illustrates a typical NW studied, highlighting two unique bonding directions with

components along the radial cross-section. Local strain mapping figures were pro-

duced by determining bonding direction, comparing bond lengths to bulk and pro-

jected on to a grid such that pixel colouring may be defined according to their local

strain data5. Figures are separated into core and shell regions to facilitate strain cal-

culation, then further separated by which bonding direction they represent in order

to readily present strain anisotropy, see core-centred inset in fig. 6.1 for a visual

representation. Bonds oriented in the 〈001〉 exhibit mirror symmetry about the line

drawn between 〈111〉-〈111〉 vertices, so data presented in these strain maps are the

bonds oriented from the bottom 〈001〉 facet to the top 〈001〉 facet. Bonds in the

〈111〉 direction are more complex, they too have mirror symmetry about the same

line as the 〈001〉 in addition to mirror symmetry about the 〈001〉 bonding direc-

tion, thus, the bonds presented in 〈111〉 strain maps are those pointing toward the

upper-right 〈111〉 surface. It should be noted that strain maps in equivalent bond-

ing directions are identical to those presented with the exception of the symmetry

relations outlined, i.e. they are mirror images of one another. Strains calculated in

this section use the experimental lattice parameters as references for bulk Si and Ge,

aSi
0 = 5.432 Å and aGe

0 = 5.658 Å respectively [181].

Figure 6.2 shows the strain maps for bonds oriented in the 〈001〉 direction,

we note the expansion on the surface of the 〈001〉 facets is a consequence of our

methods for determining the local strain and our inclusion of (2×1) surface recon-

struction in our method. Note the absence of tensile strain in the larger (6-X) core

sizes as compared to the small core sizes, regardless of shell size. We attribute this

to small (3-X) Si core sizes having an equal or larger number of Ge layers, however,

the result is not seen in the 6-7 NW where a slightly larger number of Ge shell layers

are present. We suggest this different result is due to the interplay of surface and/or

5Code used to produce figures in this section was written by Dr Conn O’Rourke. A version,
modified by the author, can be found in appendix A.3.
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interface effects. It is well known that Ge is elastically softer that Si, at least with

respect to the bulk modulus as calculated by the CONQUEST team [103], thus we

postulate this effect will resurface in the case of more Ge layers requiring further

investigation to verify.

In fig. 6.3 we show the strain maps of the 〈111〉 oriented bonds, the specific

bond direction represented here is the bond pointing toward the upper-right 〈111〉

surface. The effect of this high tensile core strain is most striking in the 3-5 struc-

ture, having a Ge composition of approximately 82% followed by the 6-7 (76% Ge),

3-7 (88% Ge) and 3-3 (70% Ge) models. These are compositions where the core

and shell thickness are approximately equivalent, and their high strain environment

will have a significant effect on the resultant electronic structure.

Turning to the core, figs. 6.4 and 6.5 show that for all bonding directions con-

sidered they are all under significant tensile strain, in agreement with previous the-

oretical [182] and experimental [28] works. This effect can simply be explained

by the larger bulk lattice parameter of Ge compared to Si, and that increasing shell

thickness drives Si core bonds toward bulk Ge lengths. Small core (3-X) NWs show

no compelling change in 〈001〉-bonds with increasing core thickness, however, the

6-5 core exhibits a slight reduction in tensile strain as compared to 6-3 and 6-7

NWs. Bonds in 〈111〉 mirror this trend albeit with a smaller reduction in strain for

the 6-5 model compared to the 〈001〉-bonds. This indicates a complex strain relax-

ation where thin shells induce strong tensile strain in the core, most likely due to

surface effects. However, this is not conclusive since a fuller description of these

effects would require studying significantly more thin shell regimes.
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3-3 3-5 3-7

6-3 6-5 6-7

Figure 6.2: O(N) structures: Local strain mapping of shell regions: 〈001〉 bond direc-
tion. Bonding direction presented here can be found visually on the structure
in fig. 6.1 represented by green arrows in the inset.

3-3 3-5 3-7

6-3 6-5 6-7

Figure 6.3: O(N) structures: Shell map of 〈111〉 bond direction. Bonding direction pre-
sented here can be found visually on the structure in fig. 6.1 represented by
purple arrows in the inset, although there are four equivalent directions, this
figure specifically references the north-eastern pointing arrow.
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3-3 3-5 3-7

6-3 6-5 6-7

Figure 6.4: O(N) structures: Core map of 〈001〉 bond direction. Bonding direction pre-
sented here can be found visually on the structure in fig. 6.1 represented by
green arrows in the inset.

3-3 3-5 3-7

6-3 6-5 6-7

Figure 6.5: O(N) structures: Core map of 〈111〉 bond direction. Bonding direction pre-
sented here can be found visually on the structure in fig. 6.1 represented by
purple arrows in the inset, although there are four equivalent directions, this
figure specifically references the north-eastern pointing arrow.
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6.4 Discussion and concluding remarks

We find that Vegard’s law consistently over estimates the axial lattice parameter

of Si (core) - Ge (shell) nanowires (as also noted in Ref. [34]) for small 〈111〉

nanowires. Additionally, non-monotonic behaviour of the optimal axial lattice

parameter was observed for (6-X) models, as seen for thick-shell NWs in Refs.

[182, 183]. We propose this is an interesting transition behaviour where there are

competing elastic effects of the surfaces and interfaces, but further work would be

required to form a more complete theory. Overall, the deviations from Vegard’s

law found in this work indicate it is not suitable for use in simulation of nanowires

since axial strains would be in the region of 0.5%-2% and would yield quite poor

atomic and electronic structure. With regard to the experimental usage of Vegard’s

law, this is highly dependent on the system studied and error estimated, for which

our results represent an upper threshold since they are quite the opposite of the

uniformly mixed solution Vegard’s law may approximate well.

The results presented in this chapter are essential data for the core-shell regime,

particularly due to the highly anisotropic strain distributions presented and lack of

data for nanowires above 5 nm in diameter [34]. Developing an understanding of the

strain environments present in nanowires is pivotal to the development of nanowire

devices, since they will dictate the magnitude of the band gap and charge carrier

mobilities [184, 185]. Furthermore, detailed strain mapping could be combined

with electronic structure to shed light on the nature of this complex relationship. For

example, Meng et al used experimental strain mapping to detect shifts in the direct

band gap transition energy in the Ge core, resulting in improved optical emission

[163].

Stress maps in this chapter demonstrate that Si (core) - Ge (shell) nanwoires

show high anisotropy in the shell and nearly isotropic tensile stress in the core. The

high strain in the core region suggests that the types of nanowires may become

prone to dislocations in the core and diffusion enhanced at the interface. Further-

more, we have identified a bounded compositional region, 75-85% Ge, whereby the

strain at the interface is largest in the 〈111〉 direction. Silicon and germanium are



6.4. Discussion and concluding remarks 106

known to be mechanically anisotropic with the Young’s modulus of 〈111〉 > 〈110〉

> 〈001〉 [186], so it is interesting that the largest strains in the shell are in the stiffest

direction. This suggests the reconstructions on the 〈001〉 surfaces may aid resisting

strain.

We have performed structural relaxations on very large systems of nanowires

with surface reconstructions on the 〈001〉 facets, necessitating the use of O(N) DFT

calculations. We have found the optimal axial lattice parameters of such systems

and compared these to predictions made by Vegard’s law, from which we have found

large deviations that should be considered in future simulation and experimental

works. To aid future electronic structure works on core-shell nanowires, we have

produced strain maps which may be useful for analysis of electronic structure in

addition to further works that would investigate doping of nanowires where dopant

location is know to favour particular strain conditions.



Chapter 7

Mechanical properties of Si (core) -

Ge (shell) NWs

7.1 Introduction

The mechanical properties of nanowires are relatively unknown in comparison to

studies of their synthesis and electronic properties. Whilst not as obviously useful to

electronic devices as studies into electronic properties they are eminently important

to their growth and device processing where issues such as delamination, of the

core and shell layers, could result in device failure [187]. However, this gap in

the literature has little to do with how useful mechanical properties are but how

challenging measurements are to perform due to the growth methods.

Estimation of the Young’s modulus will require measurement of the nanowire

length, cross-sectional area and force applied to achieve some deformation. Since

nanowires are generally grown via VLS deposition on surfaces, measuring these

properties will require access for AFM tips to measure these properties and apply

force. If there is a sufficiently low density of nanowires on the surface, it is possible

for the AFM tip to make contact with the substrate and (whilst in contact mode)

sweep over the top of the nanowire applying a constant force until discontinuity in

AFM tip deflection is detected [188]. That method will require SEM and/or TEM

images to estimate the average diameters before AFM takes place and will be a rela-

tively large approximation if the system under study is non-uniform. Other methods
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will require nanowires to be cleaved from the substrate, moved, measured and then

affixed either to AFM tips (axial deformation) [189] or crossing a trench (lateral

deformation) [190] to determine the Young’s modulus. Whilst these methods are

more accurate than the AFM tip sweeping method they are significantly more time

consuming and difficult.

Chapter 6 presents the optimal structures of Si (core) - Ge (shell) nanowires

that were obtained through O(N) calculations to build an understanding of the strain

fields present and ascertain if usage of Vegard’s law is appropriate when applied to

nanowire simulation. At the time of conducting that research, O(N) calculations

were the only way to do such large calculations within a reasonable time-scale.

However, in Chapter 5 we found that quantities based on derivatives of energy (i.e.

forces and stresses) can converge slowly with respect to density matrix range. Con-

vergence of stresses and forces have an inverse relationship with the magnitude of

the band gap which may not be known a priori, i.e. small gaps result in even slower

convergence with respect to band gap (discussed in Chapter 5).

This does not undermine the results presented in Chapter 6, although, investi-

gation of the mechanical properties of nanowires would call for the use of Hamil-

tonian diagonalisation as the density matrix solution method of choice. Studies of

the size presented in this thesis (1000-2000 atoms) are possible for plane wave DFT

or Hamiltonian diagonalisation with a good primitive basis set but are extremely

computationally expensive and inefficient. However, development of MSSFs (see

Section 2.8.2) reduces the computational cost and increases the efficiency of Hamil-

tonian diagonalisation to an extent that systems larger than 1000 atoms are achiev-

able within a tangible time-scale.

Whilst DFT studies exist on the mechanical properties of Si, Ge and Si-Ge

nanowire systems none have investigated the effects of surface reconstructions of

core-shell structures. To obtain the Young’s modulus of Si (core) - Ge (shell)

nanowires we must define and discuss nanowire volume (Section 7.3.1) and force

tolerances (Section 7.3.2) required for accurate calculation of the Young’s modulus

(Section 7.3.3). In addition to the Young’s modulus, we determine another closely
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related mechanical property, the Poisson ratio presented in (Section 7.3.4). Finally,

we shall circle back to the applicability of Vegard’s law (Section 7.3.5) and maps of

the strain field (Section 7.3.6) to quantitatively compare results between O(N) and

diagonalisation modes of operation.

7.2 Computational details: MSSF NW structures

In Chapter 3 we have demonstrated that “primitive” CONQUEST basis sets are able

to reproduce mechanical properties with plane-wave accuracy, however, basis sets

with a large number of support functions make calculations of greater than 1000

atoms computationally expensive. This is due to the cubic scaling in time and

quadratic in memory of the Hamiltonian diagonalisation method with respect to the

number of support functions. Multi-site support functions (MSSFs) provide a solu-

tion to this issue by reducing the size of the Hamiltonian, converting primitive PAOs

to orbitals that factor in neighbouring atoms within a set of specified ranges [84].

The MSSF range defines the distance from the central atom for which the MSSF

is constructed, whilst the localised filter diagonalisation (LFD) range defines the

range used to update the coefficients of the MSSFs (see section 2.8.2 and references

therein). Since the MSSF methodology uses neighbouring atoms to construct sup-

port functions, they are free of the point symmetry constraints of PAOs and thus we

may contract arbitrarily large PAOs on to a minimal number of multi-site support

functions. Whilst this doesn’t change the scaling of the methodology we are able

to reduce the number of support functions used for calculations in exchange for an

overhead in constructing and updating coefficients.

Further developing the MSSF methodology, variational optimisation of the co-

efficients was later applied to the MSSFs by Nakata, Bowler and Miyazaki [87].

It was found that with small MSSF and LFD ranges this optimisation brings sig-

nificant gains in accuracy of simulation at the cost of an increase in computational

effort. However, with larger ranges accuracy can be close to that of the “primitive”

basis, and optimisation brings little improvement to the accuracy of calculations.

For calculations presented in this chapter and Chapter 8, LFD and MSSF ranges
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were chosen such that variational optimisation of coefficients offers negligible im-

provement. There is one additional development utilised, with respect to calcula-

tions with MSSFs; the introduction of the “mixed SCF-LFD” method. The original

MSSF method performs an LFD cycle to completion then progresses to a full SCF

cycle, these two full cycles are repeated until the charge density is converged. Mixed

SCF-LFD inter-locks one step from SCF and one step from the LFD cycles, iter-

ating until the charge density is converged. This method greatly reduces the total

number of SCF and LFD steps required to find a self consistent charge density and

has been employed for the structural calculations presented in this chapter.

All calculations presented in this chapter were performed with optimised norm-

conserving Vanderbilt pseudopotentials using ONCVPSP code v3.2.3 [130] and

Perdew-Burke-Ernzerhof generalised gradient approximation exchange-correlation

functionals [60, 61]. Triple-ζ , triple-polarisation basis sets were generated using

the CONQUEST basis generation suite1 using the equal radii confinement method

as detailed in Chapter 3 and Ref. [103]. Using a test system of 276 atoms, repre-

senting a small 2-2 core-shell nanowire, we determined LFD and MSSF ranges of

12 a0 agree well with the primitive basis. An integration grid of cut-off 100 Ha

and 1×5×1 Monkhorst-Pack k-point mesh2 offer excellent accuracy for structural

relaxation based upon convergence of the forces and total energy. Determination of

the axially relaxed NW structures (created as per section 6.1) uses multiple refer-

ence structures, scaled along their axis, and their atomic positions are relaxed for

fixed simulation cell sizes.

7.3 Elastic properties of Si (core) - Ge (shell) 〈110〉

nanowires
The growth direction of nanowires are fundamentally important to the mechanical

and electronic structure of nanowires; and are strongly correlated to resultant wire

diameter. Pure Si nanowires grow almost exclusively along the 〈110〉-direction for

1A pre-release version which does not include a referenceable version number, but will not affect
the results presented.

2Approximate k-point spacing 0.081-0.084 a−1
0 .
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wire diameters in the region of 3-10 nm [22] and thermodynamic models suggest

this growth direction still dominates over 〈111〉 up to a diameter of 20 nm [23,

24]. For elemental Ge nanowires with diameters of 4-30 nm the 〈110〉-direction is

preferred to 〈111〉 or higher index directions [191].

Core-shell Ge (core) - Si (shell) 〈110〉 nanowires have been synthesised with

diameters ranging from 20-50 nm, where the growth direction of samples was con-

firmed by high-angle annular dark-field (HAADF) STEM imaging [192]. Theoret-

ical studies using classical potentials typically model wires with diameters around

3 nm [180, 192, 193], although more recently as large as 10 nm [194]. DFT stud-

ies are typically of 0.5-4 nm in diameter and focus mainly on the effect of strain

on the magnitude of the band gap rather than propertes such as the Young’s modu-

lus [182,183,195]. In all of the theoretical literature only Deb Nath et al [194] have

examined structures of a similar size to those found experimentally and none have

considered the effects of surface reconstructions. In this section we present the

mechanical properties of our 〈110〉 Si (core) - Ge (shell) nanowires, with surface

reconstructions, for wires between 5-9 nm in diameter.

7.3.1 Defining the nanowire volume without ambiguity

Calculation of nanowire cross-sectional area is not unambiguous. Generally, the

cross-section is approximated by a circle and the decision to include [196] or ex-

clude [19] the passivation layer have both been presented in the literature. The

relative error associated with determining the Young’s modulus by circular cross-

section has been quantified by Leu et al [197]. Consider a nanowire such that the

radius is r0 +δ r0:

Y ′ ≈ Y (1− 2δ r0

r0
) (7.1)

where Y is the Young’s modulus and Y ′ the modulus associated with r0 +δ r0.

Thus, in the limit r0 → ∞ the error is small. However, for the Poisson ratio (ν) with

this definition of the radius,
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ν
′ ≈ ν(1− δ r0

r0
+

δ r−δ r0

r− r0
) (7.2)

the second term in brackets tends to zero in large nanowire limit, i.e. r0 →

∞. The third term will be present regardless of the magnitude of r0 and can be

significant in the typical case r− r0 is small.

Whilst approximating the cross-section as a circle is not completely unrea-

sonable, it does introduce an ambiguity; what atoms should be included/excluded

from the calculation of the cross-sectional area? Figure 7.1 shows two dashed cir-

cles, one chosen to pass through 〈001〉-〈111〉 vertices and the other passing through

〈111〉-〈111〉 vertices. In the first case, a number of nanowire atoms are excluded

(not just the passivation layer) and in the second case a large amount of vacuum

has been included. Both cases will result in a poor approximation to the Young’s

modulus and Poisson ratio, and any choice of radius between these two could be

chosen arbitrarily.

We define the cross-section by fitting the solid blue lines to the surfaces of the

nanowires (see Figure 7.1), finding their corresponding equations which are used

to find the points of intersection. With this information we divide the cross-section

into four triangles and apply Hero(n)’s formula to calculate the cross-sectional area,

s =
a+b+ c

2
(7.3)

A =
√

s(s−a)(s−b)(s− c) (7.4)

where s is the semi-perimeter of the triangle with side lengths a,b,c and A

the area of such a triangle. From this point, volume calculation is the sum of the

triangle areas scaled by the length of the simulation cell. Our method calculates

the area more precisely, compared to that of Leu et al [197] and is unambiguous in

the choice atoms included. Our calculations presented in Sections 7.3.3 and 7.3.4

exclude the passivating H atoms since the bond angle made between the H atom

and surface species varies as we traverse the surface, in particular the 〈111〉 surfaces.
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Figure 7.1: View along the axial direction of a 〈110〉 nanowire, illustrating the planes which
were fit to the atoms in the surface (solid blue lines). Planes were determined
from the atomic coordinates of three atoms in that specific surface. Note that
planes bisect the outer-most circles representing the atoms in the surface, this is
due to the planes being defined by atomic coordinates. Purple dashed lines in-
dicate the method used by Leu et al [197] to determine the error in the Young’s
modulus. Yellow filled arrows indicate the 〈111〉 direction and red arrows the
〈001〉.

This would reintroduce some arbitrary choices about which of the passivating atoms

to use for our methodology, contrary to the objective of our method.

7.3.2 Quantifying convergence of nanowire structures

Finding the relaxed axial length of our nanowire structures is the ultimate goal of

this chapter to facilitate the electronic structure calculations in chapter 8 of axially

relaxed structures. To find these axially relaxed structures we scale a structure along

its axis to create a sample point, and using many sample points, relax the atomic

positions with a fixed axial length. During initial analysis of stress and strain data

used to find the Young’s modulus (methodology details in Section 7.3.3), we found

that the conventional force tolerance of 0.02 eV/Å resulted in poor fitting to stress-

strain curves, predicting optimal nanowire lengths which had residual axial stresses
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of more than 0.1 GPa. Further investigation elucidated oscillatory fluctuations in

the total energy and volume of our axially strained wire models, suggesting that

either further convergence metrics or tighter force tolerances are required to obtain

optimal structures with the desired axial stress threshold, indicating poor structural

convergence.

We proposed a simple volume residual, i.e. V res
i = |Vi+1−Vi| where i is the step

number, could be a suitable candidate for an additional metric to the maximum force

(see Figure 7.2(a)). However, we found no clear value of the residual that resulted in

a more accurate stress-strain curve, indicating this is not a suitable additional metric

for core-shell NW structure prediction. In order to obtain the final structures to

calculate the Young’s modulus in Section 7.3.3 simply requires the use of tight force

tolerances, 0.19×10−3 Ha/a0 (0.01 eV/Å) to obtain the fitting accuracy achieved in

see Figure A.2.

As a diagnostic measure we tried plotting the difference between the ith step

and the final step volume, i.e. for n-steps to reach a force tolerance V res
i = |Vi −Vn|,

see Figure 7.2(b), we find nanowires with axial lengths close to the optimal value

converge in fewer conjugate gradient steps. Input structures (step 0) were con-

structed by scaling a single nanowire structure with bond lengths equal to relaxed

bulk silicon, where scaling of atomic positions was only applied in the axial di-

rection. Whilst it is not possible to know the optimal axial length of a zero stress

nanowire a priori, we may be able to precondition the initial structures of future

nanowire calculations using the Poisson ratios presented in Section 7.3.4. However,

we conclude that the data in Figure 7.2(b) does nothing more than illustrate that

our initial scaled nanowire structures converge most quickly when their axial lattice

parameter is closest to the ideal axial length.

7.3.3 Young’s modulus of core-shell nanowires

At least four factors affect the Young’s modulus of core-shell nanowires: (i) diame-

ter; (ii) composition; (iii) growth direction; and (iv) the presence of an oxide surface

layer. The presence of an oxide surface layer reduces the Young’s modulus since

Si or Ge oxides are elastically softer than pure elemental crystals [198, 199], how-
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Figure 7.2: Proposed volumetric metrics for identifying the ground state: (a) simple volu-
metric difference between concurrent steps; (b) the difference between volumes
of the ith step and the final step. The data shown is for the 4-4 axially scaled
NW models and the legend labels are related to the percentage scaling of the
initial NW axial length (aSi

0 ×
√

2 where aSi
0 = 5.5002 Å).
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ever, we shall not be investigating this. The growth direction also plays a significant

role in the resultant nanowire stiffness, where 〈111〉 > 〈110〉 > 〈001〉 [200, 201].

Whilst the growth direction and presence of an oxide layer present interesting op-

portunities for future research of core-shell nanowires, they are beyond the scope of

this thesis.

Single element nanowire diameters in the range of theoretical study, less than

10 nm, have a strong effect on the Young’s modulus generally becoming stiffer with

increasing diameter [19, 184, 196, 197]. However, the majority of the experimental

literature, wires between 50-100 nm in diameter, show the Young’s modulus is in-

dependent of diameter [20, 202, 203]. Studies on core-shell nanowires are limited

to theoretical calculations using empirical (Stillinger-Weber and Tersoff) potentials

and focus on the effects of composition on fixed diameter wires around 3 nm in

diameter [180, 193]. The issue with these two studies are: (i) wire diameters con-

sidered require most core widths to be smaller than those experimentally possible;

(ii) in the case of Yano et al [180] the 〈110〉 wires have unreconstructed surfaces;

and (iii) made use of Tersoff or Stillinger-Weber empirical potentials. A study of Si

〈001〉 nanowires using both DFT and Stillinger-Weber (SW) potentials found SW

potentials underestimate the Youngs modulus at larger diameters, and overestimate

at smaller ones, compared to DFT [196].

The objective of this chapter is to understand the effects of increasing shell

and core size on the Young’s modulus of 〈110〉 core-shell nanowire structures with

surface reconstructions. Both the core and core-shell sizes were chosen such that

they are representative of those found in pure elemental experimental structures.

Simulation cells for our calculations have a minimum of 26 Å vacuum present3

between periodic images to inhibit spurious interactions of periodic images. In

Chapter 4 we report our stress implementation, and to further test our stress im-

plementation we have used two methods to calculate the Young’s modulus. The

first method uses central finite differences4 to estimate the force along the nanowire

axis Fax = δEtot/δL, where L is the axial length and Etot the total energy. Approx-

3Measured between the two nearest atoms.
4Calculated using the NumPy function gradient [204].



7.3. Elastic properties of Si (core) - Ge (shell) 〈110〉 nanowires 117

imate axial stress is calculated by σax = Fax/Acs, where Acs is the cross-sectional

area of length L. Strain along the NW axis is defined by L−L0
L0

where L0 is the axial

length of the optimal nanowire structure. The Young’s modulus is then estimated

by fitting a straight line5 and finding the gradient using the Levenberg-Marquardt

algorithm [205, 206] as implemented in SciPy [155, 207]. The second method di-

rectly plots calculated stress, scaled by 1/VNW (nanowire volume), against strain

and using the same fitting procedure to find the gradient (Young’s modulus).

Stress-strain curves in Figure 7.3 were used to find the Young’s modulus re-

sults presented in Table 7.1 via our second method outlined above. This method is

preferred to deriving the axial force by finite differences (1st method) since it is less

sensitive to fluctuations in the total energy and more accurate since it does not rely

on derivatives produced by finite differences. For completeness we present stress-

strain curves found by finite differences in Figure A.2. Whilst curves from finite

differences yielded the same trend as those found directly from calculated stress,

they consistently underestimated the Young’s modulus as compared to our more

accurate method.

Results in Table 7.1 show a monotonic decrease of the Young’s modulus for

Si (core) - Ge (shell) nanowires under increased shell deposition (4-X models).

Nanowires of equivalent core and shell thickness, 4-4 and 6-6 models, show a slight

decrease in stiffness as the diameter increases but this is within the expected error.

We attribute these effects to differences in their composition, about a 1% increase in

the Ge content with similar decrease in stiffness. Comparing models with the same

shell thickness, 4-6 and 6-6, the increase in core size results in a stiffer nanowire in

agreement with trends in the work of Deb Nath et al [194].

Our results suggest that the Young’s modulus of Si (core) - Ge (shell)

nanowires is very strongly correlated to the composition of the nanowire. In an at-

tempt to decouple the observed behaviour of the Young’s modulus in our nanowire

models it is useful to draw comparisons to single element nanowires. Single el-

ement nanowires become stiffer with increasing diameter, tending to their bulk6

5Elastic region of nanowire stretching is assumed.
6DFT values calculated for this chapter can be found in the caption of table 7.3.
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4-4 4-6 4-8 6-6

NSi atoms 260 260 260 532
NGe atoms 640 1104 1664 1392

Frac. Ge comp. 0.711 0.809 0.865 0.723
Young’s modulus (GPa) 145.8 139.3 134.1 142.7

Fitting error (GPa) (0.9) (1.0) (1.8) (2.2)

Table 7.1: Young’s modulus of Si (core) - Ge (shell) nanowires with error of fitting given
in brackets. Error from fitting is the standard deviation in the gradient of the line
of best fit in Figure 7.3.

values [20, 184]. The rate at which our Young’s modulus values decrease with the

thicker shell nanowires suggests the Young’s modulus of core-shell nanowires is

bounded by equivalent sized elemental nanowire counterparts, where Si the upper

and Ge the lower limit. This implies that core-shell nanowires can be manufac-

tured such that the Young’s modulus may be tailored to the application, within the

confines of bulk Si or Ge limits, regardless of the wire diameter by control of com-

position during manufacture.

7.3.4 Poisson’s ratio of nanowires

The Poisson ratio is a measure of the deformation (expansion or contraction) in

the directions perpendicular to the direction of loading, see Equation (7.5). It is a

useful quantity for the calculation of the thermal conductivity in nanowires (related

to the speed of sound in the medium) [208] and serves as a useful reference for

finite element modelling to ascertain elastic constants [93]. No prior results have

included the measurement of the Poisson ratio of core-shell nanowires. There are

two main reasons for this: (i) approximations of an average wire radius lead to

large changes in the calculated Poisson ratio [197]; and (ii) obtaining adequately

converged structures is challenging.

ν =−d εtrans

d εaxial
(7.5)

Since there are well defined surfaces present in our nanowire structures we cal-

culated the Poisson ratio as the strain of the distance between opposing facets, i.e.
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Figure 7.3: Plots of stress against strain, in the axial direction for Si (core) - Ge (shell)
nanowires. Young’s modulus is determined by the gradient of the line of best
fit of the data, where stress values are those as implemented in CONQUEST

divided by the volume of the nanowire found by our method in Section 7.3.1
for each strained nanowire in its respective 4-X/6-6 NW model.

〈001〉 or 〈111〉, described in Section 7.3.1. Results are presented in Table 7.2, where

we find that the Poisson ratios in each direction are highly anisotropic and uniformly

increase with an increasing shell thickness. The magnitude of Poisson ratios for 4-4

and 6-6 nanowire models are very close, within the error of fitting, while 4-X mod-

els indicate a strong positive correlation between increasing Ge composition and

Poisson ratio. A similar study of pure Si 〈110〉 nanowires [197] found ν[110],[001]

and ν[110],[111] to decrease with increasing nanowire diameter, with ν[110],[111] de-

creasing at a lower rate. No significant influence of the nanowire diameter appears

here, however, further work will be required to ascertain if nanowire diameter af-

fects the Poisson ratio.
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4-4 4-6 4-8 6-6

Avg. opt. dia. (nm) 5.91 7.38 8.84 8.81
Frac. Ge comp. 0.711 0.809 0.865 0.723
Cross-section 0.190 0.290 0.400 0.183

(0.023) (0.018) (0.029) (0.016)
〈001〉 surface 0.136 0.208 0.270 0.130

(0.016) (0.014) (0.016) (0.012)
〈111〉 surfaces 0.075 0.118 0.168 0.073

(0.009) (0.007) (0.014) (0.006)

Table 7.2: Poisson ratios for Si (core) - Ge (shell) nanowires. We determine three different
values for Si (core) - Ge (shell) nanowires: (i) the cross-sectional area; (ii) the
〈001〉 direction; and (iii) the 〈111〉 direction. These are gradients of the line of
best fit shown in Figure 7.4 and the values in brackets are the standard deviations
of the fitting. N.B. The first row in this table indicates the average diameters of
the optimal nanowire structures.
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(a) 4-4 nanowire.
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(b) 4-6 nanowire.
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(c) 4-8 nanowire.
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(d) 6-6 nanowire.

Figure 7.4: Axial strain against transverse strain for Si (core) - Ge (shell) nanowires. Trans-
verse strains are found by computing the shortest distance between planes of
the given direction, illustrated in Figure 7.1 and described in Section 7.3.1.
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7.3.5 Comparison of Vegard’s law with structures from diago-

nalisation

In Chapter 5 we showed there are discrepancies between total energy and derived

properties, i.e. stress/pressure, between O(N) methods and those found with Hamil-

tonian diagonalisation. These discrepancies are related to the reduced sampling of

the full density matrix, i.e. a finite L-matrix range necessary for practical O(N) DFT,

and are additionally inversely proportional to the band gap of the material being sim-

ulated. The bulk modulus of the the materials presented in that chapter showed that

materials with small band gaps would be poorly approximated by O(N). Band gaps

of our nanowire structures are not known a priori and we expect elastic properties

to have significant effects on the final structures obtained, as in Chapter 6. In light

of the approximations within O(N) DFT it would be prudent to qualitatively assess

any differences in the validity of Vegard’s law using Hamiltonian diagonalisation

with a multi-site support function basis and those results presented in Chapter 6,

but with different sized wires.

Comparing results for 4-X nanowires in Table 7.3 with 3-X nanowires in Ta-

ble 6.2 we find the O(N) results showing an opposing trend, i.e. more disagreement

with Vegard’s law with an increasing shell thickness. There are several factors we

need to consider when drawing a conclusion between these two results. First, in-

creasing the Ge shell thickness will cause a reduction of the band-gap resulting in

an overestimation of bondlengths due to the relatively small L-matrix range (see

Chapter 5). Basis set size is another contributing factor. SZP basis sets were used in

Chapter 6 and shown to be a good first approximation in Chapter 3. Although, sys-

tems studied in Chapter 3 were computed using the diagonalisation method, O(N)

results in Chapter 6 were tuned to reproduce the optimal bond lengths of Si and

Ge respectively. As shown in Chapter 5, the elastic properties may be ill-described

due to a finite L-matrix range, by proxy of bulk modulus results in that chapter, and

would likely result in structures that are further away from the ground state found

by Hamiltonian diagonalisation. Finally, the force criterion used in Chapter 6 will

most likely have fallen short of those required for structural convergence, brought
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4-4 4-6 4-8 6-6

NSi atoms 260 260 260 532
NGe atoms 640 1104 1664 1392

Frac. Ge comp. 0.711 0.809 0.865 0.723
amin

0 (Å) 7.9876 8.0256 8.0700 8.0114
alin

0 (Å) 8.0221 8.0558 8.0748 8.0264
Dev. (%) -0.432 -0.376 -0.059 -0.187

Table 7.3: Deviations from Vegards law for Si (core) - Ge (shell) nanowires, where opti-
mal structures are found with diagonalisation using multi-site support functions.
Bulk lattice parameters determined by Birch-Murnaghan equation of states fit-
ting and input parameters as described in Section 7.2; aSi

0 = 5.5002 Å and
aGe

0 = 5.7425 Å. Our nanowires are oriented in the 〈110〉 direction, thus bulk
lattice values are scaled by a factor of

√
2 to give the Vegard predicted NW axial

lengths.

to our attention in Section 7.3.2.

For fixed core size, 4-X models, there is a gradual shift towards agreement

with Vegard’s law as the thickness of the shell increases, see Table 7.3. This is

to be expected since Vegard’s law is a simple linear interpolation of lattice param-

eters, so as the fractional composition of the nanowire tends to majority Ge, the

effects of averaging work in favour of Vegard’s law. Comparison of similar frac-

tional compositions, 4-4 and 6-6 nanowires, exhibit a significant drop in the relative

overestimation indicating a strong dependence on the effects of the interfacial and

surface regions. Thus, the validity of Vegard’s law in nanowires is highly dependent

on the surface-to-volume ratio and is not a reliable model for use in nanowires. This

is further evidenced by comparison of similar shell sizes, 4-6 and 6-6, where there

is a similar drop in the relative overestimation of the axial length.

7.3.6 Strain mapping: Diagonalisation with MSSFs

We present the effective axial core and shell strains of Si (core) - Ge (shell)

nanowires in Table 7.4 along with average strain values in Figure 7.5. These re-

sults show the axial core strain, for 4-X nanowires, increases as the shell becomes

thicker. Figure 7.5(a) shows a similar increase in core strain for bonds along the

〈001〉 direction with increasing shell deposition (i.e. 4-X structures), about 0.2%
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Figure 7.5: Strain mapping of Si (core) - Ge (shell) nanowires. Contours are drawn for
increments of stress of 0.4%.
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increase of the maximum strain. Figure 7.5(b) shows bonds along the 〈111〉 direc-

tion having a constant maximum strain in the core whilst there is a slight reduction

in the 4-8 model. Conversely, the shell of 4-X models all exhibit a reduction in

compressive strain along the axial, 〈001〉 (Figure 7.5(c)) and 〈111〉 (Figure 7.5(d))

bond directions. The magnitude of the 〈111〉 is largest but has a decreasing rate of

change under shell deposition which we expect considering the 〈111〉 is the stiffest

(see Table 7.4). However, the rate of change of 〈001〉 and axial directions increases

under shell deposition. It appears 〈111〉 Ge bonds in the shell are competing with

the stiffer 〈111〉 Si bonds in the core and strain relaxation in the shell is a function

of more Ge being deposited.

The increase in the rate of change of axial and maximum 〈001〉 strains corre-

sponds to these being the most elastically soft when considering the other bonding

directions and elements. Our results indicate strain relaxation in 4-X models is

primarily mediated by the bonds in the axial direction since these exhibit the great-

est magnitude and rate of change in strain. These results are unexpected since the

Young’s modulus ordering is 〈111〉 > 〈110〉 > 〈001〉 for both bulk Si and Ge [186].

So, the effects due to 〈111〉 interfaces and surfaces force strain relaxation along the

nanowire axis and reduce the more elastically soft 〈001〉 oriented bonds ability to

absorb strain.

Comparing 4-X model results Figures 7.5(a) and 7.5(b) to 3-X models in Fig-

ures 6.4 and 6.5, our results for the core agree in so much as they find tensile strain.

However, 3-X models do not show a significant difference in the magnitude of the

strain when considering either bond direction as they do in the results presented in

Figure 7.5. Figures 6.2 and 7.5(c) agree reasonably well exhibiting similar trends in

strain under shell deposition, except that O(N) results show a slight tensile strain at

the 〈001〉 Si-Ge interface which is not present in Figure 7.5(c). Bonds in the shell

oriented along 〈111〉 (Figure 6.3) predict the existence of both tensile and compres-

sive strain, in sharp contrast to those in Figure 7.5(d). O(N) results for these 〈111〉

shell bonds do not even exhibit the same trend as those presented in this chapter.

Discrepancies between results in Figure 7.5 and Figures 6.2 to 6.5 can be attributed



7.4. Conclusion 125

4-4 4-6 4-8 6-6

Relaxed axial length (Å) 7.9876 8.0256 8.0700 8.0114
Axial core strain (%) 2.69 3.18 3.74 2.99
Axial shell strain (%) -1.64 -1.18 -0.62 -1.35

Avg. core 〈001〉 strain (%) 1.54 1.70 1.91 1.70
Avg. core 〈111〉 strain (%) 0.79 0.75 0.61 0.82
Avg. shell 〈001〉 strain (%) -1.19 -0.96 -0.72 -1.06
Avg. shell 〈111〉 strain (%) -0.98 -0.82 -0.82 -0.90

Table 7.4: Axial strain and average radial strain values for core and shell regions of relaxed

〈110〉 Si (core) - Ge (shell) nanowires. Axial strain is computed as aNW
0 −aSi/Ge

0

aSi/Ge
0

×

100, where aNW
0 is the relax nanowire axial length and aSi/Ge

0 are the reference
bulk values of 〈110〉 oriented Si or Ge. These reference values were found by
DFT using the same calculation parameters as those in Section 7.2 which yields
aSi

0 = 7.7785 Å and aGe
0 = 8.1211 Å.

to 3 factors. First, O(N) performs poorly for small band-gap materials with finite

L-matrix ranges (Chapter 5). Second, 0.02 eV/Å is not a tight enough force toler-

ance to achieve structural convergence, as shown in Section 7.3.2. Finally, a small

SZP basis lacks the variational freedom afforded by a larger basis set, the subject of

Chapter 3, but for now this is the largest size possible with O(N).

7.4 Conclusion
The mechanical properties of Si (core) - Ge (shell) nanowires are of significant

interest to device manufacture, for example, tuning the band gap through applied

strain and how the intrinsic strain may affect dopant location. Computational lit-

erature of similar nanowires, without surface reconstructions, have methodological

flaws such as how the volume is calculated and inappropriate force tolerances for

structural optimisation [184]. We presented our methodology for the determination

of nanowire volume such that there is no ambiguity in its definition and will con-

sistently produce reliable volume derived properties such as Poisson’s ratio and the

Young’s modulus. Furthermore, we have found that the minimum force tolerances

quoted in the literature (0.02 eV/Å) were not sufficient in determining the ground-

state structures of our nanowires, suggesting other computational works may not
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necessarily be well represented in experimental studies and require revision in the

near future.

We have determined the Young’s modulus and Poisson ratio of surface recon-

structed, experimentally complementary nanowires with great accuracy and clearly

defined methods. Young’s modulus data has shown us that increasing the Ge shell

thickness of our structures results in a reduction of nanowire stiffness, bounded

by the Young’s modulus of similarly sized Si (upper) and Ge (lower) elemental

nanowires. Therefore, it is possible to tailor nanowire stiffness with regardless of

diameter contrary to simple elemental nanowires. Poisson ratio data shows that in-

creasing shell thickness results in an increase in the Poisson ratio whilst nanowires

of similar composition, but different diameters, will have similar ratios. The Pois-

son ratio is anisotropic depending on the surfaces considered with 〈111〉 surfaces

having a smaller ratio than 〈001〉 surfaces.

Large-scale simulations with DFT embody huge theoretical progress of the

field of materials simulation, although they are not without issue. Revisiting the

subject of our previous chapter and paper [176], on the suitability of Vegard’s law

and strain mapping, we have found that approximations within O(N) result in some

disagreement between previous results and those presented in this chapter. Results

in Section 6.2 suggest Vegard’s law becomes less appropriate as Ge shell thick-

ness increases, opposing those results found in Section 7.3.5, with the disagreement

easily explained by the reduction in band gap due to increased Ge content.

Quantitatively, core strain maps produced in both O(N) and diagonalisation

methods are similar. However, nanowire shells found through O(N) exhibit both

tensile and compressive strain whilst diagonalisation shows compression only. Un-

like results pertaining to Vegard’s law, this may not be so easily explained by band-

gap reduction being the cause of this discrepancy since it is present in all O(N)

structures. These issues may be explained by incomplete relaxation due to a larger

force tolerance or due to the effect of fitting basis sets to reproduce bulk bond

lengths which may negatively affect the description of elastic properties.

Moving forward, the simplest possible extension to this chapter is to provide
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data on the reverse core-shell composition and is currently being undertaken. How-

ever, two further simple considerations may be done: (i) a fuller description of

similar nanowire core-shell widths (i.e. 5-5, 7-7 etc) would more fully describe

the Young’s modulus variation as core-shell nanowires become large; and (ii) mod-

els whose shell thickness is smaller than the core. Core-shell nanowire structures

are time consuming to reach convergence, part of this issue is due to volume os-

cillations related to the “long-wavelength” relaxations. Due to the interfaces and

surfaces present in our structures these regions will tend to have large forces on the

atoms, whilst those furthest away from these regions will tend to have small/zero

for on them. Traditional energy minimisation algorithms, such as conjugate gra-

dients, will move the atoms near the surfaces/interfaces first, which will initiate a

wave of displacement, travelling iteration to iteration only to be reflected at the next

surface/interface, and slowly decaying to zero [209]. This issue could be reduced

with the introduction of a hybrid structure solver similar to that to Goedecker et

al [210] where the optimisation problem is transformed from an atomistic model to

elastic theory.



Chapter 8

Electronic structure of NWs

8.1 Introduction

Heterojunctions are crucial to the modern world and prevalent in many devices such

as: lasers; photovoltaics; and transistors. Bandstructure engineering is central to

the advancement of heterojunctions leading to the formation of electron gases in

GaAs/AlGaAs [211] and hole gases in Ge/SiGe [212] planar systems. Core-shell

nanowire heterojunctions offer a greater potential for the strain engineering as strain

may be modulated varying the core and shell thickness, as demonstrated in Chap-

ter 7.

Compared to elemental nanowires, core shell structures have some major ad-

vantages, such as: better conductance [213]; and higher mobility of charge car-

riers due to band offsets (illustrated in fig. 1.1(a)) which reduce carrier scattering

due to charged dopant atoms in doped NWs [183]. Previous calculations of elec-

tronic structure have, in general, been performed on core-shell nanowires which are

far smaller than those experimentally observed [34–36, 158, 214, 215]. Whilst the

electronic structure effects due to surface reconstructions have been studied in Si

nanowires [216–218], similar studies for core-shell nanowires have yet to be char-

acterised.

In lieu of the calculations comparable to experiment, studies of strained core-

shell nanowires represent a first approximation to the control of strain due to depo-

sition, to which results presented in this chapter will be compared. In this chapter
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we shall find the bandstructures of the relaxed nanowires determined in the previ-

ous chapter (section 8.3.1) and effective carrier masses calculated. Determination

of band offsets are presented in section 8.3.2 via calculation of band densities cross-

referenced with the bandstructure plots. Finally, we investigate how local strain en-

vironments affect the electronic structure at an atomic level via projected densities

of states in section 8.3.3.

8.2 Computational details

Performing highly accurate electronic structure calculations on very large structures

is extremely difficult owing to the size of the matrices needing to be diagonalised.

One method to circumvent this issue is to reduce the size of the matrices used for the

calculation of such properties. The method we use for doing so is using multi-site

support functions (MSSFs), the theoretical background for this can be found in Sec-

tion 2.8.2. Nakata et al have demonstrated that for a large enough MSSF and local

filter diagonalisation (LFD) range, the DOS and bandstructures close to the Fermi

level are quite close to the primitive basis set size [84, 87]. These works show how

the electronic properties for occupied states and unoccupied states near the Fermi

level are reasonably reproduced, however, it is instructive to quantify the approx-

imation of this method. To do so we compare the total DOS and bandstructures

of our smallest nanowire using a primitive basis set and one made from multi-site

support functions, see fig. 8.2. Our results for 12 Bohr MSSF and LFD ranges show

excellent agreement with the reference primitive basis set results for the valence

band and conduction band up to about 2 eV. Results beyond 2 eV are not presented

in this thesis due to the lack of trustworthiness of unoccupied states calculated using

MSSFs, as reported in other CONQUEST publications [84,87]. The poor description

of unoccupied states are attributed to the minimal basis size of the current MSSF

implementation in CONQUEST (4 support functions for Si/Ge and 1 for H) and the

optimisation process which only considers for the occupied states [219].

Within this chapter all calculations were done with an integration grid cut-off

of 100 Ha and the GGA functional parameterised by Perdew, Burke and Ernzer-
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Input structure Self-consistent
static calculation

DOS/pDOS

Bandstructure

Band density

Figure 8.1: Flow diagram for the production of results within this chapter. In all calculation
steps the same basis sets and integration grid cutoffs were used.

hof (PBE), with the explicit treatment of H (1s1), Ge (4s24p2) and Si (3s23p2)

electrons. A basis set size of triple-ζ , triple-polarisation was used since these

are the most accurate basis sets due to the many degrees of freedom offered dur-

ing optimisation [45]. Converged charge densities with respect to Brillouin zone

sampling (see fig. 8.1) are required for production of density of states (DoS),

atomically-projected density of states, bandstructures and band densities. Produc-

tion of the well converged charge densities used CONQUEST v0.51-455 with a Γ-

centred 1×7×1 Monkhorst-Pack k-point mesh1, with input structures being the ax-

ially optimised final structures found in Chapter 7. DoS and atom projected DoS

used an energy sampling bin width of approximately 0.07 mHa and a smearing

factor of 0.2 mHa; and were calculated using the new CONQUEST post-processing

code. Band structures were calculated using a 31 k-point sampling line from Γ → X

to enable the most accurate estimation of effective carrier masses. Finally, band

densities were also produced using the new CONQUEST post-processing tool, with

band densities written for each of the k-points used to determine the converged

charge densities.

1An increased k-point sampling is used for the production of the electronic structure as compared
to Chapter 7. This is because the total energy is an integral over all bands and k-points, which are
converged before structural relaxation begins. So, the fine detail of the Brillouin zone and resulting
charge density are relatively unimportant for structural relaxation, however, the electronic properties
such as the shapes of bands and DoS are more sensitive to these fine details. Therefore, we have
chosen to increase the k-point sampling used to produce the input charge density for electronic
structure results presented in this chapter.
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Figure 8.2: Comparison of the total DOS for primitive basis set in blue and MSSF in green.
12 Bohr MSSF and LFD ranges used.

8.3 Results

8.3.1 Bandstructures

Band gaps presented in table 8.1 decrease monotonically in 4-X models with in-

creasing shell deposition, an expected result given that the band gap of Ge is much

smaller than Si and widely reported to be a function of composition [34]. Fig-

ure 8.3 illustrates that band gaps of the 4-4, 4-6 and 6-6 nanowires are all clearly

direct gap semiconductors, however, we note that the valence band maximum of the

4-8 nanowire looks extremely flat in comparison to the other structures. Whilst not

easily discerned by inspection, the valence band maximum of our 4-8 structure is

not situated at the Γ-point upon vigorous examination of the data. Measurement of

the difference in k-space between the valence band maximum (VBM) and Γ-point

results in a phonon wavevector of magnitude k ≈ 0.0103a−1
0 (1.95× 106cm−1) re-

quired to conserve momentum for excitation of an electron to the conduction band

minimum (CBM).

Indirect band gaps have previously been observed in theoretical studies of
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〈110〉 Si (core) - Ge (shell) nanowires, but only under the influence of significant

applied uniaxial strain for small (2.5-4.7 nm) nanowires [182, 183]. More recent

calculations of elemental Ge [220] and Si [185] 〈110〉 nanowires (8 nm in diam-

eter) have revealed that under an applied uniaxial tensile strain the valence band

edges flatten, eventually becoming indirect gap materials. In all of the aforemen-

tioned works none have considered the intrinsic strain present in nanowires.

Radial strain environments were thoroughly mapped in fig. 7.5 and axial strains

in table 7.4; which indicate Ge is always under compressive strain whilst Si is al-

ways under tensile strain. It should be noted that the strains present in our nanowires

are intrinsic and fundamental to these minimum energy structures. To enable com-

parison between our work and that of Niquet et al [185, 220] we must find the

uniaxial strain using the definition in Niquet et al2;

εuni=ε‖ − ε⊥ (8.1)

where ε‖ is the strain parallel to the nanowire axis and ε⊥ perpendicular. If we

consider εuni may be well represented by the average strain, then it is possible to

determine ε⊥ from the data in fig. 7.5 and presented in table 8.1. Only bonds in the

〈001〉 and 〈111〉 directions have components perpendicular to the axial direction,

and for any Si or Ge atom two bonds are 〈111〉 oriented and one is 〈001〉 (see core

inset of fig. 6.1). Thus, ε̄⊥ is found by;

ε̄⊥ =
ε̄〈001〉+2× ε̄〈111〉

3
(8.2)

where ε̄〈001〉 is the average strain in the 〈001〉 direction and ε̄〈111〉 the average

in the 〈111〉 direction; determined from the source data in our strain maps (fig. 7.5).

Using values for the strain in the axial direction (see table 7.4) we are able to de-

termine ε̄uni for the core and shell regions. An atomic weighted average of ε̄core
uni

and ε̄shell
uni , according to nanowire composition values in table 7.3, yields the average

total uniaxial strain on the nanowire.

2Further details of the uniaxial strain definition can be found in the Supplementary Information
of Ref. [185].
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Correlating the total uniaxial strains presented in table 8.1 with the bandstruc-

tures in fig. 8.3, it is clear that intrinsic tensile (positive) uniaxial strain does result

in a similar flattening of the valence band maxima (VBM), and in the case of our

4-8 NW, a direct to indirect gap transition. This complements the results of Niquet

et al. Furthermore, looking at contributions to the total uniaxial strain from core

and shell regions (in table 8.1), these electronic structure changes are driven by the

deposition of thicker Ge shells. The effect is two-fold: (i) thicker Ge shells exert

increasing uniaxial strain on the Si core; and (ii) uniaxial shell strain transitions

from negative to positive. Recall that Niquet et al found applied tensile (positive)

uniaxial strain flattens valence band edges, eventually resulting in a direct to indi-

rect gap transition for elemental nanowires of 8 nm diameter. A third, more subtle

point, is the change in the quantum confinement that usually results in the direct

band gap of 〈110〉 nanowires. However, qualitative description of the change in the

confinement potential requires the calculation of the exciton Bohr radius, and would

require methods beyond DFT to calculate accurately, far beyond the scope of this

thesis.

Effective carrier masses were obtained by fitting of a second-order polyno-

mial to the band maxima, and further k-points either side, using the Levenberg-

Marquardt [205, 206] implementation of the curve fit function of SciPy [155,

207] and computing m∗ =
(

∂ 2E
∂k2

)−1
. Effective electron masses change very little

across our nanowire samples, but the differences represent a negative correlation

with the average uniaxial core strain. Comparing m∗
e of 6-6 to the 4-4 model we

note the discrepancy and attribute it to size effects of the nanowire since their com-

positions are similar and m∗
e for 6-6 is still slightly heavier than that of the 4-4

nanowire. Hole masses correlate well with the total intrinsic strain, primarily be-

cause the total intrinsic strain mixes in the compositional effect, although the nature

of the valence band in the 4-8 is not directly comparable since the nature of the band

is fundamentally different to those near the Γ-point.



8.3. Results 134

Γ
X

−1
.2
5

−1
.0
0

−0
.7
5

−0
.5
0

−0
.2
5

0.
00

0.
25

0.
50

0.
75

1.
00

1.
25

Energy (eV)

0
20

0
40

0
60

0

Do
S 
(n
o.
 / 
a3 0)

(a
)4

-4
na

no
w

ir
e.

Γ
X

−1
.2
5

−1
.0
0

−0
.7
5

−0
.5
0

−0
.2
5

0.
00

0.
25

0.
50

0.
75

1.
00

1.
25

Energy (eV)

0
25

0
50

0
75

0

Do
S 
(n
o.
 / 
a3 0)

(b
)4

-6
na

no
w

ir
e.

Γ
X

−1
.2
5

−1
.0
0

−0
.7
5

−0
.5
0

−0
.2
5

0.
00

0.
25

0.
50

0.
75

1.
00

1.
25

Energy (eV)

0
50

0

Do
S 
(n
o.
 / 
a3 0)

(c
)4

-8
na

no
w

ir
e.

Γ
X

−1
.2
5

−1
.0
0

−0
.7
5

−0
.5
0

−0
.2
5

0.
00

0.
25

0.
50

0.
75

1.
00

1.
25

Energy (eV)

0
50

0
10

00

Do
S 
(n
o.
 / 
a3 0)

(d
)6

-6
na

no
w

ir
e.

Fi
gu

re
8.

3:
B

an
d

st
ru

ct
ur

e
an

d
to

ta
ld

en
si

ty
of

st
at

es
fo

r:
(a

)4
-4

;(
b)

4-
6;

(c
)4

-8
;a

nd
(d

)6
-6

Si
(c

or
e)

-G
e

(s
he

ll)
na

no
w

ir
es

.H
or

iz
on

ta
ld

as
he

d
bl

ue
lin

e
at

0.
0

eV
re

pr
es

en
ts

th
e

Fe
rm

ie
ne

rg
y.

B
an

ds
in

bl
ue

co
rr

es
po

nd
to

ba
nd

s
lo

ca
lis

ed
w

ith
in

ei
th

er
th

e
co

re
or

sh
el

lo
fo

ur
na

no
w

ir
es

,t
he

de
ns

iti
es

w
hi

ch
w

ill
be

pr
es

en
te

d
an

d
di

sc
us

se
d

in
se

ct
io

n
8.

3.
2.



8.3. Results 135

4-4 4-6 4-8 6-6

Band gap (eV) 0.244 0.154 0.041 0.150

m∗
h -0.086 -0.095 -0.674 -0.100

m∗
e 0.140 0.132 0.131 0.141

ε̄core
uni 1.65 2.11 2.70 1.88
ε̄shell

uni -0.588 -0.313 0.169 -0.395
ε̄total

uni 0.0578 0.149 0.511 0.233

Table 8.1: Uniaxial strains: Effects on the band gaps, effective hole mass (m∗
h) and effective

electron mass (m∗
e). Average uniaxial strain in the core (ε̄core

uni ), shell (ε̄shell
uni ) and

atomic weighted average (ε̄total
uni ) for Si (core) - Ge (shell) nanowires.

8.3.2 Band densities and offsets

A fundamental property of radially heterostructured nanowires are the existence of

band offsets (see fig. 1.1(a)), resulting in the formation of potential wells in con-

duction and valence bands under shifting of the Fermi level. Undoped systems have

shown the existence of hole gas formation in the valence band [30, 221, 222], al-

though this zero bias hole gas arises due to source/drain electrodes making contact

with the wire [222]. Confinement of carriers to either the core or shell is a highly

desirable property when doping nanowires, enhancing carrier concentration, since

it is possible to choose doping location (core or shell) at growth time and judicious

dopant choice will enable carriers to become separated from charged dopant atoms,

i.e. modulation doping. Typically Si is chosen to be p-type doped (fig. 1.1(c)) and

Ge n-type doped (fig. 1.1(b)) in order to take advantage of the carrier separation

from charged dopant atoms [28, 223–225].

Characterisation of the band offset is important to experimental work since

calculations are often used as an estimate for analyses [37]. It is often assumed to

be 500 meV in [30, 213, 221], however, the work attributed to this figure used LDA

DFT to simulate an idealised bulk interface [226] and may be considered not entirely

relevant to nanowires considering: (i) the reduced dimensions of nanowires; and (ii)

the progress in DFT calculations since 1986! For example, Yang et al found both the

valence (EV BO) and conduction (ECBO) band offsets to be ∼ 0.2 eV [37] for 〈110〉

Si (core) - Ge (shell) nanowires with d = 4.1 nm. Huang & Yang studied similar
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nanowires with d = 2.5 nm [227], finding: (i) EV BO ≈ 0.8 eV and ECBO ≈ 0.3 eV;

and (ii) EV BO ≈ 0.3 eV and ECBO ≈ 1.0 eV3.

Band offsets presented in this chapter were found by calculation of the band

densities at the Γ-point and plotting these densities in real-space with VESTA [228]

to ascertain charge localisation in either the core or shell regions. Images of the

band density isosurfaces and cross-sections used can be found in: fig. 8.4 for core-

localised valence; fig. 8.5 shell-localised valence; fig. 8.6 core-localised conduction;

and fig. 8.7 shell-localised conduction bands respectively. After finding the appro-

priate bands by inspection, energies can be read off the bandstructure plots in fig. 8.3

(blue bands) to ascertain the offsets presented in table 8.2.

Conduction band offsets for 4-X nanowires monotonically decrease with in-

creasing shell deposition, although the rate of change does slow. A sudden decrease

in ECBO of the 6-6 nanowire, as compared to the 4-8, is indicative of a non-trivial

effect, since: (i) 4-4 and 6-6 nanowires have similar composition (see table 7.3);

(ii) 4-6 and 6-6 have identical shell size; and (iii) 4-8 and 6-6 are of similar to-

tal diameter. The similarity between 4-6 and 4-8 nanowire ECBO is our first clue

to understanding this change since they have vastly different compositions, total

diameter and strain environments. Only the core and shell sizes remain to offer

an explanation. We can see in fig. 8.6 that all 4-X nanowires have a significantly

higher charge density in the core as compared to the 6-6 with the only difference

being core size. Furthermore, fig. 8.7(a) demonstrates charge in the shell and core,

whilst figs. 8.7(b) to 8.7(d) are all strongly localised in the shell. These two ob-

servations imply absolute sizes of the core and shell regions, respectively, play an

important role in determining the conduction band offset. The increasing shell size

results in a shift of the shell-localised conduction band edge toward the Fermi level,

whilst an increase in core size a shift away from the Fermi level (see table 8.2).

In contrast to conduction band offsets, valence band offsets do not appear to

be as strongly influenced by changes in the sizes of the core and shell. Examination

of the core localised valence band edges in table 8.2 demonstrate 4-X model band

3It should be noted that structure (i) is similar in composition to our 4-4 structure whilst their
structure (ii) probes a very thin shelled structure.
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4-4 4-6 4-8 6-6

Core localised VBM (eV) -0.652 -0.534 -0.405 -0.537
Shell localised VBM (eV) -0.213 -0.106 -0.0220 -0.106
Valence band offset (eV) 0.439 0.428 0.383 0.430

Core localised CBM (eV) 0.0310 0.0479 0.0188 0.0454
Shell localised CBM (eV) 0.227 0.216 0.184 0.196

Conduction band offset (eV) 0.196 0.169 0.166 0.151

Table 8.2: Band edges and offsets for core/shell localised valence/conduction band states.
Localisation for identifying offsets in core/shell regions found using band den-
sities in figs. 8.4 to 8.7, with energies taken from fig. 8.3 and method illustrated
in fig. 1.1(a). Values presented to 3 significant figures but calculated from data
precision.

edges shift toward the Fermi level as shell size increases, and considering the band

edge energy of the 6-6 model is very close to that of the 4-6 model, follows ε̄core
uni

trends in table 8.1 very well. Shell localised valence band edges across all nanowire

models follow the same reasoning and correlations as the core localised band edges,

showing almost no dependence on size and near perfect correlation with ε̄shell
uni . One

small indication of size dependence in Eshell
V BE are 4-6 and 6-6 model edge energies

and shell strains, where the 6-6 has a slightly larger compressive but identical edge

energies (to 3 significant figures), although the effect is so small it may be consid-

ered negligible.
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(c) 4-8 nanowire
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Figure 8.4: Valence band densities exhibiting significant charge density in the core region
of Si (core) - Ge (shell) nanowires. Left images represent the charge isosur-
face in relation to the structure, whilst right images represent a planar section
through the isosurface. All isosurfaces in this figure were prepared using the
same isosurface value of 2×10−5(e/a3

0).
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(b) 4-6 nanowire
2.0x10-4

1.6x10-4

1.2x10-4

0.8x10-4

0.4x10-4

0.0

C
h
a
rg

e
 d

e
n
s
it
y
 (

e
 /

 a
0
3
)

(c) 4-8 nanowire
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Figure 8.5: Valence band densities exhibiting strong shell charge localisation in Si (core)
- Ge (shell) nanowires. Left images represent the charge isosurface in relation
to the structure, whilst right images represent a planar section through the iso-
surface. Figures (a), (b) and (d) all represent doubly degenerate bands, so an
isosurface value of 4× 10−5(e/a3

0) was used for these, twice that of the non-
degenerate band in (c).
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Figure 8.6: Conduction band densities confined within the core region of Si (core) - Ge
(shell) nanowires. Left images represent the charge isosurface in relation to the
structure, whilst right images represent a planar section through the isosurface.
Bands in figs. (a), (b) and (c) use an isosurface value of 2×10−5(e/a3

0), whilst
fig. (d) is doubly degenerate and uses an isosurface value of 4×10−5(e/a3

0).
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(c) 4-8 nanowire
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Figure 8.7: Conduction band structures with significant charge localisation in the shell re-
gion of Si (core) - Ge (shell) nanowires. Left images represent the charge iso-
surface in relation to the structure, whilst right images represent a planar section
through the isosurface. Figure (a) is triply degenerate and uses an isosurface
value of 6×10−5(e/a3

0), whilst figs. (b) and (d) are doubly degenerate and use
an isosurface value of 4× 10−5(e/a3

0). Figure (c) is non-degenerate and thus
uses a value of 2×10−5(e/a3

0).
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8.3.3 Atom projected density of states

In fig. 7.5 we presented a map of the local strain environments in our nanowire

models, isolating the bond direction and core/shell contributions. To further our

understanding of the local strain effects on the electronic structure we have grouped

the atom projected densities of states by their respective nanowire sizes: (i) 4-4

in fig. 8.9; (ii) 4-6 in fig. 8.10; (iii) 4-8 in fig. 8.11; and (iv) 6-6 in fig. 8.12. A

generalised schematic of the relative atomic positions is presented in fig. 8.8 to aid

the reader with atom location responsible for the DoS presented in figs. 8.9 to 8.12.

Silicon atoms located in the centre of the nanowires (site O in figs. 8.9 to 8.12)

are expected to be the most isolated from the effects of surfaces and interfaces,

enabling us to understand changes dominated by the anisotropic strain environ-

ment. Changes to the projected DoS with respect to size and composition at the

centre of the core are very limited, with a slight shift of the valence band toward the

O

A1 A2

A3

A4

B1 B2

B3

B4 C4

C3

C2C1

Figure 8.8: Scematic diagram illustrating the relative positions of atoms used to produce
projected DoS. The O and A sites represent Si atoms, whilst B and C sites
represent Ge. Colours used to represent the points are matched to those in the
DoS figures. Site O marks the central core atom, lines drawn from: O → C1 are
parallel to 〈001〉 bonds; O → C2 lie along the intersection of the 〈001〉−〈111〉
interface/vertex; O → C3 are parallel to 〈111〉 bonds; and O → C4 lie along
the intersection of the 〈111〉−〈111〉 interface/vertex.
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Fermi level. Tensile strain increases in the axial (table 7.4) and 〈001〉 (fig. 7.5(a))

directions for 4-X nanowires with very little change in the strain of 〈111〉 bonds

(fig. 7.5(b)) implying this upshift of the valence band is driven by increases in axial

and 〈001〉 tensile strains.

Silicon atoms at the interface (sites A1-4 in figs. 8.9 to 8.12) are subject to

both changes in the local strain environment and chemical environment since they

share bonds with the germanium shell. Atoms at the 〈001〉 interface (site A1) and

〈001〉− 〈111〉 interfacial vertex (site A2) exhibit nearly identical DoS, even com-

paring across all nanowire sizes. Both of these sites show little change in the con-

duction band energy range and most of the change comes from the upshift in the

valence band region of the DoS with increasing shell thickness. We attribute these

changes to increasing tensile strain in the 〈001〉 bonds (fig. 7.5(a)) and axial di-

rection (table 7.4), however, one must account for the reduced 〈111〉 strain at the

interface (fig. 7.5(b)) which leads to a reduced difference between 4-6/6-6 and 4-8

valence band edges. DoS for atoms at the centre of the 〈111〉 interface (site A3)

have very similar valence band shifts compared to those A1-2, i.e. shifts due to

the strain environment, with the most significant difference being the introduction

of states in the conduction band near the Fermi level of site A3 DoS. Atoms at the

〈111〉−〈111〉 interfacial vertex (site A4) exhibit much stronger shifts in the valence

band as compared to sites A1-3 owing to the reduced effect of strain relaxation in

〈111〉 bonds in the core (fig. 7.5(b)).

Germanium atoms in the middle of the shell at sites B1-2 (figs. 8.9 to 8.12))

exhibit an upshift of valence band states toward the Fermi level, demonstrating their

responsibility in closing the band gap of our nanowire models under increasing shell

deposition. Furthermore, conduction band states show a relatively small downshift

due to a reduction in compressive strains in the shell with increasing shell deposi-

tion. Comparison of the conduction states at sites B1-2 for the 4-8 (fig. 8.11) and

6-6 (fig. 8.12) nanowire models reveals their relative insensitivity to the shell size,

whilst there is a marked increase in the axial (table 7.4) and 〈111〉 (fig. 7.5(d)) strain

environments. For all B3 sites we find a slight upshift in the valence band and down-
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shift in conduction band states under increasing deposition, implying these effects

are primarily due to the increasingly Ge rich environment. Atoms at site B4 exhibit

a slight upshift in the valence states with increasing deposition and most interest-

ingly the conduction states shift away from the Fermi level with the shift correlated

to the interplay between core size and strain.

Germanium atoms at the 〈001〉 nanowire surface (site C1) show very little

shifting of either the conduction or valence states. However, we do see a shift-

ing of two localised states (between -1.2 and -1.1 eV in the 4-4 nanowire) to-

ward the Fermi energy in the 4-6, 4-8 and 6-6 nanowire models consistent with

changes in the tensile strain at the surface reconstructions (fig. 7.5(c)). Atoms at

the 〈001〉−〈111〉 surface vertices (site C2) exhibit a downshift of localised conduc-

tion band states (around 0.25 eV in the 4-4 model) with the states merging under

increasing shell size, corresponding to a decrease in the compressive strain in 〈111〉

bonds (fig. 7.5(d)). The strain environment in the 〈001〉 and 〈111〉 bond directions

(figs. 7.5(c) and 7.5(d) respectively), as well as the axial strain in the shell (ta-

ble 7.4), show a reduction in the compressive strain at site C3. Atoms at the 〈111〉

surface (site C3) show an upshift in the valence states and downshift in the con-

duction states, implying these atoms are partially responsible for the closing of the

band gap which is due to the diminishing compressive strain with increasing shell

deposition and NW size. Examination of the DoS close to the valence band edge for

site C4 shows a reduction in the number of states with increasing shell deposition

and increasing NW size, signifying the states at this vertex play a diminishing role

in the total electronic structure.

So far we have primarily analysed the results of single sites over all nanowire

model sizes, however, it is useful to briefly discuss trends of all sites within a single

nanowire size. The 4-4 NW (see fig. 8.9) demonstrates similarities between the DoS

of sites along the same sampling direction, e.g. A1 and A2 are very similar as are

B1 - B2, C1 - C2 and A3 - A4. However, comparisons between sites that lie along

〈001〉 (sites X1) and 〈111〉 (X3) bond directions show there are two distinct sets of

DoS that differ based on the influence of surface/interface proximity. DoS for the
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Figure 8.9: Atom projected DoS for a curated selection of atoms in our relaxed 4-4 Si (core)
- Ge (shell) NW model. A generalised map of the relative atomic positions can
be found in fig. 8.8 where the colours represent the region of the NW occupied
by the atoms.

4-6 NW (fig. 8.10) are very similar to the 4-4 case, whilst the 4-8 NW (fig. 8.11)

do not share this similarity. For the 4-8 NW the similarities seem to be region

dependent, i.e. whether they’re at the interface (AX sites), in the shell (BX) or at

the surface (CX). Looking back at the strain maps in fig. 7.5 this can be understood

as an effect due to the shallower gradients of strain along the bond directions. The

4-4 NW has very little material between the interfaces and surfaces, whilst the 4-8

has a large amount of shell material and has a smaller compressive strain in the

shell, especially in the 〈001〉 bond direction. The 6-6 NW model (fig. 8.12) exhibits

both of the trends seen in the 4-X NWs, and examination of the strain environment

indicates a very similar strain environment to the 4-6 NW model. This indicates

that the effects of the surfaces/interfaces do indeed become less important to the

total electronic structure of larger nanowires, however, the effects of composition

offer a method to tune the electronic structure of these large nanowires.
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Figure 8.10: Atom projected DoS for a curated selection of atoms in our relaxed 4-6 Si
(core) - Ge (shell) NW model. A generalised map of the relative atomic po-
sitions can be found in fig. 8.8 where the colours represent the region of the
NW occupied by the atoms.
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Figure 8.11: Atom projected DoS for a curated selection of atoms in our relaxed 4-8 Si
(core) - Ge (shell) NW model. A generalised map of the relative atomic po-
sitions can be found in fig. 8.8 where the colours represent the region of the
NW occupied by the atoms.
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Figure 8.12: Atom projected DoS for a curated selection of atoms in our relaxed 6-6 Si
(core) - Ge (shell) NW model. A generalised map of the relative atomic po-
sitions can be found in fig. 8.8 where the colours represent the region of the
NW occupied by the atoms.
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8.4 Conclusion
Building an understanding of the electronic structure of core-shell nanowires and

the physical properties which affect it are paramount to further development of de-

vices. We have found that the size of nanowire models offers a crucial insight to

the direct to indirect band gap transition of Si (core) - Ge (shell) nanowires, which

has been observed in the literature [183], but for small nanowires using applied uni-

axial strain. Whilst these models are useful for ascertaining the existence of such a

transition, they do not take in to consideration the effects due to larger size of exper-

imentally observable nanowires and have failed to characterise the intrinsic strain

contributions which determine this transition for relaxed structures. However, our

findings for the effective electron masses match very well with the literature, whilst

effective hole masses exhibit similar trends but are actually smaller than reported in

the literature which we attribute to the effects of surface reconstructions [183].

Band offsets presented in section 8.3.2 agree with the general trends found in

the literature [37, 227]. Whilst the conduction band offsets of our models are reas-

suringly close to those found by Yang et al [37], the valence band offsets are found

to be almost double that of Yang et al. Comparison of the Yang et al and Huang &

Yang papers reveal the latter paper uses much smaller nanowire models and finds

much larger band offsets. Thus, we are safe to conclude that the larger valence band

offsets found in our work, as compared to Yang et al, are due to surface reconstruc-

tions and highlight the importance of larger scale electronic structure calculations.



Chapter 9

Conclusions

Core-shell nanowires have provided us with both outstanding physical properties

to model and an ideal testbed to push the usage and development of CONQUEST.

From the start of this PhD we have been simultaneously modelling using the best

methods available to us whilst pushing the testing and development of more accurate

methods and useful features for materials characterisation. In this final chapter we

shall summarise the key results from each chapter to paint the “bigger picture” and

aid in more broad suggestions of future research directions.

We start the results portion of this thesis with the testing of CONQUEST’s own

basis set generation code1 in Chapter 3. This allowed us to use the pseudopoten-

tials of Hamann [130] as per the PseudoDojo framework [109] which have been

shown to be the most accurate norm-conserving pseudopotentials as evidenced in

the ∆-study [96]. Two methodologies for the determination of basis function extent

were presented and we tested these against plane-wave calculations using the iden-

tical basis. Findings from this chapter indicated that both methods performed well

in molecular systems studied. Solid state systems presented in this thesis showed

mixed results for both methods which we have found to be caused by some states

being poorly confined. However, the merit of having two methods for confinement,

and comparing to plane-wave calculations, enabled us to determine which states are

poorly described. We do find, generally, that larger basis sets are required for com-

parable accuracy to plane-wave DFT and the development of methods for making

1Writing of this code is not attributed to the author and primarily the work of Prof. David R.
Bowler.
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large-scale DFT calculations with such basis set sizes are invaluable.

Taking CONQUEST from a development code to a freely accessible, general

purpose DFT code was always high on the developers priorities list. One contribu-

tion which took CONQUEST closer to its initial release in 2020 was the implemen-

tation of the stress tensor, see Chapter 4. In this chapter we showed the individual

contributions to stress and demonstrated our implementation is correct, comparing

our calculated stress to finite differences of energy-volume curves. A fortuitous

initial comparison of stress calculated by O(N) compared to exact diagonalisation

lead the author to theoretical work on the locality of density matrices, motivating

the work in Chapter 5.

In Chapter 5 we used comparisons between O(N) and exact diagonalisation

calculations as a measure of density matrix decay rates, which are known to be

related to the band gap, and quantified the error due to density matrix truncation.

Using C, Si and Ge as a crude method of varying the band gap, and hence the de-

cay rate of the density matrix, we found that forces are the least affected by density

matrix truncation, followed by energy and then stress. This subject matter also pre-

sented an opportunity to probe the accuracy of O(N) calculated lattice parameters

and bulk moduli as compared to exact diagonalisation. We found that minimum

energy derived lattice parameters are relatively unaffected by density matrix trunca-

tion and in general the bulk moduli are within a few percent at the smallest L-ranges

suggesting that elastic properties will require moderate values of density matrix cut

off to be within 1% of those calculated by diagonalisation.

Whilst the locality of the density matrix does affect the forces for O(N) cal-

culations of small band gap materials, even with a small density matrix cutoff this

equates to a 10% error2. This error will be small enough to proceed with the O(N)

structural relaxations of nanowires presented in chapter 6. In this chapter we show

that Vegard’s law is a poor approximation for estimating the axial lattice parameter

in Si (core) - Ge (shell) nanowires. Furthermore, we present strain mapping for our

2Results in Chapter 5 show that these errors are highly band gap dependent, whilst results (and
references) in Chapter 8 show the band gap of core-shell nanowires to be between those of bulk Si or
Ge. Hence, the usage/transferability of our 10% error estimate found in Chapter 5 is well founded.
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nanowires examining strain in the 〈001〉 and 〈111〉 bond directions, revealing the

highly anisotropic strain environments present.

In light of the results in Chapter 3 and development of multi-site support func-

tions enabling exact diagonalisation calculations of Si (core) - Ge (shell) nanowires,

accurate calculation mechanical properties of core-shell nanowires were now pos-

sible. Using a TZTP basis we accurately determined the Young’s modulus and

Poisson ratios, finding that an increase in Ge shell deposition results in reductions

to the Young’s modulus but an increase to the Poisson ratio. Additionally, we found

the Poisson ratios of these nanowire structures to be anisotropic.

Lastly, we arrive at the electronic structure results of chapter 8 where we find

that the intrinsic uniaxial strain is responsible for Si (core) - Ge (shell) nanowires to

transition from a direct gap to indirect gap structure when the total uniaxial strain is

above 0.5%, which was driven by increased shell deposition. Effective hole masses

were found to increase with increasing intrinsic shell strain and that they are lighter

than those found in unreconstructed core-shell nanowires. We also found that the

valence band offset is strongly linked to the intrinsic shell strain, increasing as com-

pressive shell strain is increased. We also observe that the valence band offsets

reported here are larger than those reported in the literature and attributed to the

surface reconstructions also, demonstrating the importance of large-scale atomic

structure modelling.

In this thesis we have shown that CONQUEST basis methods are able to re-

produce results with plane-wave accuracy, with improved computational efficiency

through our equal radii basis set generation methodology without severely com-

promising calculation accuracy. We have successfully made CONQUEST a more

complete simulation software package via the implementation of stress calculation,

which will enable the future implementation of Green-Kubo transport calculations.

We have developed an understanding of the approximation made within the O(N)

methodology and their effect on calculation of materials properties. This under-

standing is crucial to future use of CONQUEST’s O(N) method since it will inform

users how the band gap of a material will impact simulation accuracy and how to
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account for this by using a larger density matrix range.

Strain maps produced in Chapters 6 and 7 will provide a valuable guide to the

wider nanowire research community for the location of doping sites, dependent on

the size of dopant atoms. When strain maps are combined with the atom projected

DoS results of Chapter 8 we are able to develop an atomic picture of how the lo-

cal strain environments enable the tuning of the band gap, an important result for

the advancement of nanowire derived MOSFETs. Should future nanowire MOS-

FET designs leave the 〈001〉 surface reconstructions of our nanowire models intact,

then: (i) the lighter effective hole masses predicted will yield nanowires with im-

proved hole mobility and faster switching speeds; and (ii) the larger confinement

potentials attributed to these reconstructions will improve the robustness of carrier

separation and enable higher operational temperatures of MOSFET devices. Thus,

the results presented in this thesis demonstrate the potential of large-scale simula-

tion with CONQUEST and how it is leveraged for considerable insight to further the

field of nanowire MOSFETs.
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Supporting information for NWs

A.1 Birch - Murnaghan for Si (core) - Ge (shell)

nanowires
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Figure A.1: Birch - Murnaghan equation of states for determining optimal nanowire vol-
ume.
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A.2 Young’s modulus by finite differences
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(a) 4-4 nanowire.
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(b) 4-6 nanowire.
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(c) 4-8 nanowire.
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(d) 6-6 nanowire.

Figure A.2: Young’s modulus determined by methods outlined in section 7.3.3. Values de-
termined here to represent the general trends only since variations of nanowire
volume and energy are unavoidable. Such fluctuations are relatively small, al-
though stress converges much more rapidly and will only encode variations of
the cross-sectional area, reducing the error present in values determined.
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A.3 Strain mapping code

1 PROGRAM NW_TRI_BOND

2 IMPLICIT NONE

3

4 INTEGER, PARAMETER :: my_kind = kind(1.d0)

5 TYPE position

6 REAL(kind=my_kind) :: x,y,z

7 END TYPE

8 TYPE atom

9 TYPE(POSITION) :: pos

10 INTEGER :: atom_type

11 REAL(kind=my_kind) :: radial_pos

12 END TYPE

13 TYPE(atom),ALLOCATABLE,DIMENSION(:) :: atom_nw

14 REAL(kind=my_kind), parameter :: tol=0.5, bond_length=4.6

15 INTEGER,ALLOCATABLE,DIMENSION(:,:,:,:)::no_bonds

16 REAL(kind=my_kind),ALLOCATABLE,DIMENSION(:,:,:,:) :: bond_sum,dum_bond_sum

17 INTEGER :: i,j,k,l,m,n,no_atoms,grid_points_x,grid_points_z,grid_x,grid_z,no,&

18 & interp_width

19 REAL(kind=my_kind) :: grid_spacing,xx_NW,yy_NW,zz_NW,dum

20 REAL(kind=my_kind) :: centre_x,centre_z,dist,dx,dy,dz,bond_1,bond_2,&

21 & x_max,x_min,z_max,z_min

22

23 OPEN(9,file="dat.in")

24 OPEN(10,file="POS.NW.PASS")

25 OPEN(11,file="shell_map.1")

26 OPEN(12,file="shell_map.2")

27 OPEN(13,file="shell_map.3")

28 OPEN(14,file="core_map.1")

29 OPEN(15,file="core_map.2")

30 OPEN(16,file="core_map.3")

31 READ(10,*) xx_NW,dum,dum

32 READ(10,*) dum,yy_NW,dum

33 READ(10,*) dum,dum,zz_NW

34 READ(10,*) no_atoms

35 READ(9,*) grid_spacing,interp_width,bond_1,bond_2

36

37 grid_points_x=CEILING(xx_NW/grid_spacing)

38 grid_points_z=CEILING(zz_NW/grid_spacing)

39 print*,"grid points:",grid_points_x,grid_points_z

40 ALLOCATE(atom_nw(no_atoms),no_bonds(2,3,grid_points_x,grid_points_z),&

41 & bond_sum(2,3,grid_points_x,grid_points_z))

42 ALLOCATE(dum_bond_sum(2,3,grid_points_x,grid_points_z))

43

44 no_bonds(:,:,:,:)=0



A.3. Strain mapping code 157

45 bond_sum(:,:,:,:)=0.0

46

47 DO i=1,no_atoms

48 READ(10,*) atom_nw(i)%pos%x,atom_nw(i)%pos%y,atom_nw(i)%pos%z,&

49 atom_nw(i)%atom_type

50 END DO

51

52 DO i=1,no_atoms

53 DO j=i+1,no_atoms

54 IF (atom_nw(i)%atom_type .eq. atom_nw(j)%atom_type) THEN

55 dx=atom_nw(i)%pos%x-atom_nw(j)%pos%x

56 IF (abs(dx) > xx_NW*0.5) dx = dx - sign(xx_NW,dx)

57 dy=atom_nw(i)%pos%y-atom_nw(j)%pos%y

58 IF (abs(dy) > yy_NW*0.5) dy = dy - sign(yy_NW,dy)

59 dz=atom_nw(i)%pos%z-atom_nw(j)%pos%z

60 IF (abs(dz) > zz_NW*0.5) dz = dz - sign(zz_NW,dz)

61 dist=sqrt((dx*dx)+ (dy*dy)+(dz*dz))

62 IF ((dist .gt. (bond_length-tol)) .AND. &

63 & (dist .lt. (bond_length+tol))) THEN

64 grid_x = int((atom_nw(i)%pos%x - &

65 & ((atom_nw(i)%pos%x-atom_nw(j)%pos%x)*0.5))/grid_spacing)

66 grid_z = int((atom_nw(i)%pos%z - &

67 & ((atom_nw(i)%pos%z-atom_nw(j)%pos%z)*0.5))/grid_spacing)

68 IF(ABS(dy) .gt. 3.0) THEN

69 no_bonds(atom_nw(i)%atom_type,3,grid_x,grid_z) = &

70 & no_bonds(atom_nw(i)%atom_type,3,grid_x,grid_z)+1

71 bond_sum(atom_nw(i)%atom_type,3,grid_x,grid_z) = &

72 & bond_sum(atom_nw(i)%atom_type,3,grid_x,grid_z)+dist

73 ELSE

74 IF((dx > 0.0)) THEN

75 IF (dz > 0.0) THEN

76 no_bonds(atom_nw(i)%atom_type,1,grid_x,grid_z) = &

77 & no_bonds(atom_nw(i)%atom_type,1,grid_x,grid_z)+1

78 bond_sum(atom_nw(i)%atom_type,1,grid_x,grid_z) = &

79 & bond_sum(atom_nw(i)%atom_type,1,grid_x,grid_z)+dist

80 ELSE

81 no_bonds(atom_nw(i)%atom_type,2,grid_x,grid_z) = &

82 & no_bonds(atom_nw(i)%atom_type,2,grid_x,grid_z)+1

83 bond_sum(atom_nw(i)%atom_type,2,grid_x,grid_z) = &

84 & bond_sum(atom_nw(i)%atom_type,2,grid_x,grid_z)+dist

85 END IF

86 ELSE

87 IF(dz>0.0) THEN

88 no_bonds(atom_nw(i)%atom_type,2,grid_x,grid_z) = &

89 & no_bonds(atom_nw(i)%atom_type,2,grid_x,grid_z)+1 !type 2

90 bond_sum(atom_nw(i)%atom_type,2,grid_x,grid_z) = &
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91 & bond_sum(atom_nw(i)%atom_type,2,grid_x,grid_z)+dist

92 ELSE

93 no_bonds(atom_nw(i)%atom_type,1,grid_x,grid_z) = &

94 & no_bonds(atom_nw(i)%atom_type,1,grid_x,grid_z)+1 !type 1

95 bond_sum(atom_nw(i)%atom_type,1,grid_x,grid_z) = &

96 & bond_sum(atom_nw(i)%atom_type,1,grid_x,grid_z)+dist

97 END IF

98 END IF

99 END IF

100 END IF ! bonded

101 END IF ! atom types

102 END DO

103 END DO

104

105 DO k=1,2

106 DO l=1,3

107 DO i=1,grid_points_x

108 DO j=1,grid_points_z

109 IF(no_bonds(k,l,i,j) > 0) THEN

110 bond_sum(k,l,i,j)=(bond_sum(k,l,i,j)/no_bonds(k,l,i,j))

111 ELSE

112 IF(k==1) THEN

113 bond_sum(k,l,i,j)=0.0

114 ELSE

115 bond_sum(k,l,i,j)=0.0

116 END IF

117 END IF

118 END DO

119 END DO

120 END DO

121 END DO

122

123 DO k=1,2

124 DO l=1,3

125 DO i=1,grid_points_x

126 DO j=1,grid_points_z

127 IF(no_bonds(k,l,i,j) == 0) THEN

128 x_min=0.0

129 x_max=0.0

130 z_min=0.0

131 z_max=0.0

132 no=0

133 DO m=i-interp_width,i+interp_width

134 DO n=j-interp_width,j+interp_width

135 IF((m .ge. 1) .AND. (m .le. grid_points_x) &

136 & .AND. (n .ge. 1) .AND. (n .le. grid_points_z)) THEN
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137 IF (no_bonds(k,l,m,n) > 0) THEN

138 x_min=x_min+bond_sum(k,l,m,n)

139 no=no+1

140 END IF

141 END IF

142 END DO

143 END DO

144 IF(no==0) THEN

145 IF (k==1) THEN

146 dum_bond_sum(k,l,i,j)=bond_1

147 ELSE

148 dum_bond_sum(k,l,i,j)=bond_2

149 END IF

150 ELSE

151 dum_bond_sum(k,l,i,j)=((x_min)/no)

152 END IF

153 END IF

154 END DO

155 END DO

156 END DO

157 END DO

158

159 DO k=1,2

160 DO l=1,3

161 DO i=1,grid_points_x

162 DO j=1,grid_points_z

163 IF(no_bonds(k,l,i,j) == 0) THEN

164 bond_sum(k,l,i,j)=dum_bond_sum(k,l,i,j)

165 END IF

166 END DO

167 END DO

168 END DO

169 END DO

170

171 DO i=1,grid_points_x

172 DO j=1,grid_points_z

173 WRITE(14,*) i*grid_spacing,j*grid_spacing, &

174 & ((bond_sum(1,1,i,j)-bond_1)/bond_1)*100.0

175 WRITE(15,*) i*grid_spacing,j*grid_spacing, &

176 & ((bond_sum(1,2,i,j)-bond_1)/bond_1)*100.0

177 WRITE(16,*) i*grid_spacing,j*grid_spacing, &

178 & ((bond_sum(1,3,i,j)-bond_1)/bond_1)*100.0

179 WRITE(11,*) i*grid_spacing,j*grid_spacing, &

180 & ((bond_sum(2,1,i,j)-bond_2)/bond_2)*100.0

181 WRITE(12,*) i*grid_spacing,j*grid_spacing, &

182 & ((bond_sum(2,2,i,j)-bond_2)/bond_2)*100.0
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183 WRITE(13,*) i*grid_spacing,j*grid_spacing, &

184 & ((bond_sum(2,3,i,j)-bond_2)/bond_2)*100.0

185 END DO

186 WRITE(11,*)

187 WRITE(12,*)

188 WRITE(13,*)

189 WRITE(14,*)

190 WRITE(15,*)

191 WRITE(16,*)

192 END DO

193

194 END PROGRAM NW_TRI_BOND

Listing A.1: Code for producing strain maps.
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[7] Stéphane Cuenot, Christian Frétigny, Sophie Demoustier-Champagne, and

Bernard Nysten. Surface tension effect on the mechanical properties of nano-

materials measured by atomic force microscopy. Physical Review B - Con-

densed Matter and Materials Physics, 69(16):1–5, 2004.



Bibliography 162

[8] G. Stan, C. V. Ciobanu, P. M. Parthangal, and R. F. Cook. Diameter-

dependent radial and tangential elastic moduli of ZnO nanowires. Nano Let-

ters, 7(12):3691–3697, 2007.
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gaard, Jakob Schiøtz, Ole Schütt, Mikkel Strange, Kristian S. Thygesen, Tejs

Vegge, Lasse Vilhelmsen, Michael Walter, Zhenhua Zeng, and Karsten W.

Jacobsen. The atomic simulation environment - A Python library for work-

ing with atoms. Journal of Physics Condensed Matter, 29(27):273002, 2017.



Bibliography 179

[153] N. David Mermin. Thermal properties of the inhomogeneous electron gas.

Physical Review, 137(5A):1–3, 1965.

[154] S. Goedecker. Decay properties of the finite-temperature density matrix

in metals. Physical Review B - Condensed Matter and Materials Physics,

58(7):3501–3502, 1998.

[155] Pauli Virtanen, Ralf Gommers, Travis E. Oliphant, Matt Haberland, Tyler

Reddy, David Cournapeau, Evgeni Burovski, Pearu Peterson, Warren
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[162] Sònia Conesa-Boj, Francesca Boioli, Eleonora Russo-Averchi, Sylvain
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