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Abstract

Explicit metacognition is a hallmark of human consciousness. Its central role in

the exchange of knowledge within social groups suggests that it may be shaped by

social interactions. But whether, and how, social interactions may exert an effect on

metacognition remains unknown. The experiments conducted in my PhD exemplify

each in their own way how metacognitive ability is related to the ability to under-

stand other people’s minds (mentalizing). Chapter Two and Three show that people

with compromised mentalizing ability are also more likely to have metacognitive

difficulties. Contrary to the common belief that people have privileged access to

their own mental states, I found that people infer their mental states indirectly from

their behaviour––similar to how they infer the mental states of others. Correspond-

ingly, people who are unable make such inferences about others (as is the case in

Autism Spectrum Condition or ASC) also tend to have difficulties with doing so

about themselves. Chapter Four and Five show that cultural differences in collabo-

ration and interaction affect metacognitive ability. Across two studies, I found that

Chinese students had better awareness of their own and others’ mental states than

occupation, age, income, gender and performance matched English students. This

enhanced ability to process new evidence and correct errors generalized to how the

different populations processed new social advice. Together, this work suggest that

metacognition is deeply rooted in social interaction and culture.



Impact Statement

How do humans learn to be conscious? Do people have privileged and direct ac-

cess to their own minds, or do we infer our own thoughts and feelings, just like we

infer the mental states of others? During my PhD I studied these questions—which

have attracted widespread attention across the fields of philosophy, psychology and

neuroscience for centuries—with innovative behavioural testing and computational

modelling of cognitive processes. Explicit metacognition, the set of cognitive pro-

cesses involved in “thinking about thinking”, allows for efficient self-control, such

as changing your mind when you are wrong; and facilitates social communication,

such as convincing others to change their mind when they are wrong. The central

role of explicit cognition in social interaction suggests that it may rely on similar

neurocomputational mechanisms to social cognition. The results presented in this

thesis support this hypothesis, and further show that explicit metacognition is so-

cially malleable. This thesis advances the field in two ways. From a theoretical point

of view, it bridges two largely independent studies of consciousness—allowing each

discipline to adopt insights from the other. For example, difficulties in understand-

ing others’ minds is often said to be a core feature of Autism Spectrum Condition

(ASC), but my results suggest that metacognition plays an equally important role in

this condition. From a practical perspective, understanding which contexts facilitate

people to have more realistic self-views may inspire new approaches to contempo-

rary societal issues, such as the spread of misinformation and overconfidence among

leaders. A combination of metacognition and mentalizing difficulties may be at the

root of some of these problems, but the social malleability of these processes sug-

gest that a solution may be more achievable than previously thought.
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Chapter 1

General Introduction

1.1 Understanding minds
Explicit metacognition, the conscious evaluation of other cognitive states and pro-

cesses [Dunlosky and Metcalfe, 2009, Flavell, 1979, Nelson, 1990, Shea et al., 2014]

is a cornerstone of our species’ success [Frith and Frith, 2003]. Explicit metacog-

nition allows humans to express frustration and anger with words rather than ac-

tions—a skill that promoted our survival over other, more powerful, animals. The

ability to understand minds is essential for many everyday situations, such as be-

ing able to recognize hesitation in someone’s consent; or the ability to appreciate

and evaluate one’s own feelings. It is not surprising, therefore, that research has

thoroughly investigated both metacognition, thinking about one’s own mind; and

mentalizing the sort of metacognition that involves thinking about other people’s

minds. The link between both processes has been debated and is a central theme of

this thesis.

1.2 Explicit metacognition
A canonical aspect of metacognition that has been widely studied in laboratory

tasks and educational settings is the ability to reflect on the question “Are you

sure?” regarding our own knowledge, perceptions and decisions [Flavell, 1977,

Nelson, 1984, Shea et al., 2014]. A person is considered to have “better” metacog-

nition when their confidence is more tightly coupled to their actual performance,

i.e., they report higher confidence when they are right, and lower confidence
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when they are wrong. Explicit metacognition refers to instances in which peo-

ple are explicitly probed to report on an internal belief (e.g., expressing confi-

dence), whilst implicit markers are usually inferred from their behaviour on a

task (e.g., response times). Even if explicit and implicit forms of metacognition

are usually correlated, there are striking reports of people behaviourally adjust-

ing their actions to their accuracy, but not being consciously aware of doing so

[Gazzaniga, 1995, Gazzaniga et al., 1962, Nelson, 1984].

Having good explicit metacognition facilitates navigating everyday life in a

number of ways. First, it allows for more efficient self-control, such as asking for

someone’s advice when you realize that you do not know the answer. This point is

particularly pertinent to educational settings, where children with poorer metacog-

nition may not notice their need for help and miss out on instruction or support from

teachers or parents [Bakracevic Vukman and Licardo, 2010, Sternberg, 1998].

Second, explicit metacognition facilitates social interaction and collaboration,

such as reliably expressing how confident you are when you are advising someone

else [Bahrami et al., 2010, Bang et al., 2017]. This is relevant, as collective deci-

sions tend to be better when team members can more reliably indicate whether their

own opinion should be adopted by the rest of the team or not [Bahrami et al., 2010,

Bang et al., 2014, Bang et al., 2017, Fusaroli et al., 2012]. A study on leaders from

U.S. based firms showed that managers, who tend to have more impact on the deci-

sions made by other employers, are more conducive to the firm’s success when they

have better metacognitive efficiency [Cho and Linderman, 2019].

Third, the ability for metacognition has been associated with a range of mental

health symptomologies. One study on a large general population sample [N=995]

found that both excess over- and under- confidence and metacognitive efficiency

are associated with different extremes of psychiatric symptoms. Whereas low con-

fidence and better metacognition are associated with anxiety and depression symp-

toms; high confidence and poorer metacognition are associated with compulsive

behaviours and intrusive thoughts [Rouault et al., 2018]. This suggests that main-

taining the right level of self-insight is essential, not only for one’s social interac-
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tions and vocational success, but also to maintain a healthy mental wellbeing.

1.2.1 Explicit mentalizing

The general set of processes involved in making inferences about other peoples’

preferences and mental states is referred to as mentalizing or Theory of Mind (ToM;

[Baron-Cohen et al., 1985, Baron-Cohen et al., 1986, Frith and Happé, 1999]).

Mentalizing can be tested as the ability to understand that a fairy tale protago-

nist lacks some knowledge that the reader themself has, e.g., “Little Red Rid-

ing Hood is not afraid of the wicked wolf because she believes it is her grand-

mother!” [Wimmer and Perner, 1983]. In this case, a child is considered to “pass”

a false belief test when they are able to separate their own beliefs and knowledge

from those of others. Typically, children start to pass false belief around the age 4-5

(for a meta-analysis on this topic, see: [Wellman and Liu, 2004]).

Like metacognition, mentalizing has been shown to be beneficial for every-

day functioning. Mentalizing protects us from engaging in antisocial behaviour

[McGauley et al., 2011, Woodcock et al., 2020], vulnerability to social decep-

tion [Baron-Cohen et al., 1992, Sodian and Frith, 1992, Yirmiya et al., 1996b] and

is positively correlated with relationship satisfaction rates [Cahill et al., 2020].

In addition, mentalizing disruptions have been associated with schizophre-

nia [Achával et al., 2010, Hooker et al., 2011, Martino et al., 2007] and autism

spectrum condition or ASC [Happé, 1994, Jolliffe and Baron-Cohen, 1999,

Spek and Wouters, 2010, White et al., 2009] (for a meta-analysis, see:

[Chung et al., 2014]). This suggests that, just like metacognition, mentalizing is

essential for navigating social interactions and everyday life, and that disrupted

mentalizing efficiency is associated with a number of mental health conditions.

1.3 Theories about the relationship between metacog-

nition and mentalizing
In the previous section I introduced the concept of explicit metacognition, a form

of thinking about one’s own thoughts; and explicit mentalizing, a form of thinking
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about another person’s thoughts. Both these forms of cognition are important to

sustain a healthy wellbeing and for navigating daily life. In this section, I will

discuss the relationship between both forms of cognition and how each may be

installed over the course of a child’s development.

One view in the field is that metacognition and mentalizing share one common

meta-representational faculty [Frith and Frith, 2012, Ryle, 1949]

[Dimaggio and Lysaker, 2015, Fleming and Daw, 2017] which is thought to work

separately from ”first-order” forms of cognition, such as reward learning and per-

ception. Carruthers takes a prominent philosophical position in this debate by ar-

guing that the capacity for metacognition results from turning our understanding

of other people’s mental states upon ourselves [Gazzaniga, 1995, Gazzaniga, 2000,

Gopnik, 1993, Wegner, 2002, Wilson, 2002]. This “Mentalizing-is-prior” hypoth-

esis posits that there is one meta-representational faculty that receives input from

how other people behave and feel, which is then coupled to self-referential infor-

mation about how oneself behaves and feels.

One testable prediction from this hypothesis is that the mindreading shortcuts

or rules one learns by observing others also serve to understand the self. In other

words, Carruthers’ view suggests there is no such thing as privileged access to one’s

own mind; there is only an indirect inferential process which involves applying

mindreading rules to oneself, e.g., “Because those around me usually report high

confidence when they respond quickly, I can assume from my fast responding that I

am confident” [Carruthers, 2009]. A direct prediction that follows from this is that,

to the extent that children are exposed to talking about feelings, they may become

better at understanding other people’s minds, which then in turn may be turned

inwards to improve their metacognitive efficiency.

Some empirical evidence seems to be in line with the idea that people do not

engage in direct introspection, but instead “read out” their intentions from past

behaviour or the situation they find themselves in. Experimentally manipulating

response times causally affect the confidence level people attribute to themselves

and others [Patel et al., 2012], suggesting that people use response times as a proxy
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of confidence instead of directly introspecting a feeling of confidence itself. Fur-

thermore, a large field of research suggests that people infer the motivations for

their decisions from the situation they find themselves in at the time of a com-

mitment (even if the situation is experimentally decoupled from the decision itself

[Gazzaniga, 1983, Gazzaniga et al., 1962, Gazzaniga et al., 1977, Nelson, 1984]),

suggesting that people cannot or do not introspect their own motivations directly

but infer these indirectly from external cues.

A related theorized relationship between metacognition and mentaliz-

ing is the “Metacognition-is-prior” hypothesis, which is the direct oppo-

site of the mentalizing-is-prior hypothesis. This theory suggests that peo-

ple do use introspection, and specifically, that introspection allows people to

appreciate from what they feel how others must be feeling [Goldman, 1993,

Goldman and de Vignemont, 2009]. In other words, only through imagining what

it would personally feel like to be in another person’s shoes can people imagine

what others feel. This hypothesis also makes a number of testable predictions. It

predicts, just as the mentalizing-is-prior theory, that metacognitive and mentalizing

efficiency are associated. But it also predicts, in contrast to the mentalizing-is-prior

theory, that people do not use their own behaviour to infer their own mental states

(because they have direct access to those mental states via introspection) and that

having constrained access to social communication during childhood should not

hinder the development of metacognition.

A third prominent view is the “One mechanism, two modes of access” hypoth-

esis, which maintains that there is one meta-representational faculty that receives

two distinct sources of input: one that descends from perception (containing evi-

dence about others) and one that descends from introspection (containing evidence

about oneself). This view predicts, in line with the mentalizing-is-first hypothe-

sis, that there exist cases of compromised introspection albeit with intact mentaliz-

ing; but no cases in which mentalizing is compromised without damaged introspec-

tion [Frith and Happé, 1999]. This is because the labels used to verbally describe

the mental states of oneself or others are learned via social interactions. This hy-
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pothesis, as well as the mentalizing-is-prior theory, provides an intuitive framework

that can explain a number of clinical conditions, such as ASC, as a general mind-

blindness in which mentalizing difficulties precede metacognitive difficulties later

in life [Frith and Happé, 1999, Happé, 2003].

Finally, the “Two mechanisms” hypothesis predicts that there are two separate

mentalizing and metacognition faculties, which each build upon separate concep-

tual models and work on distinct types of evidence (descending from perception

and introspection, respectively; [Nichols and Stich, 2003]). This idea suggests that

the mental shortcuts used to understand others are not the same as those used to

understand the self. In other words, this theory suggests that there should be no

correlation between mentalizing and metacognitive efficiency. On the other hand,

a positive correlation between mentalizing and metacognitive efficiency would be

consistent with three out of the four models: the one mechanism/two modes of ac-

cess model, as well as the mentalizing-is-prior and metacognition-is-prior hypothe-

ses.

1.4 Experimental support and confounds

Given that metacognition and mentalizing have rarely been empirically investi-

gated in tandem, it remains unclear which of these theories is best supported by

the data. There are reported cases of positive correlations between mentalizing

and metacognitive efficiency in the same individuals [Nicholson et al., 2020]—in

favour of the first three models; but also reports where such correlation is lack-

ing [Carpenter et al., 2019a]—in favour of the two mechanisms model. And

although cases of mentalizing and metacognitive dissociations are reported in

ASC [Carpenter et al., 2019b, Wojcik et al., 2013], there are also studies that re-

port a commensurate impairment of both metacognition and mentalizing efficiency

in ASC [Grainger et al., 2016a, Nicholson et al., 2020, Williams et al., 2018], in

favour of the mentalizing-is-prior and the one mechanism, two modes of access

theory.
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One caveat of empirical research on metacognition is that metrics of mental-

izing and metacognitive efficiency are often confounded by lower-order or type 1

cognitive processes. These are the types of cognition that are the subject of the

mentalizing or metacognitive reflection, e.g., perception, verbal fluency, learned

associations, other people’s behaviour. Lower-order processes can confound the

measurement of metacognition and mentalizing in a number of ways, which I will

explain below.

First, in the domain of metacognition, people tend to be more aware of

their own performance when they are performing well (versus poorly) on a

task [Maniscalco and Lau, 2012, Pouget et al., 2016]. In turn, the same per-

son’s performance awareness will drop when the task is made more difficult

[Fleming and Lau, 2014, Masson and Rotello, 2009, Rahnev and Fleming, 2019]

—potentially affecting metrics of metacognitive efficiency on tasks where accuracy

is left to vary within and between individuals. For example, ratings indicating how

confident someone is that they saw some target (a metacognitive process) may be

confounded by lower-order perceptual ability, which needs to be avoided because

a reliable metacognitive metric should only encompass the thought process about

perception, and not perception itself.

In addition to choice accuracy, a general tendency for over- or under-

confidence, called metacognitive bias, is a common confound in the measurement

of metacognitive efficiency [Masson and Rotello, 2009, Fleming and Lau, 2014,

Rahnev and Fleming, 2019], e.g., as is the case in the commonly used metric of

metacognition called the Goodman-Kruskal gamma coefficient (G [Nelson, 1984]).

In other words, someone can have a general tendency to rate high confidence, but

while doing so, may still be able to sensibly differentiate between their errors and

correct responses. A reliable index of metacognitive efficiency accommodates this

dissociation.

Third, some tasks of mentalizing and metacognition provide trial-by-trial feed-

back (e.g., on trials where you are correct and confident you get 10p; incorrect and



1.5. Signal Detection Theory 16

unconfident -10p; correct or incorrect but unconfident 0p [Nicholson et al., 2020]),

which introduces the possibility that metacognitive metrics derived from such

tasks are confounded by individual differences in the ability to learn from feed-

back. This point is particularly pertinent to studies examining relationships be-

tween metacognition and mental health symptomology, as some mental health

problems are characterized by difficulties with learning from ambiguous and in-

complete feedback, e.g., ASC [Broadbent and Stokes, 2013, Greene et al., 2019,

Reed, 2019, Robic et al., 2015, Sapey-Triomphe et al., 2018, Zwart et al., 2018],

Post-Traumatic Stress Disorder [Myers et al., 2013], Obsessive Compulsive Disor-

der [Becker et al., 2014] and Major Depressive Disorder [Herzallah et al., 2013].

Finally, as mentalizing tasks often require a participant to verbally de-

scribe another person’s mental state [Abell et al., 2000, David et al., 2008,

Livingston et al., 2019b, Rosenblau et al., 2015, White et al., 2011, White et al., 2009],

metrics of mentalizing efficiency may be confounded by individual differences in

verbal fluency [White et al., 2011]. It could be that people who are native English

speakers are more articulate at providing answers on mentalizing tasks, leading

them to score higher irrespective of their true underlying mentalizing efficiency.

1.5 Signal Detection Theory

Some of these issues can easily be resolved by making small changes to the

used experimental design. For example, not providing trial-by-trial feedback on

confidence ratings or using multiple choice questions instead of open responses

[White et al., 2011]. But recently new analysis approaches have been proposed to

resolve the caveats around the measurement of metacognitive efficiency. First and

foremost, by adopting a signal detection theoretical approach to calculate metacog-

nitive efficiency from confidence levels and decisions [Maniscalco and Lau, 2014,

Maniscalco and Lau, 2012]. Signal detection theory is a model of how observers

detect signals from noise. Based on the number of ‘hits’ (the observer correctly

reports to have seen the stimulus) and the number of ‘false alarms’ (the observer
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reports to have seen a stimulus, whereas they merely saw noise) the perceptual sen-

sitivity (d’) of the observer (i.e., how well the observer can discriminate between

signal and noise) is calculated in a way that is uncontaminated by differences in

perceptual bias (i.e., a general tendency for an observer to report having seen the

stimulus irrespective of what they saw [Green and Swets, 1966]).

It is now possible to use this framework to isolate a signal detection theory-

based metric of metacognitive efficiency, called metacognitive sensitivity (meta-d’),

which is uncontaminated by perceptual sensitivity (d’) and overall confidence

[Fleming and Lau, 2014, Maniscalco and Lau, 2012, Maniscalco and Lau, 2014].

Specifically, these models apply a “second-order” or type 2 signal detection frame-

work, where detection does not consist of reporting to have seen a stimulus but

reporting to be aware of errors with confidence ratings. Metacognitive sensitiv-

ity is computed from the true positive rate: of all correct trials, how often does

the observer accurately report high confidence; and the false positive rate: of all

incorrect trials, how often does the observer incorrectly report high confidence—

making this metric independent of metacognitive bias, how confident or uncon-

fident a person generally is irrespective of how much evidence they have seen

[Fleming and Lau, 2014]. Importantly, when measured like this, metacognitive

sensitivity (meta-d’) is in the same units as perceptual sensitivity (d’), allowing

for the characterization of metacognitive efficiency (or Mratio), the ratio between

an observer’s sensitivity to differences in their accuracy and their sensitivity to

differences in perceptual stimulation:

Mratio = meta−d′/d′ (1.1)

Computed like this, Mratio is a computational extraction of only the metacog-

nitive aspect of perception and is, therefore, uncontaminated by differences in ac-

curacy or average confidence. Crucially however, Mratio has been used to ex-

plore a relationship between metacognition and mentalizing efficiency only once
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[Nicholson et al., 2020].

One caveat of computing metacognitive metrics using a SDT approach is that

it requires a large number of trials. Recently an alternative approach to the es-

timation of Type 2 SDT parameters has been developed. The HMeta-d’ tool-

box employs Bayesian inference to sample Type 2 SDT parameters hierarchi-

cally [Fleming, 2017]. The benefit of this approach is that Bayesian inference

takes into account the uncertainty of parameter estimates, such that under low

trial numbers the parameter computation will be adjusted accordingly. In addi-

tion, hierarchical modelling allows for an efficient integration over both within and

between-subject variability in uncertainty. For example, if two datapoints or sub-

jects are closer together (e.g., because they are retained from the same subject or

they pertain to the same clinical group) hierarchical Bayes capitalizes on statisti-

cal strength by using both pieces of information to reduce noise of the inference

[Harrison et al., 2020, Kruschke, 2010].

Taken together, the few studies that have tested metacognition and mentaliz-

ing in tandem may have been confounded by methodological artefacts—making it

difficult to assess theories about the relationship between metacognition and mental-

izing. In chapter two, I circumvent these methodological issues by experimentally

and computationally disentangling type 2 metacognitive and mentalizing efficiency

from type 1 cognitive artefacts. Specifically, I compute a type 2 signal detection

theoretical estimate of metacognitive efficiency and regress this variable against

variability in mentalizing efficiency within the same hierarchical regression model.

In a large dataset of the general population [N=501) I find strong evidence in

favour of the mentalizing-is-prior theory. In particular, I find that among these 501

participants those that were more capable of assessing the mental states of others

were also better at recognizing their own errors. Intriguingly, I found that mentaliz-

ing was associated with a tighter coupling between response times and confidence

on the metacognition task, suggesting that people do not infer their confidence di-

rectly but infer their confidence from their bodily cues, as if they were inferring
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the confidence of someone else. Finally, people with better social communication

skills had better metacognitive efficiency, suggesting that everyday exposure to talk-

ing about feelings selectively improves the ability to understand and reflect on one’s

own mental states.

1.6 Meta-representational development

In the previous section, I described theoretical and empirical approaches to study-

ing the relationship between mentalizing and metacognition. I outlined four dis-

tinct hypotheses about this relationship. Striking distinctions can be made be-

tween the mentalizing-is-prior hypothesis, which posits that metacognition devel-

ops by turning other people’s descriptions of their mental states to oneself, and the

metacognition-is-prior hypothesis, which posits that people rely on introspection to

understand others; and the two mechanisms, one mode of access hypothesis, which

posits that metacognition and mentalizing are two entirely separate processes.

One way to better understand the relationship between metacognition and men-

talizing is to study their developmental trajectories. If metacognition develops by

turning mindreading to oneself, one would expect the development of mentalizing

to precede (or coincide) with the development of metacognition; and that this de-

velopment is mediated by how much opportunity a child has had to learn mindread-

ing rules. Instead, if metacognition and mentalizing are two separate systems, one

would predict their developmental trajectory and onset to be dissimilar too. In this

section I will review literature from developmental psychology on the relationship

between metacognition and mentalizing.

1.6.1 Mentalizing

Mentalizing processes first start to emerge by the second year of life, along with

children’s first use of words that describe their mental states and desires (“want”

and “know”) [Bartsch and Wellman, 1995, Flavell, 1977, ?]. The type of mentaliz-
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ing that develops around this stage is called first order mentalizing, an understand-

ing of (another person’s) mental states, e.g., “Sally thinks that her chocolate is in

the cupboard”. Somewhat later, between two and a half and four years old, chil-

dren also start to engage in second order mentalizing, an understanding of another

person’s mental states about another person’s mental states [Leslie and Frith, 1988],

e.g., “Sally thinks that her chocolate is in the cupboard whereas it is actually in the

candy jar, because I saw her dad put it there when she was not looking”.

There is substantial individual variability in the development of mentalizing,

which has allowed researchers to assess the role of different contextual factors.

One recurring environmental factor that shows to be essential for the development

of mentalizing is exposure to social communication. The amount of social com-

munication a typically developing child is exposed to—be it in the form of hav-

ing more siblings [Jenkins and Astington, 1996, Perner et al., 1994], the amount

of fights one has with their siblings [Dunn et al., 1991, Dunn and Brown, 1993,

Jenkins and Astington, 1996] or simply the number of times people around them

refer to mental state terms [Brown et al., 1996]—determine how well and early a

child will pass mentalizing tests: the more they are exposed to talking about mental

states, the better and earlier they pass mentalizing tests.

Insights into the development of mentalizing efficiency are also obtained by

observations of children that undergo untypical mental development. Whereas 86%

of typically developing four-year-old’s pass second order mentalizing tests, only

20% of children with ASC pass it [Leslie, 1987, Leslie and Frith, 1988]. Strikingly,

whereas children with Down Syndrome score similar to typically developing chil-

dren on mentalizing tasks, deaf children born to hearing parents (but not deaf chil-

dren born to deaf parents) experience mentalizing delays that are characteristic to

those found in ASC [Peterson and Siegal, 1995]. Later neuroimaging research has

built upon this work, by showing that deaf children’s constrained access to commu-

nication has a selective impact on the development of mentalizing-specific, but not

language-specific, neural regions. The ToM network is involved in understanding
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mental states and consists of the temporoparietal junction (TPJ), precuneus and me-

dial prefrontal cortex (mPFC; [Adolphs, 2009, Kana et al., 2015]). Deaf children

who have delayed access to sign language have lower activity in the ToM network

when they listen to descriptions of mental states compared to deaf children who

are native signers [Richardson et al., 2020], suggesting that early access to (sign)

language has a direct impact on the behavioural and neural shaping of mentalizing.

In sum, this work suggests that being exposed to social descriptions of what

other people feel is essential for the development of mentalizing. These results are

in line with the mentalizing-is-prior and the one mechanism, two modes of access

hypothesis described in the previous chapter, but not with the metacognition-is-

prior hypothesis. Specifically, because the latter proposes an introspection-based

precursor for metacognition that should not rely on access to other people’s mental

state descriptions. I will next review how this information fits in with what we know

about the developmental trajectory of metacognition.

1.6.2 Metacognition

The association between confidence and accuracy that prevails the experimen-

tal characterization of metacognitive efficiency can be tested from implicit be-

havioural cues—such as ‘opting-out’ from choosing when one is uncertain; and

from explicit verbal expressions, such as reporting lower confidence when one

is uncertain [Frith, 2012]. Explicit metacognition becomes fully formed between

the ages of 3 and 4 [Hembacher and Ghetti, 2014], although implicit precursors

can be identified already among preverbal infants [Goupil and Kouider, 2019]. In-

triguingly, explicit metacognition emerges around the same time as second or-

der, but not first order, mentalizing [Lockl and Schneider, 2007, Carruthers, 2009,

Lockl and Schneider, 2007], suggesting that the development of mentalizing may at

least partially coincide with that of metacognition.

Individual differences in metacognitive sensitivity have been found to

correlate with the structure and function of the anterior prefrontal cortex



1.6. Meta-representational development 22

(aPFC), a brain region involved in self-evaluation [Christoff and Gabrieli, 2000,

Hilgenstock et al., 2014, Shimamura and Squire, 1991, Fleming and Dolan, 2012].

This region, as well as the posterior medial frontal cortex (pMFC), precuneus and

the medial prefrontal cortex (mPFC) are active during self-evaluation of perfor-

mance [Fleming and Dolan, 2012], the latter regions being shared with the ToM

network [Vaccaro and Fleming, 2018]. Disruptions in neural regions that are in-

volved in both mentalizing and metacognition are predictive of neurodevelopmen-

tal conditions, such as schizophrenia [Holt et al., 2011, Modinos et al., 2011]. This

suggests that the neuro-developmental basis of metacognition and mentalizing is

at least partially overlapping and that these are commensurately disrupted in some

neurodevelopmental conditions.

Even if functional magnetic resonance imaging (fMRI) studies of metacog-

nitive areas in infants are uncommon, some evidence from electroencephalo-

gram (EEG) recordings suggests that the neural development of metacognition

is commensurate with that of mentalizing. Error-related negativity (ERN) is

a drop of neuronal activity following errors that signals the metacognitive ef-

ficiency for error monitoring (realizing one’s error in the absence of feedback

[Charles et al., 2014]). The earliest occurrence of ERN in humans is around one

year [Dehaene-Lambertz and Spelke, 2015, Goupil and Kouider, 2019], around the

age that first-order mentalizing also starts to develop. Interestingly, whereas

sensory brain structures become fully formed earlier in infancy, there is only a

sudden increase in prefrontal myelination [Dehaene-Lambertz and Spelke, 2015,

Goupil and Kouider, 2019] by the end of year one, suggesting that these

regions are involved in the development of metacognitive processes too

[Goupil and Kouider, 2016].

In contrast to the plethora of research on the development of mentaliz-

ing, much less is known about what contextual factors are involved in the de-

velopment of metacognition [Lockl and Schneider, 2007]. Some studies suggest

that the development of metacognition, just like the development of mentaliz-
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ing, is conditional on access to language and social interaction [Flavell, 2000].

In other words, access to other people’s descriptions of their mental states fa-

cilitates a developing understanding of one’s own mental states. This metacog-

nitive dependency on social communication may explain why metacognitive ef-

ficiency varies as a function of socio-cultural norms of communication and in-

teraction [Proust and Fortier, 2018, Heyes et al., 2020] as well as why children’s

quality of relationships with their caretakers predicts their metacognitive efficiency

[Roebers, 2017] (but see also: [Kim et al., 2020]). In sum, some theoretical, but

very limited empirical work, suggests that access to social communication and

mental states is as relevant for the development of metacognition as it is for the

development of mentalizing.

The presented literature on the developmental trajectory of mentalizing and

metacognition suggest that the first meta-representational ability children learn is

the ability to understand what other people are thinking (first order mentalizing)

which is facilitated by exposure to information about other people’s mental states.

At approximately the same time, children undergo a speedy development of pre-

frontal neural areas involved in metacognitive processing, which allow them to rec-

ognize those same mental states in themselves and engage in more complex forms

of mentalizing. If this developmental trajectory of metacognition and mentalizing is

true, I would expect the conditions that compromise the development of mentalizing

to be commensurately obstructive to the development of metacognition.

Autistic symptomology restricts autistic infants’ interest in social informa-

tion as early as of 2 years old [Chawarska et al., 2003, Chawarska and Shic, 2009,

Chawarska and Volkmar, 2007] (but see also: [Elsabbagh et al., 2013]). In adult-

hood, ASC is characterized with atypical social interest and communication, and

poor mentalizing skills—perhaps limiting the amount of social information autis-

tic children are exposed to or seek [Chevallier et al., 2012]. If mentalizing and

metacognition indeed have a shared neuro-developmental trajectory, this restricted

social information should have consequences for the development of metacogni-
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tion too. However, it is currently unclear from the literature whether metacognitive

efficiency is correlated with autistic traits of social communication; and whether

autistic people have a commensurate impairment of both mentalizing and metacog-

nitive efficiency.

In chapter two, I leverage the autistic phenotype as a testbed to investigate

if access to social communication is a requisite for metacognitive efficiency. If

the development of metacognition and mentalizing efficiency are commensurate,

one would predict both metacognitive faculties to be compromised in autism; and

that this compromised metacognitive efficiency in autistic individuals is driven by

problems with social understanding and communication. To this end, I analysed

the data of N=40 autistic participants and N=40 comparisons that were matched

in terms of age, gender, IQ and education, and found that metacognitive efficiency

was indeed compromised in autistic participants. Furthermore, I replicated the find-

ing that metacognitive efficiency and mentalizing efficiency were correlated in the

group as a whole; and that one, shared meta-representational faculty encompass-

ing both metacognition and mentalizing could explain autistic symptomology. To-

gether, this work suggests that autism can be considered a metarepresentational

condition where restricted access to mental states may give rise to difficulties with

mindreading generally—be it in reading the mind of others, or that of oneself.

1.7 Sociocultural malleability of metacognition

In the previous section I described research suggesting that the development of

metacognition, including the underlying neural machinery, is affected by social

communication. First order mentalizing develops by year one, and is later followed

by a fast spike in myelination in frontal areas involved in second order mentaliz-

ing and metacognition, around the same time that the first behavioural indicators of

complex metacognition begin to show. These findings provide evidence in favour

of a mentalizing-is-prior theory, given that access to social descriptions of mental

states seem to play an essential role in the development of various forms of metacog-
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nition (which would not be predicted under the metacognition-is-prior hypothesis,

where metacognition is informed by introspection). If this theory is correct, and the

development of metacognition is indeed dependent on access to social descriptions

of mental states, one would expect differences in norms of social communication

across cultural groups to have downstream effects on the development of metacog-

nition too. In this section, I will review cross-cultural studies to understand if they

can teach us something about the origins of metacognition.

A commonly used cultural distinction is that between collectivist and individ-

ualistic cultures. Cultures in South and East Asia, South America and a number of

islands in Oceania are often described as more collectivist in that they traditionally

emphasize harmony with others, whereas cultures in Western countries like those

in Northern Europe or the United States are commonly viewed as more individual-

istic. In the late 19th century it was described that these cultural differences man-

ifest in distinct political and educational styles [Cripps, 1998, Weber, 1905], and

even in different styles of thought [Hofstede, 2011, Markus and Kitayama, 2010,

Oyserman, 1993]. For example, more collectivist forms of education tend to focus

on learning from one another and working in groups, whereas individualistic cul-

tures tend to focus on personal responsibility for one’s own educational success and

working alone.

1.7.1 Mentalizing

There are a number of studies that have compared mentalizing efficiency between

different cultures, which together suggests that mentalizing efficiency is suscep-

tible to cultural differences. Samoa is a Polynesian island country in Oceania

in which strict social codes and etiquette govern social life. Samoan culture

deems it inappropriate to address pre-verbal infants and considers it impolite to

talk about mental states. A number of studies now suggest that Samoan chil-

dren pass mindreading tests much later than children from various Western cul-

tures [Mayer and Träuble, 2015, Mayer and Träuble, 2013]. Other work suggests
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that, beyond culture, also within-country variability can affect mentalizing skill

[Liu et al., 2008], which further complicates an inference of what cultural aspect

is driving the differences in mentalizing efficiency. It could be, for example, that

in societies where collectivism and social collaboration prevail, people tend to

more openly express and describe what they feel to improve group performance

[Bahrami et al., 2010, Bang et al., 2014, Fusaroli et al., 2012, Bang et al., 2017]—

which, in turn, may benefit mentalizing efficiency.

Later work showed that the way in which mentalizing is acquired varies be-

tween Chinese and American children [Wellman and Liu, 2004] in ways that are

contingent on cultural differences in how information is socially broadcasted within

one’s social circles [Kim et al., 2018]. This suggests that, beyond mere cultural va-

riety in mentalizing efficiency, also the mentalizing process itself may vary along

the individualist-collectivist spectrum.

These results are consistent with the hypothesis that exposure to social com-

munication about mental states affect the onset at which mentalizing efficiency de-

velops. One caveat is that cultural norms are not necessarily homogeneous within

countries, and it remains unclear whether more collectivist societies promote or

compromise the development of mentalizing.

1.7.2 Metacognition

As mentioned in chapter two, computational neuroscience has found ways to test

how metacognitive evaluations come about. I will build upon this work to explore

whether there are cultural differences in metacognition.

Computationally, metacognitive evaluations can be described as an exten-

sion of the so-called drift diffusion model, which assume that an agent will

reduce uncertainty about which decision to make by sampling information

about the potential benefits and disadvantages of the various available options

[Gold and Shadlen, 2007]. Metacognitive evaluations are often studied in the labo-
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ratory using perceptual decision making tasks such as the random-dot motion task.

Random-dot motion stimuli consist of a rapidly moving cloud of dots presented

briefly on a computer screen (typically for less than a second), with a proportion of

the dots moving coherently in a particular direction, whereas the remainder move

randomly (e.g., left or right; [Britten et al., 1992, Kim and Shadlen, 1999]). On

each trial of the task subjects are asked to decide whether the dot cloud is mostly

moving in one or other direction. This process can be described by computa-

tional models that assume the brain receives noisy samples of evidence about the

world (e.g., whether the dots are moving left or right), and compares these sam-

ples to an internal decision threshold [Luce, 1986, Ratcliff, 1978, Vickers, 1979].

These models can predict how long the observer takes to make a decision

[Smith and Ratcliff, 2004, Wald, 1947], and even how confident they are in their

choice [Kiani and Shadlen, 2009].

In particular, studies that have used DDMs to explain confidence have

shown that confidence is informed by evidence that is accumulated after an

initial decision has been made; the “extra” evidence that is sampled after

the decision is called post-decision evidence and can support error monitoring

[Murphy et al., 2015, Rabbitt, 1966] and changes of mind [Resulaj et al., 2009,

van den Berg et al., 2016]. The general finding is that people tend to update

their final judgment after seeing the new evidence (i.e., becoming more con-

fident that they were right when new evidence confirms their choice; and less

confident that they were right when new evidence disconfirms their choice), and

that this updating is stronger when the new evidence is more reliable or stronger

[Bronfman et al., 2015, Fleming et al., 2018] and especially so when the new evi-

dence confirm, rather than disconfirms, the initial choice (known as ‘confirmation

bias’; [Talluri et al., 2018]).

The posterior medial frontal cortex (pMFC) activates when people de-

tect that they have made a mistake and adjust their behaviour accordingly

[Dehaene et al., 1994, Ridderinkhof et al., 2004]. In addition, this same region
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tracks the strength of post-decision evidence and signals the need for behavioural

adaptation. In contrast, activity in the anterior prefrontal cortex (aPFC), a region

that is also involved in metacognition, mediates the impact of new evidence on

people’s subjective confidence [Fleming and Dolan, 2012]. In other words, sus-

ceptibility to new evidence following errors is a computational building block of

metacognitive efficiency.

The link between metacognition and new evidence processing is supported

by two recent studies that measured both metacognitive sensitivity and sensitiv-

ity to post-decision evidence, and asked how these aspects were related to a per-

sonality feature known as dogmatism (measured as the extent to which individu-

als were accepting of conflicting views on political issues [Rollwage et al., 2020,

Schulz et al., 2020]). Metacognitive sensitivity predicted the extent to which sub-

jects integrated new evidence on the perceptual task, supporting adaptive changes

of mind. In turn, both of these features of decision-making were attenuated among

those with higher levels of dogmatism. This finding shows that metacognitive sen-

sitivity may promote adaptive changes of mind when new evidence becomes avail-

able. On top of that, this study suggests similar processes may govern the processing

of new evidence in both low-level perceptual discrimination tasks and the broader,

more subjective decisions about topics such as politics. However, whether culture is

similarly associated with metacognitive efficiency is currently unclear. Some work

suggests that cultural differences selectively impact the way in which metacognitive

evaluations are made (e.g., in how much people are inclined to ask for help), rather

than the outcome of metacognitive process itself (e.g., in average accuracy of the

eventual decision; [Kim et al., 2018, Wellman and Liu, 2004]). For example, there

are no or inconsistent reports of differences in overall confidence or in how well

confidence ratings dissociate correct from erroneous decisions between Western

and East-Asian populations [Yates et al., 1998, Yates et al., 1989]. However, sev-

eral studies have found evidence for cultural differences in susceptibility to social

advice [Korn et al., 2014, Mesoudi et al., 2015, Kim et al., 2018], which is consid-

ered a social form of post-decision evidence processing [van der Plas et al., 2019].
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In addition, while there appear to be no cultural differences in lower-level

cognitive processes, such as associative learning between Chinese and UK partic-

ipants [Wright et al., 2018] and sensory processing between Chinese and German

participants [Nan et al., 2006]; studies focusing on metacognitive processes, such

as integration of social feedback [Korn et al., 2014, Mesoudi et al., 2015], self-

reports of anticipated surprise [Ji et al., 2001, Valenzuela et al., 2010] or metacog-

nitive judgments of confidence [Moore et al., 2018, Stankov and Lee, 2014,

Yates et al., 1998], have more consistently reported differences between people

with Chinese and Western backgrounds. This suggests that metacognitive pro-

cesses in the form of post-decisional evidence processing is particularly susceptible

to external (social) input [Shea et al., 2014, Frith and Frith, 2012]. However, a ma-

jor shortcoming of these studies is that they have not dissociated metacognition

from first-order performance.

To address this issue in chapter four, I leverage performance-controlled psy-

chophysical paradigms to compare the profiles of metacognitive judgments about

task performance in demographically homogeneous datasets collected in China and

the UK. These samples were matched for occupation (volunteers were students at

PKU and UCL respectively), age, gender, income and IQ. The results provide evi-

dence for selectively heightened metacognition in the Chinese participants, driven

by an increase in post-decision evidence processing following error trials. Specifi-

cally, Chinese participants were more likely to acknowledge having made an error

when they were presented with information that conflicted with their initial view

than UK participants. This study provides intriguing evidence that metacognitive

processes are formed during interactions with other members of our cultural and

social groups.

1.8 Advice-taking as example of metacognition

In the previous section I have discussed preliminary evidence that metacognition is

shaped via social interactions and is, therefore, malleable to socio-cultural variation.
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In doing so, I built upon a recently proposed theory of how culture shapes metacog-

nitive processes [Cleeremans et al., 2020, Heyes et al., 2020]. Empirical work de-

scribed in chapter four is in line with this view and suggests that cultural differences

may specifically impact how people re-evaluate past choices on the basis of new

perceptual evidence. In everyday situations, however, new evidence presents itself

only in limited cases in a perceptual format. Instead, when evaluating our own be-

haviour, it is natural to turn to the help and advice of other social agents as a source

of post-decisional evidence—a process called advice-taking.

Beyond a number of social motivations to take advice, for example, scenar-

ios in which people comply to fit into a social group [Kelliher et al., 2011] or un-

der the influence of an authority figure [Milgram, 1963], I will argue that gen-

uine advice-taking (i.e., advice-taking that engenders a privately held shift in be-

liefs) encompasses a form of metacognition, which allows an advisee to infer

whether more evidence is needed; and a form of mentalizing, which allows an

advisee to infer whether the advice at hand is reliable [De Martino et al., 2013,

van der Plas et al., 2019, Folke et al., 2016]. In result, an instance of advice-taking

provides both information about a person’s metacognitive efficiency, i.e., the extent

to which a person takes advice when they themselves are wrong versus when they

are right; as well as about that same person’s mentalizing efficiency, i.e., the extent

to which a person takes advice when their adviser is correct versus when they are

wrong.

There are three lines of evidence in support of the idea that some forms

of advice-taking involve a meta-representational system. First, advice has

a larger impact when the advisee is uncertain about their initial judgment

[Cialdini and Goldstein, 2004, De Martino et al., 2017] and when the adviser

is right [Campbell-Meiklejohn et al., 2017, Campbell-Meiklejohn et al., 2010].

These results indicate that, just as some have reframed post-decision evidence

processing as a way to resolve or minimize choice uncertainty, advice can

be reframed as a piece of epistemic information that allows for changes of
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mind when it is most beneficial. Second, while involving distinct brain re-

gions that might depend on the input format, advice-taking, metacognition

and mentalizing also involved a shared set of brain regions. Areas such as

pMFC and aPFC are involved in both instances of advice-taking and metacogni-

tion [Fleming and Dolan, 2012, Fleming et al., 2018, Vaccaro and Fleming, 2018].

Third, autistic individuals, who tend to have metacognitive difficulties report ex-

periencing difficulties with understanding if someone is deceiving them or not

[Baron-Cohen et al., 1992, Sodian and Frith, 1992, Yirmiya et al., 1996a] and are

more likely to take advice at face validity, without fully considering its relevance

[Large et al., 2019].

The idea that social advice-taking is based on the same mechanisms as per-

ceptual evidence processing suggests that post-decision evidence processing is im-

partial to the type of evidence at hand (e.g., social and non-social alike). This

domain generality of metacognition is a recent topic of discussion and some ev-

idence indeed suggests that metacognition works similarly across different do-

mains. For example, studies have shown that the way in which new evidence

is integrated is similar across distinct tasks (e.g., perceptual and numerical tasks

[Bronfman et al., 2015, Talluri et al., 2018]). Ongoing research is now building

upon this finding by examining how new evidence is integrated from both non-social

and social information sources [Olsen et al., 2019, Pescetelli and Yeung, 2021].

Even if previous work has provided preliminary evidence in favour of a similar

processing of social and non-social sources of evidence [Behrens et al., 2008], and

other work has found evidence in favour of enhanced social compliance in Chinese

versus Western populations [Korn et al., 2014, Mesoudi et al., 2015], the issue of

cultural differences in metacognition is still unresolved because of potential differ-

ences in the reliability of advice. In particular, folk psychology tells us that social

advice is in some ways more ambiguous that other types of evidence. Whereas the

reliability of one’s own opinion can be readily accessed via introspection (or at least

it feels like it can), the reliability of another person’s view needs to be inferred by
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integrating over both what the adviser says that their conviction is (their confidence

rating) as well as their metacognitive reliability (how well their confidence tracks

their objective accuracy—a form of mentalizing [van der Plas et al., 2019]). Previ-

ous work has outlined that tracking and learning the reliability of advice is an im-

portant aspect of advice-taking [Sniezek and Van Swol, 2001, Behrens et al., 2008,

Campbell-Meiklejohn et al., 2010, Gomez-Beldarrain et al., 2004]. However, how

metacognition and mentalizing interact in the process of advice-taking is still un-

known.

If metacognitive efficiency results from turning insights about other people to

oneself, as would be predicted by the mentalizing-is-prior theory, inference about

the reliability of an adviser should work similarly to making inferences about the

reliability of oneself. In addition, if mentalizing and metacognition share a com-

mon meta-representational mechanism, as the results from chapter two suggest, one

would expect a cultural benefit for metacognition to generalize to cases of mental-

izing. In chapter five, I test this final assumption of the mentalizing-is-prior hypoth-

esis by recruiting two matched samples of Chinese and UK populations. I extract

two main variables of interest from advice-taking behaviour. First, in line with

chapter four, I quantify metacognitive efficiency as the extent to which an individ-

ual is susceptible to new advice when one is wrong (and not correct). Second, even

if this is not necessarily the standard use of the term, I will interpret susceptibility

to advice when the adviser is correct (and not wrong) an instance of mentalizing

efficiency. The reason for calling it mentalizing efficiency, rather than mentalizing

ability, is that this metric is not confounded by the participant’s nor the adviser’s

first-order performance (similar to the way in which metacognitive efficiency is not

confounded by first-order performance). The way in which I achieve this separa-

tion between second- and first-order cognition in the computation of mentalizing

efficiency is by generating the advice with a computational model that mimics the

perceptual process of the participant. This way, I created an instance of mentalizing

efficiency that is not confounded by first-order differences in the advisers’ or one’s

own accuracy and confidence.
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Consistent with the hypothesis that metacognition and mentalizing share a

common meta-representational mechanism, I found that the Chinese participants’

benefit in processing new evidence in adjusting ongoing errors generalized to evi-

dence of the social type. In addition to replicating the metacognitive improvement in

post-decision evidence processing of Chinese versus UK populations (chapter four),

I found that the Chinese participants’ susceptibility to social advice was restricted

to cases in which the advice was reliable, suggesting a similar cultural susceptibility

of metacognition and mentalizing.

1.9 Open questions

1. Developmental research suggests that understanding one’s own mind and un-

derstanding other people’s minds may share a computational basis. One dif-

ficulty with testing this hypothesis is that metrics of metacognition and men-

talizing are often confounded by the first-order cognition that it evaluates. In

chapter two I develop an experimental framework that overcomes some of

these issues. While all computational models are likely to be wrong in some

ways, and necessary oversimplifications, testing which of Carruthers’ models

most plausibly explains our observed variability between metacognition and

mentalizing efficiency can provide a useful starting point from which more

nuanced insights can be obtained.

2. According to Carruthers’ models, the ability to understand one’s own mind

develops from an evolving understanding of other people’s minds. If the

mentalizing-is-prior theory is true, one would predict those with limited ac-

cess to mental information during their development (e.g. ASC) to have

greater difficulty with metacognition as well as mentalizing in adulthood. On

the other hand, if the development of metacognition is independent of the

development of mentalizing, as follows from both the metacognition-is-prior

as well as by the two mechanisms / one mode of access hypothesis, I would

predict compromised mentalizing (but not metacognitive) efficiency in autis-
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tic compared to non-autistic people. To test these hypotheses in chapter three

I measure metacognitive and mentalizing efficiency in forty autistic persons

and forty gender, age, IQ and education matched comparison participants.

3. Do socio-cultural differences affect metacognitive efficiency? In chapter four

I will present results from a cross-cultural collaboration with Peking Uni-

versity in Beijing that helps differentiate between the metacognition- and

mentalizing-is-prior theory. In particular, if norms of collaboration promote

an openness to talk about mental states, this could also engender differences in

the adaptive use of new evidence to recognize and correct one’s errors, as fol-

lows from the mentalizing-is-prior hypothesis. Instead, if the metacognition-

is-prior theory is correct, cultural norms of collaboration should not affect

metacognitive efficiency, as this theory predicts that metacognitive efficiency

is informed by direct introspection rather than mentalizing.

4. So far, I have tested mentalizing and metacognition via two separate test bat-

teries. But how do those two processes interact when they need to be applied

in the same decision context, e.g., integrating the reliability of one’s own per-

ceptual decision with the advice of another person about the same perceptual

problem. This question captures a final implication of the mentalizing-is-prior

theory, namely, that both metacognition and mentalizing share similar compu-

tational processes. In chapter five I explore how and whether metacognition

facilitates an ability for successful advice-taking, and whether advice-taking

skill is better among those that were raised in more collectivist societies.



Chapter 2

Computations of confidence are

modulated by mentalizing efficiency

“The sorts of things that I can find out about myself are the same as the sorts of

things that I can find out about other people, and the methods of finding them out

are much the same.”

– G. Ryle in The Concept of Mind (1949)

2.1 Introduction

In 1949, Ryle famously proposed that the cognitive mechanisms employed to under-

stand ourselves are similar to those involved in understanding the feelings and ex-

periences of other people [Ryle, 1949]. Since then, various proposals have echoed

Ryle in suggesting that explicit metacognition—the capacity for conscious eval-

uation of one’s own mental states [Fleming and Lau, 2014, Frith and Frith, 2012,

Fleming et al., 2010, Yeung and Summerfield, 2012] and mentalizing—the capac-

ity to evaluate and understand other people’s mental states [Abell et al., 2000,

David et al., 2008, Livingston et al., 2019b, Rosenblau et al., 2015, White et al., 2009,

White et al., 2011] have a common computational basis [Carruthers, 2009,

Dimaggio and Lysaker, 2015, Fleming and Daw, 2017, Frith and Frith, 2012].
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According to recent perspectives on the developmental trajectory of metacog-

nition, while ”core” or implicit mechanisms for self-monitoring and tracking un-

certainty may be in place early in infancy [Goupil and Kouider, 2019], explicit

metacognition emerges around the ages of 2-3 (e.g. [Hembacher and Ghetti, 2014],

see [Goupil and Kouider, 2016] for a review), and continues to be shaped in child-

hood and adolescence [Fandakova et al., 2017, Weil et al., 2013]. One potential

driver of this continued development of explicit metacognition is that a growing un-

derstanding of other people’s mental states may be used to refine awareness of our-

selves [Carruthers, 2009]. For example, repeatedly perceiving a parent expressing

uncertainty together with their hesitation may allow a child to recognize and express

uncertainty when they themselves are hesitating. This hypothesis predicts that intro-

spection is not a distinct natural kind, but is instead grounded in the same processes

used to understand the mental states of others [Carruthers, 2009, Gazzaniga, 1995,

Gazzaniga, 2000, Gopnik, 1993, Wegner, 2002, Wilson, 2002]. This view makes

several testable predictions, for example, that people with a good mentalizing abil-

ity should also have good metacognitive ability; and that if children have problems

with inferring the mental states of others (e.g., because of a neurodevelopmental

condition such as autism), they may also develop difficulties with understanding

their own minds.

The second prediction can be directly studied in the context of Autism Spec-

trum Condition (ASC)—a neurodevelopmental condition that is, in part, char-

acterised by nonverbal and verbal communicative problems, untypical socio-

emotional reciprocity [American Psychiatric Association, 2013] and mentalizing

difficulties [Baron-Cohen et al., 1985]. If the mentalizing-is-prior view is correct,

difficulties with understanding other people’s thoughts and social communication

(as is typical in autism), should also affect the development of metacognition in this

condition.

Metacognition is often quantified in laboratory tasks as the ability to pro-

vide accurate confidence ratings about self-performance in a range of cognitive
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domains. “Good” metacognitive ability is indicated by reporting lower con-

fidence when wrong, and higher confidence when right [Fleming et al., 2010,

Fleming and Lau, 2014, Frith and Frith, 2012, Yeung and Summerfield, 2012].

This is known as metacognitive ”sensitivity” and is distinct from metacognitive

”bias”, the tendency to be more or less confident overall [Fleming and Lau, 2014].

Mentalizing, on the other hand, is often assessed as participants’ ability to under-

stand what agents are thinking or intending from observations of their expressions

[Abell et al., 2000, Baron-Cohen et al., 2001, White et al., 2011]. ”Good” mental-

izing ability is indicated by correct assessment of others’ mental states. To date,

six studies have examined associations between metacognition and mentalizing

in children or adults with autism [Carpenter et al., 2019b, Grainger et al., 2016a,

Nicholson et al., 2019, Nicholson et al., 2020, Wojcik et al., 2013, Williams et al., 2018].

Three of the six papers suggest, in line with the idea that mentalizing and metacog-

nition have a similar neurocomputational mechanism, that autistic individuals have

metacognitive difficulties that are commensurate with their mentalizing capacity

[Grainger et al., 2016a, Nicholson et al., 2020, Williams et al., 2018]. However,

the remaining thee studies did not find untypical metacognition in autistic com-

pared with non-autistic participants, despite finding poorer mentalizing efficiency

[Wojcik et al., 2013, Carpenter et al., 2019b]. Taken together, the existing data

indicate a link between metacognition and mentalizing, but not equivocally so.

One difficulty with interpreting findings on metacognition is that its mea-

surement is often confounded by other aspects of task performance, which it-

self may vary across individuals and clinical groups. For example, many of

the studies reviewed above computed people’s metacognitive sensitivity as the

Goodman-Kruskall gamma correlation between trial-by-trial accuracy and confi-

dence [Nelson, 1984], a measure known to be confounded by type 1 sensitivity

(task performance) and metacognitive bias (people’s average confidence scores;

[Fleming and Lau, 2014, Maniscalco and Lau, 2012, Maniscalco and Lau, 2014,

Masson and Rotello, 2009, Rahnev and Fleming, 2019]; Figure 2.1a). The im-

pact of this confound may be particularly pertinent in studies comparing autis-
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tic and non-autistic people, as sensory (hyper-) sensitivity [Ewbank et al., 2016,

Lieder et al., 2019, Pirrone et al., 2017] and over-confidence [McMahon et al., 2016,

Milne et al., 2002, Zalla et al., 2015] are sometimes found to be higher in autistic

compared to non-autistic groups. In other words, previously reported measures of

metacognitive sensitivity may have been confounded by higher sensory sensitivity

in autistic participants.

A powerful approach to control for task performance confounds in stud-

ies of metacognition is to use model-based metrics derived from signal detec-

tion theory, that allow metacognitive sensitivity to be expressed in the same

units as task performance, while also controlling for metacognitive bias (meta-

d’; [Maniscalco and Lau, 2012, Maniscalco and Lau, 2014]). Notably, a recent

study identifying a positive correlation between metacognitive and mentalizing

efficiency when using this meta-d’ metric to quantify metacognitive sensitivity

[Nicholson et al., 2020]. Nicholson and colleagues (2020) measured both implicit

(behavioural) and explicit (verbal) metrics of choice uncertainty (defined as ’opting

out’ from choosing or verbally reporting lower confidence, respectively) and mea-

sured mentalizing efficiency from participants’ descriptions of short animations of

abstract figures that vary in their level of intentionality [Abell et al., 2000]. The au-

thors found that explicit, but not implicit, metacognitive sensitivity was positively

correlated with mentalizing efficiency, and significantly lower among autistic chil-

dren. In a second study on neurotypical adults, the authors leveraged a dual-task

condition in which participants completed a mentalizing or non-mentalizing-related

cognitive task alongside a metacognition task and found that the dual mentaliz-

ing task significantly lowered metacognitive sensitivity compared to conditions in

which the dual task did not require mentalizing [Nicholson et al., 2020]. Together

these findings suggested that mentalizing and metacognitive ability share a common

neurocognitive basis which is commensurately impaired in autistic individuals.

However, despite this promising result, further limitations in the measurement

of both mentalizing and metacognition in Nicholson et al (2020) are worth consid-
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ering. First, mentalizing efficiency was scored from participants’ written descrip-

tions of the triangles’ mental states. It has been proposed that this type of question

is more prone to confounds of verbal fluency than, for example, multiple-choice

assessments of mentalizing [White et al., 2011]. This may be particularly prob-

lematic in studies of autism given that differences in verbal fluency are commonly

observed in this condition [Livingston et al., 2019b, Spek et al., 2009]. Second, in

the metacognition task, decisions were of varying choice difficulty, with some per-

ceptual discriminations (of colour, or dot density) being easier than others. When

task difficulty is varying between trials and participants, it may affect measures of

metacognitive ability, even when d’ is controlled for [Rahnev and Fleming, 2019].

Finally, participants received trial-by-trial feedback on their confidence ratings,

where they were rewarded for reporting higher confidence on correct trials correct

trials and lower confidence on error trials (i.e., better metacognition was incen-

tivized). This may have created a disadvantage for autistic participants who may

have difficulties with interpreting and learning from ambiguous or implicit feedback

[Broadbent and Stokes, 2013, Greene et al., 2019, Reed, 2019, Robic et al., 2015,

Sapey-Triomphe et al., 2018, Zwart et al., 2018]. In other words, it could be that

the lower metacognitive ability in the autistic group was a consequence of failing to

maximize rewards on the basis of the ambiguous feedback.

In this study, I set out to control for some of the factors that might have in-

fluenced the results of these previous studies by adopting experimental and com-

putational methods that are considered optimal for the assessment of metacogni-

tive sensitivity [Fleming, 2017, Rahnev and Fleming, 2019]. Specifically, I mea-

sured metacognition using a psychophysical task on which participants make re-

peated perceptual judgements and rated their confidence in being correct. In order

to match sensory sensitivity across participants and over the course of the exper-

iment within the same participant, I employed a staircase procedure that contin-

ually adjusted sensory evidence strength on the basis of people’s responses. In

addition, I measured these same participants’ mentalizing efficiency on a sepa-

rate task in which they watched short animations of abstract figures that moved
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across the screen according to distinct types of interaction [Abell et al., 2000],

similar to that used by Nicholson et al (2020; Figure 2.1b). Instead of provid-

ing a verbal description of each interaction, participants indicated their answer

using multiple choice selection [White et al., 2011]. I controlled for type 1 per-

formance in the measurement of metacognition by computing metacognitive effi-

ciency (meta-d’/d’), which controls for type 1 sensitivity and metacognitive bias

using the meta-d’ model [Maniscalco and Lau, 2012, Maniscalco and Lau, 2014].

Moreover, I estimated metacognitive efficiency within a Bayesian hierarchical

model that allows optimal estimation of the relationship between metacognitive

efficiency and individual differences in mentalizing efficiency, while also taking

into account uncertainty surrounding each individual subject’s parameter estimates

[Fleming, 2017, Harrison et al., 2020].
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Figure 2.1: Task design and dissociation between metacognitive sensitivity and bias. (a)
Hypothetical Gaussian distributions of confidence for correct (green) and in-
correct (red) decisions. The left panel represents a decider with low confidence;
the right panel represents a decider with high confidence. Metacognitive sensi-
tivity is the separation in confidence between correct and incorrect decisions;
metacognitive bias is the overall confidence expressed. (b) On the metacog-
nition task, participants made judgments about which patch with dots had a
higher density (left or right). After this, they were asked to rate their confi-
dence on a scale from 1 “Guessing” to 6 “Certainly correct”. On the mental-
izing task, participants watched animations of moving triangles and were asked
to categorize and interpret the interaction of the triangles.

In a second set of analyses, I investigate how the computation of confidence is

modulated by mentalizing efficiency by building hierarchical regression models of

trial-by-trial confidence ratings. I reasoned that, if metacognition and mentalizing

rely on the same inferential processes and cues, mentalizing efficiency should facil-

itate the use of behavioural cues that are similarly predictive of the mental states of

others. Work in cognitive psychology has shown that response times have a causal

impact on the confidence levels people ascribe not only to themselves, but also to

others [Patel et al., 2012, Palser et al., 2018]. In a series of exploratory analyses,

I therefore asked whether confidence was more tightly coupled to response times

among participants with better mentalizing efficiency.

Following the pre-registered methods and hypotheses, I recruited N=501 adults

via the online research platform Prolific (www.prolific.co). To pre-empt my results,

https://accounts.osf.io/login?service=https://osf.io/vgy7a/
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I found that (1) metacognitive and mentalizing efficiency are positively correlated,

even after controlling for first-order performance; (2) mentalizing efficiency is as-

sociated with greater coupling between response time and confidence, suggesting

those with greater mentalizing are more sensitive to inferential cues to confidence,

and (3) metacognitive efficiency is lower in those with having greater difficulties

with social communication and understanding. Taken together, these results sug-

gest that the ability to reflect on our own mental states is modulated by one’s ability

to access and understand the thoughts and mental processes of others.

2.2 Methods

2.2.1 Participants

I recruited N=501 proficient English speaking participants via Prolific, a recruit-

ment platform more representative of real populations than standard student samples

[Palan and Schitter, 2018]. All participants accessed the experiment with a desktop

computer or laptop (no tablets or smartphones). Exclusion criteria were respond-

ing incorrectly a “catch” question (e.g., “If you are still paying attention, please

select x as your answer”); performing below or above pre-defined accuracy cut-offs

(60% and 90% respectively); and rating the same confidence on more than 90%

of metacognition trials. This resulted in the exclusion of N=23 participants (5%),

leaving N=477 participants for further analysis (198 female, mean age: 28.73 ±

0.52 years). All participants gave informed consent before the experiment, which

was approved by the University College London Ethics Committee (1260/003).

2.2.2 Metacognition Task

Stimuli were programmed in JavaScript using JSPsych (version 5.0.3) and hosted

on the online research platform Gorilla (https://gorilla.sc/). Participants made 168

decisions across four blocks concerning which box was filled with a higher density

of dots (left or right, indicated by pressing the “W” or “E” key, respectively without

https://www.prolific.com
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a time limit). The boxes were two black squares (each 250 x 250 pixels) which

were each subdivided into grids of 625 cells that were filled with 313 dots. Choice

difficulty was manipulated by adjusting the dot difference between boxes according

to a 2-down-1-up staircase procedure: dot difference increased after every error and

decreased after two consecutive correct answers. Dots seemed to flicker, an effect

created by replotting five different configurations of the same dot difference level

for 150 ms each, for a full stimulus duration of 750 ms [Rollwage et al., 2018]. On

26 practice trials participants received immediate feedback. During the remaining

trials, participants did not receive feedback but had to rate their confidence that

their decision was correct (on a scale from 1 “Guessing” to 6 “Certainly Correct”,

without a time limit; [Rouault et al., 2018]). The total duration of the metacognition

task was approximately 20-30 minutes and participants were instructed to take six

self-paced breaks at specific moments in the task.

2.2.3 Mentalizing Task

I used a validated online version of the Frith-Happé Triangle Task [Abell et al., 2000].

Participants were shown twelve short (34-35 sec.) animations of one large red and

one small blue triangle. The way in which the triangles moved was manipulated

across three conditions: in random animations they moved purposelessly around;

in Goal-Directed animations they interacted behaviourally; and in four Theory

of Mind (ToM) animations they interacted in a way that involves responding to

the other’s mental states. Participants were scored on their accuracy in classify-

ing which category the interaction pertained to (mentalizing classification) giving

a score ranging between 0-12 (i.e., participants could score one point after each

animation). In addition, I computed participants’ accuracy in categorizing the

feelings of the triangles (mentalizing efficiency; [White et al., 2011]). Mentaliz-

ing efficiency was scored as the proportion of correctly identified mental states of

the triangles, given that the ToM animation had been correctly identified. Specif-

ically, I divided the number of correctly identified mental states within the ToM

animations by the number of correctly identified ToM animations. This metric
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contains more variation than just the proportion of correctly classified ToM anima-

tions alone, as it measures the ability to both identify and understand mental states

[White et al., 2011]. Furthermore, this type of mental state attribution requires

tracking the triangle’s intentions throughout the animation and cannot simply be

deduced from the general kinematics of the triangle, therefore making it less suscep-

tible to compensatory strategies. Participants had to watch the complete animation

before the questions appeared, after which they were allowed to decide without a

time limit. All animations were presented in pseudo-randomized order and after

three practice animations on which participants received immediate feedback. The

total duration of the task was approximately 10-20 minutes without breaks.

2.2.4 Additional measures

After the two computer tasks, which were presented in counterbalanced order, the

following questionnaires were administered: (1) the Autism Quotient-10 (AQ10), a

brief assessment of autistic traits (where a higher score means more autistic traits;

[Allison et al., 2012]); (2) the RAADS-14, a screening tool for autistic traits in adult

populations which asks whether each trait was present either in childhood, currently,

both or neither (where a higher score means more autistic traits; [Eriksson, 2013]),

(3) the Beck Cognitive Insight Scale (BCIS), an assessment of people’s ability to

distinguish objective reality from subjective experience [Beck et al., 2004] and (4)

the International Cognitive Ability Resource (ICAR), a brief assessment of fluid

intelligence [Condon and Revelle, 2016].

2.2.5 Statistics

The hypotheses and analyses for this study were pre-registered (https://osf.io/vgy7a/).

Validation checks consisted of Spearman’s rho correlations (which are recom-

mended for ordinal data) to assess relationships between main composite survey

scores. Equal variances were assumed if not otherwise specified. I report P val-

ues at a 0.05 alpha level and the 95% confidence interval (95% CI) of the test
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statistic. Type-1 cognitive and type-2 metacognitive parameters were estimated

using the open source HMeta-d toolbox (https://github.com/metacoglab/Hmeta-d)

implemented in MATLAB (version 9.7.0). Type-2 meta-d’, the ability to deter-

mine one’s accuracy with confidence ratings, was inferred using Markov chain

Monte Carlo (MCMC) Bayesian sampling procedures using JAGS (http://mcmc-

jags.sourceforge.net) across 30,000 samples after a burn-in of 1,000 samples dis-

tributed across three chains. My parameter of interest was Mratio meta-d/d, or

metacognitive efficiency, which expresses metacognitive sensitivity (meta-d’) rel-

ative to task performance (d’, in other words, an Mratio of 1 implies participants

have optimal metacognitive efficiency; [Fleming, 2017]).

I assessed model convergence for each HMeta-d model by ensuring that the

consistency of the posteriors within and between chains, the Gelman-Rubin (G-

R) statistic, was below 1.1 [Andrew Gelman and Donald B. Rubin, 1992] and by

visually inspecting the chains (Figure 2.2a). In addition, each reported model

was checked for reliability by conducting posterior predictive checks, the extent to

which the model parameters could recover key patterns of the data (Figure 2.2b).

To test the first pre-registered hypothesis of a positive association between

metacognitive and mentalizing efficiency, I incorporated a simultaneous hierarchi-

cal estimation of the beta coefficient (β ) of the impact of my standardized mental-

izing efficiency score, Menta, on the log of metacognitive efficiency, log(Mratio).

A log-transform of Mratio was used in these analyses to allow equal weight to be

given to increases and decreases from the optimal ratio of 1 [Fleming, 2017].

log(Mratio)s ∼ β0 + β1mentas + εs (2.1)

log(Mratio)s denotes baseline group-level metacognitive efficiency, mentas is

the mentalizing score for subject s; and εs refers to noise that is drawn from a

T-distribution with variance σδ and 5 degrees of freedom, multiplied by a noise
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parameter ζ . I used priors found to provide the most efficient regression parameter

recovery [Harrison et al., 2020] which were drawn from Gaussians N(µ,σ), half-

Gaussians HN(µ,σ) or T-distributions T (µ,σ ,d f ):

Mratio∼ N(0,1)

β ∼ N(0,1)

σδ ∼ HN(1)

ζ ∼ β (1,1)

δs = T (0,σδ ,5)

εs = ζ ∗σδ

The highest density interval (HDI) represents the ’credible’ posterior range

within which 95% of the estimated regression coefficient falls. I plotted the HDI

for the regression coefficient and assessed significance by computing the probabil-

ity that it differed from zero, Pθ (HDI < 0|HDI > 0), where a higher probability

suggests a stronger effect [Kruschke, 2010].

I also calculate log(Mratio)s at the individual level for use in post-fit frequen-

tist analyses. These were conducted using linear models with log(Mratio)s as the

dependent variable and mentas and covariates (standardized age, IQ, gender [-1: fe-

male, 1: male] and education (edu) [1: no education, 2: high school or equivalent,

3: some college, 4: BSc, 5: MSc, 6: doctoral]):

log(Mratio)s ∼ β0 +β1mentas +β2ages+

β3IQs +β4genders +β5edus + εs

(2.2)

To test the effect of autistic traits on log(Mratio)s I ran the same models spec-

ified in Equations 2.1 and 2.2 but now replacing mentas with the RAADS14s main
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composite autistic trait scores [Eriksson, 2013]. In preliminary analyses I failed

to replicate previous findings of a negative correlation between mentalizing effi-

ciency and AQ-10 scores [Allison et al., 2012], and therefore (deviating from our

pre-registration plan) I decided to conduct all further analsyis of questionnaire data

using RAADS-14 scores alone [Bertrams, 2021].

To assess the effects of trial-by-trial standardized (log) response logRT and

accuracy on confidence, I conducted hierarchical mixed-effect regression models

using the ‘lme4’ package in R (version 3.3.3) and plotted the standardized fixed-

effect beta coefficients of the model fits. I obtained the P-values of the regression

coefficients using the car package. All models include a random effect at the par-

ticipant level and all statistics are computed at the group level. I report type III

Wald chi-square tests (χ2), degrees of freedom (df) for fixed effects, and estimated

beta-coefficients (β ) together with their standard errors of the mean (± SEM) and

P-values of the associated contrasts.

To investigate if logRT informs confidence differently as a function of individ-

ual differences in autistic traits, I test whether a hierarchical mixed-effect regression

model better predicts trial-by-trial confidence (conf) when the predictor variables

accuracy (acc) [-1: error, 1: correct], z-score of the log response time (RT) and

their interactions (Equation 2.3) were allowed to vary as a function of individual

differences in standardized autistic trait scores (RAADS in Equation 2.4):

con f ∼ acc+ logRT +acc∗ logRT+

(1+acc+ logRT +acc∗ logRT |sub j)
(2.3)

con f ∼ RAADSs ∗ (acc+ logRT +acc∗ logRT )+

(1+acc+ logRT +acc∗ logRT |sub j)
(2.4)

The results of the Likelihood Ratio Test are expressed in terms of the Akaike

Information Criterion (AIC): ∆AIC = AICeq2.3–AICeq2.4, and the Log Likelihood
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(LL): ∆LL = LLeq2.3–LLeq2.4 with associated P values extracted from type III Wald

chi-square tests (χ2).

For Structural Equation Modelling I use the “lavaan” package in R (version

1.2.5033) and report the standardized factor loadings (β ± SEM) with associated P

values extracted from a type III Wald chi-square tests (χ2).

2.3 Results

2.3.1 Performance checks and auto-correlations

The staircase converged to a stable performance level within and between partici-

pants (choice accuracy: M = 75%, SEM = 0.23, Figure 2.2a). Average metacogni-

tive efficiency or Mratio (M=0.693 ± 0.016; Figure 2.2b) and the log of response

times (logRT; M = -1.405e-17 ± 0.046; Figure 2.2c) were also similar to those of

previous datasets [Rouault et al., 2018, Rollwage et al., 2018].

Figure 2.2: Choice accuracy on the metacognition task. a. Histogram distribution of
choice accuracy. b. Histogram distribution of metacognitive efficiency (meta-
d’/d’). c. Histogram distribution of the log of standardized response times
(logRT). All variables are derived from the metacognition task and plotted for
the group as a whole (N=477).

Given that stimulus sensitivity can trivially affect estimates of metacognitive

sensitivity [Rahnev and Fleming, 2019], I also sought to ensure key variables re-

lated to metacognition and mentalizing were independent of first-order task perfor-

mance. I first calculated whether each individual’s experienced stimulus variability

(the ratio between the standard deviation of stimulus difficulty and average stimulus
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difficulty) and correlated this with the main variable of interest. Staircase variabil-

ity was not correlated with mentalizing efficiency (rs475 = 0.005, P = 0.91, Figure

2.3a); metacognitive efficiency (rs475 = -0.068, P = 0.137; Figure 2.3b); RAADS-

14 scores (rs475 = 0.0015, P = 0.974; Figure 2.3c) or AQ-10 scores (rs475 = -0.066,

P = 0.149; Figure 2.3d). These same validation checks were conducted for per-

ceptual sensitivity, which was not correlated with mentalizing efficiency (rs475 =

0.0656, P = 0.1524; Figure 2.3e), metacognitive efficiency (rs475 = -0.0513, P =

0.264; Figure 2.3f), RAADS-14 scores (rs475 = -0.0536, P = 0.2437; Figure 2.3g)

or AQ-10 scores (rs475 = 0.0359, P = 0.435;Figure 2.3h).

Figure 2.3: Correlations between the main variables of interest. a-d: Staircase variability,
the ratio of the standard deviation and the mean dot difference, was not corre-
lated with: a., mentalizing efficiency, b., Metacognitive efficiency (meta-d’/d’),
c., autistic traits as measured with the RAADS-14; d., autistic traits as mea-
sured with the AQ-10. e-h: Perceptual sensitivity (d’) was not correlated with:
e., mentalizing efficiency, f., Metacognitive efficiency (meta-d’/d’), g., autistic
traits as measured with the RAADS-14, h., autistic traits as measured with the
AQ-10.

2.3.2 Posterior predictive checks

Next, I test whether the HMeta-d models used in estimating metacognitive ef-

ficiency were reliable by means of convergence checks and posterior predictive

checks. The hierarchical regression model predicting metacognition from mental-

izing efficiency scores converged well, indicated by the Gelman-Rubic statistics

(R̂Mratio=0.99997 and plotted chains in Figure 2.4a). In addition, posterior pre-
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dictive plots captured key patterns of the participants’ confidence responses, with

model and predicted type ROCs closely overlapping Figure 2.4b).

Figure 2.4: Posterior predictive checks on HMeta-d fits. a. MCMC chains for parameter
meta-d’/d’ (metacognitive efficiency) from the hierarchical regression model.
b. Observed and model estimates for the Type 2 ROC curves for leftward (S1)
and rightward (S2) responses from the regression meta-d model fits. Error bars
represent the mean ± standard error of the mean.

2.3.3 Mentalizing efficiency checks

As an indication of the reliability of mentalizing task variables, I ask whether the

two mentalizing measures from the Happé-Frith Triangle Task were positively cor-

related. This was the case, with a positive correlation between the mentalizing

feelings and mentalizing category scores (Spearman’s r = 0.37, P = 2.73e-16). In

addition, to establish whether the autistic trait surveys and Frith-Happé triangle

task were measuring a similar mentalizing construct, I tested whether people with

more autistic traits on the mentalizing subscale of the RAADS-14 also had lower

mentalizing efficiency on the Frith-Happé Triangle Task, which was also the case

(Spearman’s r = -0.11, P = 0.017).

2.3.4 A common computation for mentalizing and metacogni-

tion

Having conducted some reliability checks I next investigated the hypothesis of a

positive association between metacognitive efficiency and mentalizing efficiency

within the hierarchical meta-d’ model. When I examined the beta coefficient rep-

resenting the impact of mentalizing efficiency on metacognitive efficiency, the
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HDI was positive and did not encompass zero (hierarchical estimation: 95% HDI

[0.01, 0.09], with 99% of the sampled beta values being higher than zero (Pθ

(mentalizing > 0) = 0.99; Figure 2.5a) indicating a significant positive relation-

ship.

To confirm this effect while controlling for covariates of age, gender, IQ and

education, I used a linear regression model with the standardized log metacognitive

efficiency from a single-subject model as a dependent variable and mentalizing ef-

ficiency and these covariates as predictor variables. This approach again revealed a

positive relationship between mentalizing and metacognition (βmentalizing = 0.11, SE

= 0.54, t476 = 2.26, P = 0.02) and no effects of the covariates (P > 0.05), suggesting

that participants who were better at inferring the mental states and interactions on

the mentalizing task were also better at tracking their performance on the metacog-

nition task.

2.3.5 Using response times to inform explicit confidence

To investigate how mentalizing was related to metacognition, I next tested the hy-

pothesis that mentalizing is associated with a greater impact of response times on

confidence. Specifically, I estimated a hierarchical mixed-effects model predicting

trial-by-trial explicit confidence levels on the metacognition task from differences

in standardized log response times (logRT) and accuracy [error: -0.5, correct: 0.5]

(Equation 2.3), and asked whether this model provided a better fit when these pre-

dictors were allowed to vary as a function of the participants’ mentalizing efficiency

(Equation 2.4). A Likelihood Ratio Test indicated that this was the case (χ2(4) =

27.59, P = 1.51e-05) which was also confirmed by several goodness-of-fit indices

(log likelihood (LL): ∆LL = 13,∆AIC = -20, ∆BIC = 17 and ∆Deviance = -28),

suggesting a significant relationship between mentalizing and the computations un-

derpinning confidence formation.

I next asked how mentalizing modulated the construction of confidence by in-



2.3. Results 52

vestigating which predictor variables interacted with mentalizing efficiency. I found

that participants with better mentalizing efficiency reported lower overall confi-

dence in their own responses than participants with lower mentalizing efficiency

(hierarchical linear regression, main effect of mentalizing efficiency (main effect

of mentalizing efficiency: χ2(1) = 64.08, P = 0.01, β = -0.40, SE = 0.02). In ad-

dition, participants with higher scores of mentalizing efficiency scores modulated

their confidence ratings more on the basis of their response times than participants

with lower scores of mentalizing efficiency (interaction effect of logRT x mentaliz-

ing efficiency: χ2(1) = 21.92, P = 2.84e-06, β = -0.03, SE = 0.006; Figure 2.5b,

consistent with the idea that mentalizing facilitates metacognition by facilitating

self-inference on the basis of externally visible behavioural cues.

Figure 2.5: Mentalizing modulates computation of confidence. (a) Posterior distribution
over the regression coefficient relating mentalizing efficiency to metacognitive
efficiency. The dashed lines represent the 95% highest density interval (HDI).
Pθ indicates the probability that the posterior samples are greater than zero,
*** P < 0.01 in the frequentist linear model. (b) Confidence was negatively
related to response times (logRT). Trial-by-trial response times have a higher
impact on the estimated confidence of participants scoring above the median
of mentalizing efficiency scores (in turquoise) than participants scoring below
the median (in pink). Shaded area represents the Standard Deviation from the
Mean (±SDM).
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2.3.6 Exploring the relationship between metacognition and

autistic traits

Next, I addressed the second hypothesis of a negative association between metacog-

nitive efficiency and autistic traits in the general population, as assessed with the

AQ-10 [Allison et al., 2012] and the RAADS-14 questionnaires [Eriksson, 2013].

First, I evaluate whether participants with higher scores of autistic traits had lower

mentalizing efficiency, by conducting a linear regression model with mentalizing

efficiency as the dependent variable and autistic trait scores and the covariates (age,

gender, education, IQ) as predictor variables. I only found the expected negative re-

lationship between mentalizing efficiency and RAADS-14 scores (linear regression

model: βRAADS−14 = -0.002, SE = 0.0009, t476 = -2.21, P = 0.03) but not AQ-10

scores (linear regression model: βAQ10 = 0.006, SE = 0.004, t1.33, P = 0.19). This

unexpected finding, together with recent re-evaluations of the reliability of the AQ-

10 scale [Bertrams, 2021], and the greater developmental information captured by

the RAADS-14, led me to focus on RAADS-14 scores in the remainder of the anal-

yses.

Next, I asked whether compromised mentalizing efficiency in participants

with higher scores of autistic traits was associated with lower metacognitive effi-

ciency. To test this, I estimated the correlation between metacognitive efficiency

and RAADS-14 scores within a hierarchical regression model. The 95% HDI for

the coefficient of RAADS-14 scores was negative on average, ranging from [-0.057,

0.019], but encompassing zero (hierarchical estimation: Pθ (RAADS < 0 = 0.82). A

frequentist linear model that controlled for the covariates also confirmed that partic-

ipants with higher scores of autistic traits do not necessarily also have compromised

metacognitive efficiency (linear regression model: βRAADS14 = -0.0006, SE = 0.005,

t476 = -1.09, P = 0.28).

An alternative explanation hypothesis is that autistic traits as measured by the

RAADS-14 do not have a direct impact on the metacognitive efficiency score, but
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rather affect the construction of confidence. To examine this, I tested if my mixed-

effect hierarchical regression model better predicts trial-by-trial confidence levels

on the metacognition task when the predictors (accuracy, logRT and their interac-

tions) were allowed to vary as a function of differences in autistic traits. A Likeli-

hood Ratio Test indeed suggests that an interaction term on autistic traits improved

the fit of the model (χ2(4) = 14.52, P = 0.006) which was further confirmed by

several goodness-of-fit metrics (∆LL = 7, ∆BIC = -31, ∆AIC = 7 and ∆Deviance = -

15), indicating that the computation of confidence differs as a function of individual

differences in autistic traits.

I next asked in what way people with higher scores for autistic traits con-

structed their confidence differently, by testing which predictor variables interacted

with RAADS-14 scores. I found that participants with higher scores for autistic

traits reported lower confidence overall (hierarchical linear regression, main effect

of RAADS-14: χ2(1) = 4.86, P = 0.027, β = -0.008, SE = 0.004). In addition,

explicit confidence was more informed by logRT among participants with lower

scores for autistic traits than among participants with higher scores for autistic traits

(interaction effect of logRT x RAADS-14: χ2(1) = 6.46, P = 0.011, β = 0.004,

SE = 0.001). In Figure 2.6a I plot the extracted beta coefficients of the impact of

response times on confidence for participants scoring above and below the median

cut-off on autistic traits on error and correct trials separately, which shows that this

effect was driven by participants with higher autistic traits scores having a lower

impact of response times on error-trials than participants with lower autistic traits

(three-way interaction of logRT x RAADS-14 x accuracy: χ2(1) = 4.63, P = 0.031,

β = -0.003, SE = 0.001). Together these results suggest that participants with higher

autistic traits use response times less to infer they have committed an error than par-

ticipants with lower autistic trait scores.

These results suggest that compromised mentalizing efficiency may specifi-

cally affect the relationship between response times and confidence. To test this, I

asked if metacognitive and mentalizing efficiency were also positively correlated
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in the new sample. Pearson correlations revealed no significant correlation be-

tween metacognitive and mentalizing efficiency in the autistic group (Pearson’s r

= -0.043, P = 0.79) nor the comparison group (Pearson’s r = 0.206, P = 0.20)

separately, whereas I did find this positive correlation in the whole population of

chapter two [N = 477]. This suggests that a sample of N = 40 is insufficiently pow-

ered to reveal a correlation between metacognitive and mentalizing efficiency. In

support of this, when I took both sub-groups of the data in chapter three together,

the beta coefficient representing the impact of mentalizing efficiency on metacog-

nitive efficiency was positive and did not encompass zero (hierarchical estimation:

95% HDI [0.00, 0.196]), with 98.57% of the sampled beta values falling above

zero (Pθ (mentalizing>0) = 0.986; Figure 2.6a) indicating a significant positive rela-

tionship. In addition, a linear regression model that controlled for the covariates

confirmed a positive relationship between mentalizing and metacognition (frequen-

tist linear regression model: βmentalizing = 0.24, SE = 0.12, t63 = 2.00, P = 0.049;

Figure 2.6b) with no effects of the covariates (all P > 0.05). This suggests that in

both autistic and non-autistic people the ability for mentalizing positively predicts

the ability for metacognition.

Next, I asked whether specifically social (mentalizing and communicative)

aspects of the autistic phenotype, rather than non-social aspects, negatively im-

pact metacognition. In an exploratory analysis I estimated the correlation between

metacognitive efficiency and self-reported social skills social with hierarchical re-

gression models. This analysis revealed that participants with self-reported difficul-

ties in everyday types of social interaction, measured by the mentalizing and social

anxiety subscale of the RAADS-14 had lower metacognitive efficiency than partic-

ipants with better self-reported social skills (hierarchical estimation: HDI: [-0.07,

0.00], Pθ (socialskills<0) = 0.97; frequentist linear regression: β = -0.09, SE = 0.05,

t476 = -1.84, P = 0.067; Figure 2.7b). In contrast, the non-social sub-scale of the

RAADS-14 (sensory reactivity) was not associated with metacognitive efficiency

(hierarchical estimation: HDI: [-0.04, 0.04], Pθ(non−socialskills<0) = 0.43; frequen-
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Figure 2.6: Mentalizing and metacognitive efficiency are positively correlated when col-
lapsing across autistic and comparison participants. (a) Posterior distribu-
tion over the regression coefficient relating mentalizing efficiency to metacog-
nitive ability in both autistic [N = 40] and comparison [N = 40] participants.
The dashed lines represent the 95% highest density interval (HDI), Pθ indi-
cates the probability that the posterior samples are greater than zero, ** P <
0.01 in the frequentist linear model. (b) Metacognitive efficiency is positively
correlated with mentalizing efficiency when collapsing across autistic and com-
parison participants.

tist linear regression: β = -0.007, SE = 0.05, t476 = -1.14, P = 0.89; Figure 2.7c).

Together, these results suggest that self-reported social, but not non-social, autistic

traits are negatively associated with metacognitive efficiency.

2.3.7 Structural model of a meta-representational system

One caveat of testing metacognitive and mentalizing efficiency is that their metrics

are unavoidably prone to noise and measurement error. In the following analy-

ses, I tried to circumvent this by estimating a latent variable representing one com-

mon metacognitive faculty consisting of the shared covariance between metacog-

nitive and mentalizing efficiency and unexplained residual error. Using Structural

Equation Modelling I asked whether variability in this metacognitive faculty bet-

ter explains variability in social communication and understanding sub-scales than

metacognitive and mentalizing efficiency separately. For these analyses, I build

upon two proposed structural relationships of how access to social communication
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Figure 2.7: Autistic trait differences modulate metacognitive efficiency. (a) Standard-
ized beta coefficients of the impact of logRT on confidence from a hierarchical
mixed-effect regression model on error trials (red) and correct trials (blue) for
participants with high and low RAADS scores (above and below the median
cut-off, respectively). (b) Posterior estimates of the hierarchically estimated
beta coefficient relating the social subscale of RAADS-14 to metacognitive ef-
ficiency. c. Posterior estimates of the hierarchically estimated beta coefficient
relating the non-social subscale of RAADS-14 to metacognitive efficiency. The
dashed lines represent the 95% highest density intervals (HDI), Pθ indicates
the probability that the posterior samples are different from zero. Error bars
represent group means ± SEM, *P < 0.05 of the interaction-effect between
RAADS and logRT on confidence.

and autistic traits impact metacognitive ability [Carruthers, 2009]. The one mecha-

nism, two modes of access account describes that there is one meta-representational

system that uses social information about both what other people and oneself feel,

and that this system is compromised in autism Figure 2.8b. The two mechanisms

account describes autistic traits as two separate metacognitive and mentalizing fac-

ulties Figure 2.8c. Having this well-powered dataset at hand, I next wanted to

explore whether I could find empirical evidence for these distinct theories.

I structurally described the one Mechanism, two modes of access model (M1)

as one latent variable representing a meta-representational faculty that consists of

the shared variance between mentalizing efficiency, metacognitive efficiency, and

some unexplained residual error. Variance in this meta-representational faculty is a

predictor (modelled as a regression) of a latent variable of autistic traits, which is

described as the shared co-variance between AQ10 social communication sub-scale

scores, RAADS-14 mentalizing sub-scale scores and some unexplained residual.



2.3. Results 58

The Two Mechanisms model (M2), does not have a latent variable represent-

ing a meta-representational faculty. Instead, observed mentalizing efficiency and

metacognitive efficiency are each individual predictors (modelled as a regression)

on the same latent variable of autistic traits, which is again described as the shared

co-variance between AQ10 social communication sub-scale scores, RAADS14

mentalizing sub-scale scores and some unexplained residual.

It has been advised to report an absolute index of model fit [Hu and Bentler, ],

to compare the fit of the model against baseline model (a model in which all ob-

served variables are allowed to covary with all other variables). For both models,

the square-root of the difference between the Root Mean Square Error of Approxi-

mation (RMSEA) are well-below the crucial cutoff score at 0.08 (M1 = 0.049, 95%

CI = [0.000, 0.0947]; M2 = 0.000, 95% CI = [000, 0.08]). In addition, log likeli-

hood scores are higher for the fitted model than for the baseline model: ∆LLM1 = 5

and ∆LLM2 = 1, suggesting a good model fit. To test this directly, I conducted good-

ness of fit tests which test whether the observed data is significantly different from

data simulated on the basis of my model. This showed that the one mechanism, two

model of access model provided a good fit to my data (i.e., the model simulations

were not different from the observed data; χ2(4) = 8.19, P = 0.09, Standardized

Root Mean Square Residual [SRMR] = 0.037, Comparative Fit Index [CFI] = 0.9),

whereas the two mechanisms model did not provide a good fit to the data (i.e.,

the model simulations were statistically different from the observed data; χ2(7) =

79.90, P < 0.001, SRMR = 0.010, CFI = 1.00).

In line with the finding that M1 made accurate predictions of the data whereas

M2 did not, model comparisons consistently showed that the M1 model fitted the

data better than the M2 model (∆LL: -1841.96,∆BIC: 3663.28,∆AIC: 3671.91; Fig-

ure 2.8a). In Figure 2.8b I graphically visualize the one mechanism model and

its factor loadings. As expected, this model revealed a significantly negative cor-

relation between the meta-representational faculty (where higher values represent

a greater ability to take the perspectives of self and others) on a latent construct
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of autistic traits (β = -0.194, SEM = -.093, z = -2.07, P = 0.038). This suggests

that one meta-representational faculty that receives input from both metacognition

and mentalizing is negatively associated with autistic traits. In other words, access

to information about other people’s mental states sharpens a meta-representational

faculty that is involved in both understanding one’s own and other people’s mental

states.

Figure 2.8: Structural equation modelling a meta-representational faculty. (a) (a) Model
comparison of two proposed structural relationships between metacognition
and mentalizing on autistic traits (M1 and M2). The associated goodness-of-fit
estimates (AIC, BIC, LL) are indicated for each model and the difference be-
tween the models. Each of these estimates favor the M1 model. (b). Structural
overview of the one mechanism, two modes of access model, in which a latent
variable representing a meta-representational faculty loads negatively onto a
latent variable of autistic traits. (c). Structural overview of the two mecha-
nisms model, in which two latent variables, representing a metacognitive and
a mentalizing faculty, separately load onto a latent variable of autistic traits.
Factor loadings and ±SEM are standardized, *** P < 0.001, ** P < 0.01, * P
< 0.05

2.4 Discussion

In this study I used a model-based approach to show that mentalizing efficiency

is positively related to metacognition. In a general population sample of N = 477

participants I found that individuals who were better at self-reported social skills

and mentalizing could also more reliably track their own accuracy on a perceptual

discrimination task. By investigating the trial-by-trial computations of confidence, I

was able to investigate precisely how mentalizing relates to metacognition. Notably,

mentalizing efficiency was associated with a tighter coupling between response
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times and confidence, suggesting that mentalizing efficiency may facilitate infer-

ence on cues to self-performance. These findings suggest that processes involved

in inferring other people’s mental states may also facilitate self-directed metacog-

nition, and vice versa.

I quantified metacognition as the ability to reliably separate correct from

incorrect decisions with confidence ratings [Flavell, 1979, Fleming et al., 2010,

Rollwage et al., 2018, Rouault et al., 2018]. Several studies have suggested confi-

dence is ‘read out’ from how much reliable evidence has been seen, either during the

course of the decision itself [Kiani and Shadlen, 2009, Pleskac and Busemeyer, 2010]

or after an initial decision has been made (post-decisional evidence processing;

[Fleming et al., 2018, Resulaj et al., 2009, Talluri et al., 2018, van den Berg et al., 2016]).

Other studies suggest that response times also provide a behavioural cue to

confidence [Kiani et al., 2014, Patel et al., 2012]. How, then, might mentaliz-

ing play a role in confidence construction? Recent theories suggest that con-

fidence estimates reflect an inference about the state of the decider, informed

by behavioural and cognitive cues—suggesting a parallel between self- and

other evaluation [Carruthers, 2009, Fleming and Daw, 2017]. Indeed, evidence

strength [Pescetelli and Yeung, 2021] and response times [Patel et al., 2012] ap-

pear to be used similarly to infer both one’s own and others’ confidence.

However, isolating such metacognitive capacity requires tight control over the

evidence going into a decision, to avoid first-order performance and stim-

ulus factors confounding estimates of the confidence-accuracy correlation

[Masson and Rotello, 2009, Rahnev and Fleming, 2019]. Here, I used a staircase

procedure to control perceptual performance within a narrow range and used a

metric of metacognition that is unconfounded by both metacognitive bias Fig-

ure 2.1a) and first-order performance. In addition, I used a Bayesian inference

approach to estimate the impact of mentalizing efficiency on metacognitive abil-

ity within the same hierarchical model, which ensured that both within- and

between-subject variability are appropriately taken into account. These method-
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ological advances may explain why I found a more robust between-subjects

relationship between metacognition and mentalizing than reported previously

[Carpenter et al., 2019b, Nicholson et al., 2020, Nicholson et al., 2019].

This work goes beyond estimating correlations between metacognition and

mentalizing by revealing a potential mechanism through which mentalizing may

affect metacognitive processes. Specifically, I show that better mentalizing effi-

ciency is associated with a tighter coupling between response times and confidence.

Previous work has experimentally manipulated response times and found this to

have a causal effect on the construction of confidence: when response times are

manipulated to be faster, people are subsequently more likely to report being confi-

dent [Kiani et al., 2014, Palser et al., 2018]. The mentalizing-is-prior theory sug-

gests metacognition consists of a re-application of inferential processes used to

understand other people to understand our own mental states [Carruthers, 2009].

These findings are consistent with this view, showing that people with greater profi-

ciency in self-reported social skills and objectively measured mentalizing also had

better metacognitive efficiency. In addition, I found that mentalizing efficiency not

only correlated with overall metacognitive efficiency, but specifically with the abil-

ity to infer confidence from behavioural cues that would also be visible markers

of other people’s decision confidence in everyday situations. An important limita-

tion of the current study is that I cannot draw causal conclusions about how men-

talizing affects metacognition or vice-versa. Future longitudinal work is needed

to ask whether exposure to situations requiring mental state inference from be-

haviour causally affect the development of explicit metacognition. For example,

one possibility is that these effects are driven by a third factor that drives both

faster response times as well higher confidence ratings, such as choice cautious-

ness [Balsdon et al., 2020, Khalvati et al., 2021].

Albeit associations between metacognition or mentalizing and autistic traits

have been reported in isolation before, I here also explored the structural relation-

ship between both metrics. Inspired by work suggesting a meta-representational
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sharpening as a function of exposure to communication about mental states

[Carruthers, 2009], I directly compared how well two commonly proposed struc-

tural models of mentalizing and metacognition fitted my data. The “One Mech-

anism” model (M1) proposes that there is one meta-representational faculty with

distinct information channels (originating from the self in the case of metacog-

nition, or from others in the case of mentalizing) and a unique association with

socio-communicative spectrum phenotypes [Frith and Happé, 1999, Happé, 2003].

On the other hand, the “Two Mechanisms” model (M2) proposes that metacogni-

tion and mentalizing are two independent capacities, which each use distinct types

of information and have distinct behavioral effects [Nichols and Stich, 2003]. Us-

ing Structural Equation Modelling I was able to directly test whether, and how

well, these models could be supported empirically. I found that a model that rep-

resented metacognition and mentalizing as a common meta-representational fac-

ulty most parsimoniously explained the data. In this model, a metacognitive fac-

ulty (“MET” in Figure 2.8b) negatively loaded onto a latent variable representing

a socio-communication spectrum phenotype (“ASD” in Figure 2.8b), suggesting

that exposure to expressions of thought and feelings may selectively strengthen a

common, meta-representational system. Strikingly, the metacognitive faculty itself

was informed by both the ability to identify (“MCQ C” in Figure 2.8b and un-

derstand (“MCQ E” in Figure 2.8b) the mental states of others on the mentalizing

task to a greater extent than the ability to monitor one’s own mental states on the

metacognition task (“META” in Figure Figure 2.8b). This suggests, in line with

the mentalizing-is-prior view, that it is primarily an understanding of other people’s

mental states that drives this similar understanding in oneself. Because SEM can-

not make causal claims these results do not differentially favour the one mechanism,

two modes of access and the mentalizing-is-prior view. However, they do suggest

that these theories are more plausible than the two mechanisms theory, as the shared

covariance between mentalizing and metacognitive efficiency better predicts autistic

traits than both constructs entered separately. Given that making causal inferences

is not recommended with structural equation modelling [Bollen and Pearl, 2013] I
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could not directly compare the mentalizing-is-prior and metacognition-is-prior hy-

potheses [Carruthers, 2009]. Longitudinal studies that track the development of

both metacognition and mentalizing in children may be better suited for this type of

question.

The Frith-Happé triangle task has been extensively used in autistic populations,

both in controlled experimental settings [White et al., 2011, Wilson and Bishop, 2020,

Abell et al., 2000] as well as in online studies of the multiple-choice version

that was used in this experiment [Livingston et al., 2021]. The original task has

good test-retest reliability [Brewer et al., 2017]. However, such reliability analy-

ses have, to my knowledge, not yet been conducted on the online multiple-choice

version. Future work could address this, either by testing the same participants

at different time points, or by collecting different metrics of mentalizing effi-

ciency [Nicholson et al., 2020, Nicholson et al., 2019, Grainger et al., 2016b], such

as those afforded by game theoretic experimental designs [Hampton, 2008].

In summary, I here found a metacognitive benefit for participants with bet-

ter mentalizing efficiency. I further disentangled the mechanism of this effect by

showing that mentalizing efficiency is associated with a tighter coupling between

response times and confidence in errors. Participants with better social skills were

also better at reflecting upon their own performance. Together, these results sug-

gest that inferring other people’s mental states is related to the ability to evaluate

our own decisions. In contrast with my pre-registered expectations, I did not find a

negative correlation between metacognitive efficiency and autistic traits. This could

be caused by autistic traits in the general population not being pronounced enough

to engender differences in metacognitive efficiency. In the next chapter, I try to

circumvent this issue by testing a clinically diagnosed autistic group and an IQ,

gender, education and age-matched comparison group.



Chapter 3

Autism as a metacognitive condition

3.1 Introduction

Autism spectrum condition (ASC) is a neurodevelopmental condition that is, in

part, characterised by social communication difficulties, repetitive behaviours

and/or restricted interests [American Psychological Association, 2013]. Autis-

tic people (or ‘people on the autism spectrum’; [Kenny et al., 2016]) were

coined to suffer from general ‘mindblindness’ in 1985 [Baron-Cohen et al., 1985,

Baron-Cohen et al., 1986, Happé, 1994, Happé, 2003], but, since then, only a hand-

ful of studies have extended the study of mentalizing in autism to that of metacogni-

tive efficiency about one’s own behaviour and mental states [Carpenter et al., 2019b,

Grainger et al., 2016a, Nicholson et al., 2019, Nicholson et al., 2020, Williams et al., 2018,

Wojcik et al., 2013]. Some of these studies [Grainger et al., 2016a, Nicholson et al., 2020,

Williams et al., 2018] but not others [Carpenter et al., 2019b, Wojcik et al., 2013],

found that mentalizing and metacognitive efficiency were commensurately com-

promised in ASC.

In the previous chapter, I found that metacognitive and mentalizing abilities

are related, potentially by affecting the extent to which response times modu-

late confidence. Against my prediction, I did not find a statistically significant

negative correlation between autistic traits and metacognitive efficiency. One ex-
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planation for the null result is that the variation in autistic traits was not pro-

nounced enough in my general population sample to allow estimation of the

relationship. Another explanation is that metacognitive efficiency in autism is

may not be worse on average but rather more extreme (both extremely strong

and weak; [Pariser, 1981, Shields-Wolfe and Gallagher, 1992])—leading to greater

variance in estimates of metacognitive efficiency in participants with more autis-

tic traits. It could be that some participants with higher scores of autistic traits

still achieved a reliable level of confidence, albeit by relying on alternative, per-

haps more cognitively demanding, processes to compensate for metacognitive

difficulties [Livingston et al., 2019a, Livingston et al., 2019b]. This may explain

why, despite finding no association between autistic traits and metacognitive ef-

ficiency, I consistently found participants that scored higher on autistic traits to

engage in distinct constructions of confidence than comparison participants. A

final explanation is that metacognitive efficiency is not associated with the com-

plete spectrum of autistic traits, but only with those traits that affect communica-

tive and social abilities in autism. Autism encompasses both social and non-social

symptoms, which are genetically [Robinson et al., 2016, St Pourcain et al., 2018,

St Pourcain et al., 2014, Warrier et al., 2019] and behaviorally [Howlin et al., 2004,

Howlin et al., 2013, Moss et al., 2017] dissociable. It could be that metacognitive

problems in autism are restricted to individuals that have selective difficulties with

social, but not non-social, autistic phenotypes.

In this chapter, I investigate whether metacognitive efficiency differs between

autistic and typically developing participants and whether mentalizing and metacog-

nitive abilities is commensurately compromised in autistic people. Following my

pre-registered methods and hypotheses, I recruit forty participants between 18 and

50 years old with a self-reported diagnosis of ASC by a health care professional,

on the same experimental task that was used in chapter two. To pre-empt my re-

sults, when I compare a group of diagnosed autistic and comparison participants, I

indeed found that metacognitive efficiency was lower in the autistic group than in

the comparison group. In addition, I replicated the result of chapter two that autistic

https://accounts.osf.io/login?service=https://osf.io/vgy7a/
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participants relied less on their response times to infer confidence on error trials

than on correct trials, indicating that mentalizing difficulties in this condition may

generalize to difficulties with metacognition.

3.2 Methods

3.2.1 Participants

This study was approved by the Research Ethics Office of King’s College London

[HR-19/20-17704]. I recruited N = 43 autistic participants via the research charity

Autistica (www.autistica.org.uk). Interested participants first completed an online

pre-screening questionnaire that included questions about mental health and demo-

graphics. Participants that met the inclusion criteria (i.e., aged between 18 and 50

years old and a self-reported disorder by a health professional) were sent a link to

the online experiment that could be accessed with a desktop computer or laptop (no

tablets or smartphones). Exclusion criteria were the same as in chapter two. Three

participants were excluded: one participant performed below the a priori accuracy

cut-off and two participants performed above the a priori accuracy cut-off. This

resulted in the exclusion of N = 3 participants (7.5% of the total sample, which

is consistent with chapter two), leaving data from N=40 participants for analysis

(37 female, mean age: 37.90, SEM = 1.59 years). All participants gave informed

consent before experiment onset.

To obtain an equal number of comparison participants I re-analysed the dataset

of chapter two that included the same task and questionnaire battery. This dataset

consisted of N = 477 English-speaking participants from the general population

(198 female, mean age: 28.73 ± 0.52 years). Data on mental health conditions was

not collected. To ensure that the participants selected from this former dataset pro-

vided a comparison group with low autistic traits, I first reduced the dataset to N =

97 participants scoring in the lowest 50% of the RAADS-14 and AQ-10 responses
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(a score lower than 16 and 5, respectively, which is more stringent than the recom-

mended clinical cut-off score; [Ashwood et al., 2016, Eriksson et al., 2013]). Next,

to ensure the groups were well-matched on other characteristics, for each included

autistic participant I manually selected a comparison participant of similar gender

(a high proportion of females in the autism group meant that it was not possible to

find a 1:1 gender match for 3 participants); who was within ±5 years from the target

age; ±2 levels from the target education; and ±5 ICAR points from the target fluid

intelligence level. These criteria were identified after initial exploration indicated

they provided sufficient flexibility to provide a reasonable match between the two

groups on all relevant dimensions. Importantly, participant selection was carried

out prior to hypothesis testing.

3.2.2 Experimental paradigm

The experimental procedure was exactly the same as in chapter two.

3.2.3 Statistics

Statistical inference was conducted similarly to analysis of chapter two. To inves-

tigate if metacognitive efficiency was different between the autism and comparison

group, I fitted a linear model with Mratio from a single-subject fit as dependent vari-

able, clinical group [autism: -0.5, comparison: 0.5] and the covariates (standardized

age, IQ, gender [-1: female, 1: male] and education (edu) [1: no education, 2: high

school or equivalent, 3: some college, 4: BSc, 5: MSc, 6: doctoral]) as independent

variables:

log(Mratio)s ∼ β0 +β1groups+

β2ages +β3IQs +β4genders +β5edus + εs

(3.1)

I also conducted hierarchical regressions using the HMeta-d toolbox in which

Mratio in the autism and comparison groups were estimated in separate models that
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controlled for the following covariates:

log(Mratio)s ∼ β0 +β1ages+

β2IQs +β3genders +β4edus + εs

where s = 1, autistic participants

(3.2)

log(Mratio)s ∼ β0 +β1ages+

β2IQs +β3genders +β4edus + εs

where s = 1, comparison participants

(3.3)

To assess significance I computed the probability Pθ of overlap between the

HDI posterior distribution of Mratio in the autism and comparison group:

Pθ (Mratioautism < Mratiocomparison) (3.4)

To assess whether the effect of logRT on confidence was different for autistic

and comparison participants, I conducted hierarchical mixed-effect regression mod-

els using the “lme4” package in R (version 1.2.5033) similar to the method used

in chapter two, but now using a dummy variable denoting clinical group (group

[autism: -0.5, comparison: 0.5]) instead of continuous autistic trait scores. To visu-

alize the direction of significant effects I obtained the beta-coefficients of logRT on

confidence for each clinical group and on error and correct trials, separately:

con f acc/group ∼ β0 +β1logRTs +β2genders+

β3edus +β4IQs +β5ages + ε

(3.5)
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Table 3.1: Table 3.1. Demographic differences between participant groups. Group
mean and standard error from the mean is given for age in years, % fe-
male, a proxy of IQ derived from the International Cognitive Ability Resource
[Condon and Revelle, 2014] and education [1: no education, 2: high school or
equivalent, 3: some college, 4: BSc, 5: MSc, 6: Doctoral]. All comparisons are
non-significant for independent samples t-test contrasts between groups (assum-
ing equal variances).

Demographic ASD Comparison
age 37.90 ± 1.59 35.50 ± 2.10
female (%) 93 85
IQ 9.36 ± 0.54 7.90 ± 0.52
education 4.00 ± 0.06 3.92 ± 0.19

3.3 Results

3.3.1 Performance and validation checks

As a result of the selection procedure described in Methods, age (Mautism = 37.90

(SE = 1.59), Mcomparison = 35.50 (SE = 2.10), independent samples t-test, t78 = 0.90,

P = 0.37), gender (Mautism = 93%, Mcomparison = 85%, independent samples t-test,

t78 = 1.07, P = 0.29), education (Mautism = 4.00 (SE = 0.06), Mcomparison = 3.92 (SE

= 0.19), independent samples t-test, t78 = 0.25, P = 0.80) and IQ scores (Mautism = 9

(SE = 0.54), Mcomparison = 7.90 (SE = 0.52), independent samples t-test, t76 = 1.45,

P = 0.15), were not statistically different between the autism and comparison group

(see Table 3.1).

Next, I conduct some validation checks on the metacognitive and mentalizing

metrics. The main variables of interest were normally distributed and visually sim-

ilar to the results in chapter two: first order performance (M = 74.34% ± 0.006; W

= 0.98, P = 0.12; Figure 3.1a) and Mratio (M = 0.653 ± 0.045; W = 0.987, P =

0.60; Figure 3.1b). As a result of the calibration procedure, first order performance

was not statistically different between the autism (M = 0.75 ± 0.01) and comparison

groups (M = 0.74 ± 0.008; equal variances: P = 0.73, K = 0.15; independent sam-

ples t-test, t78 = 0.519, 95% CI = [-0.019, 0.032], P = 0.61; Figure 3.1c). Finally,

I averaged the log of response times (logRT) across trials of the metacognition task
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for each subject and plotted the distribution in Figure 3.1d). Average logRT in the

autism group (M= -7.39e-17 ± 6.05e-17) and in the comparison group (M= -2.59e-

17 ± 6.17e-17) were not statistically different (t71 = 0.49, 95% CI = [-2.43, 1.47], P

= 0.63).

Figure 3.1: Choice accuracy on the metacognition task. a. Histogram distribution of
choice accuracy on the metacognition task in the group as a whole (N=80). b.
Histogram distribution of metacognitive efficiency (meta-d’/d’) on the metacog-
nition task in the group as a whole (N=80). c. Average choice accuracy
was matched for autism (N=40) and comparison participants (N=40) on the
metacognition task. Error bars represent group mean ± SEM. d. Histogram
distribution of the log of standardized response times (logRT) on the metacog-
nition task in the group as a whole (N=80).

I again sought to ensure key variables related to metacognition and mentalizing

were independent of first order perceptual task performance. Staircase variability,

the ratio of the standard deviation and the mean dot difference, was not correlated

with mentalizing efficiency (rs78 = -0.044, P = 0.71; Figure 3.2a) and was not sta-

tistically different between groups (95% CI = [-0.036, 0.026], t78 = -0.31, P = 0.756;

Figure 3.2b). In addition, staircase variability was not correlated with metacogni-

tive efficiency (rs78 = 0.031, P = 0.782; Figure 3.2c). Perceptual sensitivity (d’)

was not correlated with mentalizing efficiency (rs78 = 0.011, P = 0.924; Figure

3.2d) and was not statistically different between groups (95% CI = [-0.083, 0.309],
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t78 = 1.15, P = 0.253; Figure 3.2d).

Figure 3.2: Correlations between the main variables of interest. a. Mentalizing efficiency
and staircase variability in the sample as a whole (N=80) were not correlated.
b. Staircase variability was not different between the autism (N=40) and com-
parison groups (N=40). c. Metacognitive efficiency (meta-d’/d’) and staircase
variability in the sample as a whole (N=80) were not correlated. d. Men-
talizing efficiency and perceptual ability (d’) in the sample as a whole were
not correlated. e.Perceptual ability (d’) was not statistically different between
autism (N=40) and comparison participants (N=40). Error bars represent the
group means ± SEM.

3.3.2 Posterior predictive checks

Finally, I asked whether the two HMeta-d models were reliable by means of con-

vergence checks and posterior predictive checks. The hierarchical regression model

converged well, indicated by the Gelman-Rubic statistics (R̂Mratio=1.0001 and plot-

ted chains in Figure 3.3a). In addition, posterior predictive plots recaptured key

patterns of the participants’ confidence responses correctly Figure 3.3b). The same

was true for separate model fits to the comparison group (R̂Mratio=1.0014; Figure

3.3c) and autism group (R̂Mratio=1.002; Figure 3.3d).
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Figure 3.3: Posterior predictive checks on HMeta-d fits. a. MCMC chains for parameter
meta-d’/d’ (metacognitive efficiency) from the hierarchical regression model on
autistic participants (N = 40) c. and for comparison participants (N = 40). b.
Observed and model estimates for the Type II ROC curves for leftward (S1) and
rightward (S2) responses from the hierarchical regression model are plotted for
autistic participants (N = 40) d. and for comparison participants (N = 40).
Error bars represent the mean ± standard error of the mean.

3.3.3 Autism as a metacognitive condition

Having shown that the two groups were matched in terms of demographics and

general cognitive ability, I next asked if autistic participants had lower mentalizing

efficiency than comparison participants by testing a linear regression model with

mentalizing efficiency as independent variable and clinical group [autism: -0.5,

comparison: 0.5] and the covariates (age, gender, IQ and education) as predictor

variables. When I do this, I find that mentalizing efficiency was indeed lower for

autistic participants than comparison participants, but not significantly so (linear

regression: βgroup = -0.43 (0.25), t68 = -1.72, P = 0.089).

Next, I use a similar linear regression model to test if the autism group had

lower metacognitive efficiency than the comparison group. In line with my pre-

registered hypotheses, this indeed revealed significantly lower metacognitive ef-

ficiency in autistic participants than in comparison participants (linear regression

model: βgroup = -0.60 (0.25), t63 = -2.46, P = 0.016; Figure 3.4a) with no effects
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of the covariates. I next estimated metacognitive efficiency within a hierarchical

model fitted to each group separately, while accounting for the effects of IQ, age,

gender, education. The 95% HDI is lower for the autism group than for the com-

parison group. When I do this, the HDI of metacognitive efficiency in the autism

group (HDI [0.92, 0.55]) was quantitatively lower than that of the comparison group

(HDI [0.84, 0.52]) in 78% of the samples Pθ(ASD < comparison)= 0.78; Figure 3.4b),

although did not reach significance at the classical 95% threshold. Taken together,

these analyses provide some evidence in support of my pre-registered hypothesis of

lower metacognitive efficiency in autism.

Finally, building upon a hierarchical mixed-effect regression model of trial-

by-trial predictions of confidence on the metacognition task, I next tested whether

the model could better predict confidence levels when the predictors (Equation

2.4), were allowed to vary as a function of whether the subject was autistic or not

(Equation 2.5). A likelihood ratio test indicated that this was the case (χ2(4) =

966.46, P < 2.20e-16) which was further strongly confirmed by goodness-of-fit in-

dices (∆LL = -484, ∆AIC = 958, ∆BIC = 929 and ∆Deviance = 966), supporting the

prediction that confidence formation in autistic participants is qualitatively distinct

to comparison participants.

Consistent with the results of Experiment 1 I found that autistic participants

report lower confidence than comparison participants in general (hierarchical re-

gression model, main effect of group: χ2(1)=768.50, P < 2.0e-16, β=0.82, SE =

0.03). Autistic participants show a marginally lower impact of response times in

error trials than comparison participants (three-way interaction logRT x group x ac-

curacy: χ2(1) = 3.086,P = 0.060, β = 0.10, SE = 0.06). In Figure 3.4c I plot the

impact of response times on confidence on error and correct trials separately, which

shows that the negative impact of RT on confidence was less negative in autistic

participants than in comparison participants, suggesting a weaker influence on re-

sponse times on confidence in error trials.
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Figure 3.4: Differences in metacognitive efficiency and confidence formation in autism.
a. Metacognitive efficiency estimated from a single-subject Bayesian model fit
is significantly lower in the autism group (N=40) than in the comparison group
(N=40). Error bars represent group mean ± SEM. b. Posterior estimates of
metacognitive efficiency from independent group model fits (autism in purple,
controls in orange) where the dashed lines represent the highest density inter-
vals (HDI) and Pθ represents the probability that the HDI of the autism group is
lower than the HDI of the comparison group. c. Impact of logRT on confidence
on error and correct trials for autism and comparison participants. Error bars
represent group means ± SEM.

3.4 Discussion

In this chapter, I leveraged a model-based approach to examine the interplay be-

tween metacognitive efficiency and mentalizing efficiency in autism. Using hier-

archical regression models I found that metacognitive efficiency is compromised

in autism, and reveal a weaker association between response times and confi-

dence in autistic deciders in contrast to matched controls. These results are

in line with some earlier findings that metacognition is compromised in autism

[Grainger et al., 2016a, Nicholson et al., 2020, Williams et al., 2018] but not with

other studies [Carpenter et al., 2019b, Wojcik et al., 2013]. This inconsistency may

be driven by metacognitive metrics being confounded by differences in first-

order ability, such as choice accuracy and confidence [Fleming and Lau, 2014,

Masson and Rotello, 2009]. This confound is particularly pertinent to the question

at hand, as perceptual sensitivity and confidence may vary across autistic and com-

parison populations [Milne et al., 2002, McMahon et al., 2016, Zalla et al., 2015].
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It could be, for example, that previous estimates of metacognitive efficiency in the

autism group were higher because of a general tendency for under-confidence in

the autism group. By using a signal detection framework to calculate metacog-

nition [Maniscalco and Lau, 2012, Maniscalco and Lau, 2014] I ensured that such

confounds could not have affected these current results. The hierarchical inference

technique used here to estimate metacognitive efficiency further has as benefit that it

takes into account both within- and between subject variability. This is relevant, as

autistic people have been reported to have greater variation in their cognitive abili-

ties [Joseph et al., 2002, Doyle, 2020]. Indeed, I found that autistic participants had

marginally higher variance in their metacognitive profile than comparison partici-

pants (KS = 0.275, P = 0.079; Figure 3.4a).

Even though this study went above and beyond to ensure a metric of metacog-

nitive efficiency was isolated from differences in first-order performance, the cur-

rent approach still leaves open the possibility that the used metric of mentalizing

efficiency was not tested in a fully controlled manner. It could be, for example, that

the ability to learn stimulus response associations have confounded my used metric

of mentalizing efficiency [Livingston et al., 2019b]. I here tried to circumvent this

potential artefact by using participants’ responses to questions about the feelings of

the figures, which cannot easily be learnt, and by relying on a multiple-choice de-

sign rather than an open response, which is less confounded by differences in verbal

fluency [White et al., 2011]. Future studies should go beyond these steps and de-

velop computational and empirical methods to separate mentalizing efficiency from

first-order cognition, as has been done in the measurement of metacognitive effi-

ciency.

Another limitation of this study is that of domain-generality. There is rea-

son to believe that metacognitive efficiency measured from perceptual decision-

making is similar to metacognitive efficiency measured in other domains, such

as from mnemonic or numerical decision-making tasks [Bronfman et al., 2015,

Talluri et al., 2018, van der Plas et al., 2022]. However, other studies found selec-
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tive differences in perceptual metacognition between groups, in the absence of

differences in memory metacognition [Fleming and Lau, 2014]. The possibility of

dissociations between domains suggests an unlikely, albeit possible, chance that

mentalizing efficiency is only related to metacognitive efficiency when the latter is

measured in the context of a perceptual task. Future studies should test the interplay

between metacognition and mentalizing across a wider range of cognitive domains.

The current results indicate that autism may be considered a condition that

is characterized by difficulties with both metacognition and mentalizing, which

is in line with the classical notion of autism constituting a general form of

‘mind blindness’ [Happé, 1994, Happé, 2003, Baron-Cohen et al., 1985]. Even

if this notion has mostly been supported with findings of mentalizing diffi-

culties in autism [Livingston et al., 2019b, White et al., 2011, White et al., 2009,

Baron-Cohen, 1992, Abell et al., 2000], more recent work has also started to inves-

tigate metacognitive efficiency in autism [Nicholson et al., 2020, Nicholson et al., 2019,

Carpenter et al., 2019b]. This avenue of new research may be particularly impor-

tant, given that new work is highlighting the relevance of metacognitive processes

on a variety of other cognitive processes.

In highly controlled, experimental paradigms where the underlying ex-

perimental structure is consistent and predictive conditions being primarily

metacognitive in nature may often go unnoticed, as has been reported in

the case of autism [Livingston et al., 2019b]. A metacognitive explanation of

autism may explain why everyday decision-making scenarios seem more com-

promised in autism that would be expected on the basis of autistic people’s

performance on structured tasks [Geurts et al., 2020, Luke et al., 2012], and

why decision-making difficulties in autism are more pronounced at, or lim-

ited to, the explicit (verbal) level, such as the way in which choice prefer-

ences are reflected upon or evaluated, but much less to the (implicit) process

of deciding [Chantiluke et al., 2015, D’Cruz et al., 2016, Johnson et al., 2006,
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Larson et al., 2011, McPartland et al., 2012, Solomon et al., 2015]. Everyday in-

stances of (social) decision-making are ambiguous and convoluted, and often pro-

vide unreliable feedback or information [Jänsch and Hare, 2014, Robic et al., 2015]

and, thus, rely to a greater extent on metacognition than lab-based tasks. These re-

sults suggest that it is exactly this feature of everyday decision-making that autistic

people struggle most with. These results are in line with those of a recent literature

review [Van der Plas, Mason et al., 2022], and predict that metacognitive difficulties

in autism may explain some of the real everyday struggles autistic people face with

decision-making [Koren et al., 2006, Livingston et al., 2019b].

In summary, in this chapter I show that metacognitive efficiency in compro-

mised in autism. Specifically, I show that the metacognitive difficulties in autism

may be driven by a lower association between response times and confidence in

autistic deciders in contrast to age, gender, IQ and education matched comparisons.

In the General Discussion I will review these results in light of the mentalizing-is-

prior hypothesis.



Chapter 4

Cultural contributions to

metacognition

4.1 Introduction

In the general introduction I argued that aspects of explicit metacognition may

be culturally acquired and determined by the extent to which cultures place

emphasis on discussing and understanding the mental states of self and other

[Cleeremans et al., 2020, Heyes et al., 2020, Heyes and Frith, 2014]. In other

words, just as children learn to understand the meaning of written words from

teachers and parents, children who grow up in cultures where working together is

the norm may develop a stronger awareness of their own and others’ mental states.

A key implication of this cultural origins hypothesis is that metacognition

should be subject to cultural variation to the extent that there are cultural differences

in social collaboration and integration. Specifically, the supra-personal functions of

metacognition–accurate communication and broadcast of private mental states to

others–should have benefits not only to the owner of those skills, but also to other

members of the social group with whom they make decisions and coordinate action.

Consequently, it is in the interests of a person with enhanced metacognitive skills

to teach those skills, deliberately or inadvertently, to others in the group. The re-
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quirement to do so is presumably stronger in more socially integrated groups, such

as cultures where collaboration and shared goals are more common. The cultural

origins hypothesis suggests that these slight differences in the importance of com-

munication may have a downstream impact on objectively measured metacognitive

abilities (the alignment between confidence and performance).

A rich source of potential cross-cultural differences in social integration has

been documented in studies comparing China with the West. Chinese populations

are more likely to pay attention to and conform to others’ opinions than UK or

US populations [Korn et al., 2014, Mesoudi et al., 2015, Oeberst and Wu, 2015];

are thought to be more interdependent than independent in thinking styles

[Singelis, 1994]; and be more collectivist in emphasizing harmony with others than

Western countries [Hofstede, 2011, Markus and Kitayama, 2010, Weber, 1905].

However, whether cultural background similarly affects explicit metacognition re-

mains unknown. Here, by applying recently developed psychophysical tools for

isolating and quantifying the capacity for explicit metacognition about simple deci-

sions, I seek to evaluate this hypothesis.

Previous cross-cultural studies of metacognition have focused on quantify-

ing differences in subjective estimates of confidence. For example, a typical

study might ask subjects general knowledge questions such as “Which one is fur-

ther north: New York or London?” after which participants indicate their confi-

dence that the decision was correct. Such studies have found that Chinese pop-

ulations report higher confidence than US or UK populations [Moore et al., 2018,

Yates et al., 1998, Yates et al., 1989]. It is important to note, however, that aver-

age confidence is only one facet of metacognition, known as metacognitive bias,

and can vary independently of metacognitive sensitivity, the ability to discriminate

between correct and error trials using confidence ratings [Fleming and Lau, 2014,

Maniscalco and Lau, 2012, Maniscalco and Lau, 2014]. In other words, a highly

confident person may still realize when they are wrong, and rate lower confi-

dence accordingly—thus demonstrating good metacognitive sensitivity. This ca-
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pacity for metacognitive sensitivity, rather than idiosyncrasies in metacognitive

bias, is also likely to be the key variable for effective collaboration with others

[Bahrami et al., 2010, Fusaroli et al., 2012].

Two previous studies have quantified cross-cultural differences in both

metacognitive bias and sensitivity. Yates and colleagues found that, despite a

heightened (overconfident) metacognitive bias, metacognitive sensitivity was also

higher in Chinese than US populations, as measured by probability judgment

discrimination scores [Yates et al., 1989]. Another study also found heightened

metacognitive bias in Chinese people living in Taiwan in comparison to Japanese

and American populations, but inconsistent effects on metacognitive sensitivity

[Yates et al., 1998]. However, in both of these studies, first-order performance

(judgment accuracy) was left free to vary across a wide range, and differences in

metacognitive sensitivity could be confounded by group differences in accuracy

[Fleming and Lau, 2014]. This is an important limitation, given that metacognitive

sensitivity is affected by choice accuracy—people tend to discriminate better be-

tween their errors and correct decisions when the task at hand is easier. Moreover,

both of these studies looked at associations between average confidence and aver-

age accuracy collapsed over groups of trials. Much less is known about cultural

differences in the computational processes that give rise to subjective confidence

judgments. For instance, recent work in this area characterized how evidence

accumulation may continue for a short time after the choice, supporting endoge-

nous error monitoring [Murphy et al., 2015, Rabbitt, 1966] and changes of mind

[Resulaj et al., 2009, van den Berg et al., 2016]. More recently this line of work

has been extended to ask how exogenous evidence presented after an initial choice

may lead to later changes of mind. In these tasks, participants first make a judg-

ment based on some evidence (e.g., an estimation of the direction of a random-dot

motion display), after which they are presented with new evidence (e.g., addi-

tional motion) and are asked to make a final judgment. The general finding is

that people tend to update their final judgment after seeing the new evidence and

that this updating is stronger when the new evidence is more reliable or stronger
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[Bronfman et al., 2015, Fleming et al., 2018], or when the new evidence confirms

the initial judgment (known as ‘confirmation bias’; [Talluri et al., 2018]). Given

the central role that post-decision processing plays in promoting openness to oth-

ers’ (conflicting) viewpoints [Schulz et al., 2020, Rollwage et al., 2018], it could be

that cultural norms of harmony and collaboration selectively impact metacognition

through shaping the processing of post-decision evidence. This hypothesis selec-

tively predicts modulations in the computational processes that update confidence

estimates based on new evidence. One interesting prediction of the cultural ori-

gins hypothesis of metacognition is that any cultural difference should be relatively

domain-general, because the skills that are being acquired are metacognitive in na-

ture rather than how to handle a particular type of information [Heyes et al., 2020].

By leveraging frameworks derived from psychophysics and signal detection

theory, it has now become possible to isolate precisely metrics of metacognitive

efficiency in laboratory tasks from the extent to which subjects recognize their mis-

takes by adjusting their sensitivity to new evidence [Maniscalco and Lau, 2012,

Galvin et al., 2003, Maniscalco and Lau, 2012]. Building upon these recent

methodological advances [Fleming and Dolan, 2012, Fleming and Lau, 2014,

Frith and Frith, 2012, Yeung and Summerfield, 2012] I sought to provide an initial

assessment of whether metacognitive processes engaged in processing post-decision

evidence differ between individuals drawn from distinct Northern European and

Chinese cultural milieus. In a post-decision evidence task, new information about

the stimulus is given after an initial decision, but before the confidence estimate

[Fleming et al., 2018]. Intuitively, this new evidence allows individuals to update

their belief in the accuracy of their initial choice—providing an empirical win-

dow into the process of confidence formation. Given that confidence estimates are

thought to generally involve some form of post-decision evidence (reflective) pro-

cessing [Navajas et al., 2016], exogenously manipulating post-decision evidence

provides good experimental control over this process [Rollwage et al., 2018].

After an initial perceptual decision about the direction of a patch of randomly
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moving dots (left versus right), participants were shown additional (post-decision)

evidence and asked to rate their confidence that the initial decision was correct. Us-

ing a calibration procedure, I selected stimuli of similar perceptual strength across

individuals and sites to match first-order task difficulty, such that any difference in

metacognition between cultures was unrelated to the first-order performance. To

ensure well matched samples, I compare the profiles of confidence judgments in

Chinese and British samples matched for occupation (full-time students at Peking

University, PKU, and University College London in the UK), age, gender, income

and IQ. I only recruited Chinese/British citizens that had at least one parent that

was born and raised in mainland China/Britain and had not lived more than one

year abroad.

The results show that the sample with a Chinese cultural background showed

distinct metacognitive profiles when compared to those from the British cultural mi-

lieu. Specifically, they showed a heightened sensitivity to post-decisional evidence,

leading them to (correctly) change their minds more about errors compared to those

from the UK. Taken together, these results reveal heightened metacognitive sensitiv-

ity and post-decisional processing in samples from the Chinese cultural background

in the absence of differences in first-order perceptual performance, consistent with

the hypothesis that cultural variation contributes to metacognition.

4.2 Methods

4.2.1 Participants

I recruited N = 83 participants at both Peking University (PKU) in Beijing, China

and University College London (UCL) in London, UK (Table 4.1). I did not con-

duct statistical tests to predetermine the sample size, as the effect size for a potential

cultural difference was unknown. Instead, I used a sample size similar to those used

in previous publications using the same paradigm [Fleming et al., 2018]. At both

sites the experiment was advertised via an online platform and flyers on campus,
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from which I recruited participants that were: (1) full-time students at PKU/UCL;

(2) Chinese/British citizens; (3) had at least one parent that was born and raised in

mainland China/Britain; and (4) had not lived more than one year abroad. All par-

ticipants had normal or corrected-to-normal vision and no history of neurological or

psychiatric illness. Instructions, advertisements and questionnaires in English were

translated to Mandarin Chinese and then back translated by an independent transla-

tor. The study was approved by the University College London Ethics Committee

(1260/003) and by the Ethics Committee of School of Psychological and Cognitive

Science at Peking University. All participants gave written informed consent before

taking part in the experiment.

Exclusion criteria were defined a priori and are the same as the exclusion

criteria employed by several previous papers using the same or similar tasks

[Rollwage et al., 2018, Fleming et al., 2018]. Two participants were excluded from

the PKU dataset: one participant did not follow task instructions and one participant

performed below an a priori accuracy cut-off threshold (i.e., less than 60% accu-

racy). Three participants were excluded from the UCL dataset: one participant was

found not to have met the recruitment criteria after data collection (not a full-time

student), one participant lacked variability in their confidence ratings (881/900 trials

were rated as 100% confident) and one participant performed below the accuracy

cut-off threshold of 60%. This resulted in the analysis of thirty-nine participants

per site (N = 78 participants in total of which 39 females, mean age: 22.63 ± 0.33

years). All key site differences reported in the Results section remained significant

after I re-introduced these participants.

In addition, I re-analyzed an original dataset [Fleming et al., 2018] which was

collected as the first part of a two-day study at New York University (NYU). This

dataset consisted of N = 25 participants (14 female, mean age: 24.0 ± 0.72 years)

but information on the cultural background of the sample was not collected, thus I

cannot be sure that these participants formed an adequate comparison group. The

NYU recruitment was approved by NYU’s University Committee on Activities In-
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volving Human Subjects and all participants provided written consent before taking

part in the experiment.

4.2.2 Experimental paradigm

The experiment was programmed in Matlab 2014b (MathWorks) using Psychtool-

box (version 3.0.12) and presented on a desktop monitor at approximately 45 cen-

timetres viewing distance. Stimuli were random dot kinematograms (RDKs): 30

moving dots (0.12 diameter) that appeared in a 7 diameter circular white aperture

for 300 milliseconds. The movement of the dots was generated by replotting the

dots every three video frames, with a subset moving horizontally to either the left or

the right and the remainder moving in a random direction. The subset that moved

in the coherent direction was manipulated across conditions as giving rise to weak,

medium or strong evidence strength. To ensure that these conditions were percep-

tually equivalent across participants, I performed a calibration procedure in which

I estimated each participants’ psychometric function for a broad range of evidence

strength levels and then selected the three evidence strength levels that were associ-

ated with three pre-specified levels of accuracy (weak = 60%, medium = 75% and

strong = 90%).

On the psychophysical task, participants were shown 900 samples of evidence

(RDK stimuli, pre-decision evidence) with variable evidence strength and were

asked to judge the direction of dot movement (left or right). Participants indicated

their choice by pressing a keyboard button [left: 1; right: 2] within 1,500 ms. After

the choice, participants were shown “bonus” post-decision evidence where the dots

moved in the same direction but with variable evidence strength (weak, medium,

strong). In total, there were thus nine experimental conditions in a 3 (three pre-

decision evidence strength levels) x 3 (three post-evidence strength levels) factorial

design; Figure 4.2a). At the end of every trial, participants were asked to rate their

confidence that the initial judgment was correct on a scale ranging from 0 to 100%.

Participants indicated their response by selecting a point on the scale with the mouse
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cursor within 3,000 ms. I implemented a Quadratic Scoring Rule (QSR) to motivate

participants to report their confidence as accurately as possible. In particular, partic-

ipants earned maximum points on a trial if they rated the lowest possible confidence

about an incorrect judgment, or if they rated the highest possible confidence about

a correct judgment. The total duration of the task was approximately 40-50 minutes

and participants were instructed to take six self-paced breaks at specific moments

in the task.

4.2.3 Additional measures

After the psychophysical task, I administered three additional surveys: Self-

Construal scale [Singelis, 1994], Analysis-Holism scale [Choi et al., 2003], and

Culture-Free Intelligence test [Cattell, 1943].

The Analysis-Holism scale (AHS) measures individuals’ analytical versus

holistic thinking tendency [Choi et al., 2007]. People that think more analytically

focus more on objects instead of on the whole, and usually desire one true answer

instead of accepting that multiple dissimilar or even opposing truths can be valid

at the same time. A total of 24 items (4 sub-scales) are rated from 1 (‘strongly

disagree’) to 7 (‘strongly agree’). Following a standard coding procedure, I reverse-

coded seven items and summed the resulting scores.

The Self-Construal Scale (SCS) measures the strength of individuals’ inter-

dependent and in-dependent self-construal [Singelis, 1994], i.e., how important

people think that maintaining harmony within their social group is. A total of 24

items (corresponding to either the independent or inter-dependent subscale) were

rated from 1 (‘strongly disagree’) to 7 (‘strongly agree’). I used an available

translation from [Huang et al., 2007] which was back-translated by an in-dependent

Chinese-English speaker.

The Cattell Culture-Free Intelligence Test (CFIT) is a non-verbal measure of

individual’s fluid intelligence that minimizes the influence of verbal fluency, culture
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and education [Cattell, 1943]. Participants were asked to complete visual puzzles

by selecting one of four multiple choice options, which each pertained to four sub-

tasks and had different instructions. I explained the instructions and signaled a

pre-defined time limit for each sub-task. Raw accuracy scores were converted to IQ

scores following a standard coding table.

A collaborator translated the Analysis-Holism scale and the Culture-Free In-

telligence Task to Mandarin Chinese and I used a published translation of the Self-

Construal scale [Singelis, 1994]. All Mandarin Chinese translations of the ques-

tionnaires were back translated by an independent translator to ensure translation

quality before the questionnaires were used at PKU. In Table4.1) I report the de-

tails of these questionnaires and compare their scores across sites.

4.2.4 Statistics

Group differences were tested with two-tailed independent samples t-tests (assum-

ing equal variances). To assess the effects of my factorial design on accuracy

and confidence, I conducted hierarchical mixed-effect regression models using the

‘lme4’ package in R (version 3.3.3) and plotted the behavioral data and the output

of the model fits in MATLAB (version R2018a). I obtained the P-values of the

regression coefficients using the car package. Given that we expected individual

differences in the association between confidence and task variables between indi-

viduals even within each cultural group, I specified a random effect at the subject

level corresponding to each fixed effect of interest. I report type III Wald chi-square

tests (χ2), degrees of freedom (df) for fixed effects, and estimated beta-coefficients

(β) together with their standard errors of the mean (± SEM) and P-values of the

associated contrasts.

I investigated the effect of the pre-decision evidence strength (pre) [weak: -0.5,

medium: 0, strong: 0.5] across sites [1: PKU, 2: UCL] on trial-by-trial accuracy

[0: error, 1: correct] with the following hierarchical mixed-effect logistic regression
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model:

acc∼ site∗ pre+(1+ pre|sub j) (4.1)

To predict confidence, I used a hierarchical mixed-effect regression model with

trial-by-trial confidence as the dependent variable, and accuracy [-1: error, 1: cor-

rect], z-score of the log response time (RT), pre-decision evidence strength (pre)

[weak: -0.5, medium: 0, strong: 0.5], post-evidence strength (post) [weak: -0.5,

medium: 0, strong: 0.5], site [1 = PKU, 2 = UCL] and their interactions as predic-

tors:

con f ∼ site∗ (acc+ pre+ post + pre∗ post + pre∗acc+ post∗

acc+ pre∗ post ∗acc+ logRT )+(1+acc+ pre+ post + pre

∗post + pre∗acc+ post ∗acc+ pre∗ post ∗acc+RT |sub j)

(4.2)

After demonstrating that I replicate some previously reported findings

[Fleming et al., 2018] in each site separately, I combined the two datasets and

included a site interaction term to investigate whether the effects are consistent

between PKU and UCL (see Figure 4.3) for a comparison of all three sites includ-

ing NYU). To investigate whether the model’s prediction of confidence improved

when cross-cultural terms were included, I conducted a Likelihood Ratio Test that

assesses the benefit of including interactions with site, here expressed in terms of

the Akaike Information Criterion (AIC): ∆AIC = AICnosite − AICwithsite, and the

Log Likelihood (LL): ∆LL = LLwithsite–LLnosite with associated P value extracted

from a type III Wald chi-square tests (χ2). In addition, I confirmed that simulating

data from the summary statistics of the hierarchical regression model in Equation

4.2 successfully recaptured key features of the actual dataset (Figure 4.4b).

To visualize the direction of the effects in Equation 4.2, I obtained the beta-

coefficients of the pre-decision evidence conditions (pre) [weak: -0.5, medium: 0,
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strong: 0.5] and the post-evidence conditions (post) [weak: -0.5, medium: 0, strong:

0.5] and their interactions on confidence for each site [1: PKU, 2: UCL] and on error

and correct trials separately:

con f idenceerr/corr ∼ pre+ post + pre∗ post +RT

+(1+ pre+ post + pre∗ post +RT | sub j)
(4.3)

4.3 Results

I analysed the data of N = 78 participants (N = 39 at each site) who were matched

in terms of age (MPKU = 22.33 (SE = 0.38), MUCL = 22.92 (SE = 0.54), independent

samples t-test, t76 = -0.89, 95% Confidence Interval (CI) = [-1.91, 0.73], P = 0.38),

gender (MPKU = 49%, UCL = 51%, t76 = -0.22, 95% CI = [-0.25, 0.20], P = 0.82)

and annual family income (their parents combined gross income before tax, con-

verted from Chinese renminbi (¥) to pounds (£) at 2017 purchasing power parity)

relative to the per capita purchasing power parity at the time of recruitment (MPKU

= £37,615.38 (SE = 4,535.01) and UCL (MUCL = £39,381.35 (SE = 3,962.23), t75

= -0.29, 95% CI = [-13852, 10320], P = 0.77). In addition, I administered a non-

verbal measure of fluid intelligence which minimizes the influence of verbal fluency,

culture and education (Cattell Culture-Free Intelligence test; [Cattell, 1943]), which

showed no differences in general intelligence between both sites (MPKU = 102.36

(SE = 1.79), and MUCL = 101.15 (SE = 1.52), t73 = 0.51, 95% CI = [-3.55, 5.96], P

= 0.60; see Table 4.1) for additional measures).
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Table 4.1: Demographical and trait differences between PKU and UCL datasets. Group
mean ± standard error from the mean. Income in pounds (£) is given relative to
the purchase power parity (PPP) ratio between UK and China at the time of re-
cruitment (ratio 1:1.71). Mean composite score ± standard error from the mean
is given for the CFIT (Cattell Culture-Free Intelligence Test), AHS (Analysis-
Holism scale), ind (independent) and int (interdependent) SCS (Self-Construal
Scale). *P < 0.05, ** P < 0.01, *** P < 0.001 for the independent samples
t-test contrast between sites (assuming equal variance), bold values indicate a
significant group difference.

Trait PKU UCL
age 22.33 ± 0.38 22.92 ± 0.54
% female 49% 51%
income(£)/PPP 37,615 ± 4,535 39,381 ± 3,962
CFIQ 102.36 ± 1.79 101.15 ± 1.52
AHS 4.79 ± 0.07 5.02 ± 0.07 *
SCS-ind 4.72 ± 0.13 5.12 ± 0.13 *
SCS-int 4.61 ± 0.13 4.73 ± 0.14

Before the main task, participants were shown 240 random dot motion stim-

uli and had to judge the direction of the movement (left, right) without making a

confidence estimation. The coherence of dot movement was manipulated across six

coherence levels: 3%, 8%, 12%, 24%, 48% and 100%. Participants heard auditory

feedback that signaled the accuracy of their judgment (high-pitched tone signaled

a correct judgment and low-pitched tone signaled an error judgment). For every

participant, a cumulative normal psychometric function was fitted to the data and

the three coherence levels that resulted in 60%, 75% and 90% accuracy were used

in the main task. In Figure 4.1a) I plot the likelihood of participants’ rightward

judgement across each level of rightward motion coherence (ranging from 100%

coherence left to 100% coherence right). Performance during the calibration phase

was 76.6% correct (SE = 0.01) in the PKU sample, 75.7% correct (SE = 0.01) in

the UCL sample and 73.5% correct (SE = 0.01) in the NYU sample. Using inde-

pendent samples t-tests, I show that performance on the calibration phase was not

different between PKU and UCL (t76 = 0.86, P = 0.39) or between UCL and NYU

(t62 = 1.54, P = 0.13), but that it was higher in PKU than NYU (t62 = 2.40, P = 0.02,

uncorrected). These performance levels were successfully reflected in the evidence

strength levels that the participants received on the main task. The coherence levels
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of the weak, medium and strong evidence levels were [0.08, 0.21, 0.40] for PKU

(average: M = 0.22 (SE = 0.01), [0.10, 0.26, 0.46] for UCL (average: M = 0.27

(SE = 0.02) and [0.13, 0.34, 0.56] for NYU (average: M = 0.34 (SE = 0.03). As a

result of this, first-order performance in the main experiment was matched across

sites (Figure 4.1b).

Figure 4.1: First-order performance across sites. a. Probability of choosing right
‘P(right)’ on the calibration task as a function of six coherence levels mul-
tiplied by their direction (dir: 100% left = -1, 100% right = 1). b. Fitted
cumulative normal psychometric function (red) and behavioral data (blue) of
the probability of choosing rightward direction on the main task as a function
of the three coherence levels (1 = weak, 2 = medium, 3 = strong) multiplied by
their direction (dir: left = -1, right: 1). Solid lines represent the predictions
from the model, dots represent the group mean ± standard error.

I next turn to the psychophysical task of Experiment 1 (Figure 4.2a). As a re-

sult of the calibration procedure, the accuracy of participants’ initial decision (first-

order performance) was not statistically different between sites (MPKU = 83% (SE

= 0.01), MUCL = 83% (SE = 0.01), independent samples t-test, t76 = -0.20, 95% CI
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= [-0.03, 0.02], P = 0.85).

Using a hierarchical logistic regression to predict trial-by-trial accuracy, I

found that first-order performance was indeed more accurate with stronger evi-

dence (hierarchical linear regression, main effect of pre-decision evidence: χ2(1) =

363.02, P < 2e-16, β= 2.92 (SE = 0.15), = 19.05, P < 2e-16). As expected, this

effect did not interact with site (interaction between site and pre-decision evidence:

χ2(1) = 0.94, P = 0.33, β= -0.21 (SE = 0.21), = -0.97, P = 0.33; Figure 4.2b).

Figure 4.2: Task design and matched first-order performance. a. Participants made judg-
ments about the direction (left versus right) of random dot motion. After seeing
this pre-decision evidence, participants were shown additional post-decision
evidence in the same direction as the pre-decision evidence but of potentially
differing strength. Finally, they were asked to rate their confidence of their
initial decision being correct on a scale from 0% to 100%, with percentages
indicating probability of being correct. b. Choice accuracy was matched be-
tween sites (n.s.) and higher following stronger pre-decision evidence levels (P
< 0.001, N = 39 participants at each site). Error bars represent group mean ±
SEM.

Having shown that I matched choice accuracy (first-order performance) across

sites, the next question was whether confidence ratings varied as a function of the

strength of confirming or disconfirming post-decision evidence (weak, medium or

strong) that each participant received. Participants were instructed that the new

evidence moved towards the same direction as the initial evidence and that they

could use both pieces of evidence to rate their confidence about their initial response

on a scale from 0 to 100%. I crossed three levels of pre-decision evidence strength
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with three levels of post-decision evidence strength to create a fully factorial 3 (pre-

decision evidence strength) x 3 (post-decision evidence strength) factorial design

Figure 4.2a).

Across both sites, I replicated key patterns of confidence modulation reported

previously [Fleming et al., 2018]: stronger post-decision evidence after an incor-

rect choice led to lower confidence (as participants could use the new evidence to

realise that they were wrong), whereas stronger post-decision evidence after a cor-

rect choice led to higher confidence (as participants could use the new evidence to

confirm that they were correct):

PKU participants reported higher confidence on correct compared to error tri-

als (main effect of accuracy: χ2(1) = 261.77, P < 2.2e-16, β = 0.25 (SE = 0.02),

and reported higher confidence after seeing stronger pre-decision evidence (main

effect of pre-decision evidence: χ2(1) = 5.30, P = 0.02, β = 0.03 (SE = 0.01). The

direction in which post-decision evidence influenced confidence was dependent on

the accuracy of the initial choice (interaction of post-decision evidence x accuracy:

χ2(1) = 298.99, P < 2.2e-16, β = 0.25 (SE = 0.01). Specifically, receiving stronger

disconfirming post-decision evidence on error trials decreased confidence (as partic-

ipants could use the new evidence to realize that they were wrong), whilst receiving

stronger confirming post-decision evidence on correct trials increased confidence

(as participants could use the new evidence to confirm that they were correct). This

V-shaped pattern is illustrated in (Figure 4.3a,b) (blue lines indicate confidence

about correct choices and red lines indicate confidence about incorrect choices).

Post-decision evidence decreased confidence on error trials more than it increased

confidence on correct trials, as indicated by a negative main effect of post-decision

evidence on confidence (main effect of post-evidence: χ2(1) = 112.02, P < 2.2e-16,

β = -0.15 (SE = 0.01).

UCL participants also reported higher confidence on correct compared to error

trials (main effect of accuracy: χ2(1) = 230.39, P < 2.2e-16, β = 0.23 (SE = 0.02).
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Again, there was an interaction between post-decision evidence and the accuracy

of the initial judgement (interaction of post-decision evidence x accuracy: χ2(1) =

237.11, P < 2.2e-16, β = 0.21 (SE = 0.01). In addition, a negative main effect of

post-decision evidence on confidence shows that post-decision evidence decreased

confidence more on error trials than it increased confidence on correct trials (main

effect of post-decision evidence: χ2(1) = 40.29, P < 2.2e-10, β = -0.09 (SE = 0.01).

I next tested whether a hierarchical regression model better predicted trial-

by-trial confidence when the predictor variables (pre- and post-decision evidence

levels, accuracy, standardized log response time (RT) and their interactions) were

allowed to vary across sites. A Likelihood Ratio Test indicated that this was indeed

the case (log likelihood (LL): ∆LL = 11 and Akaike Information criteria (AIC):

∆AIC = 5, χ2(9)= 23.38, P = 0.005). This effect was not driven by a difference

in main confidence level across sites (hierarchical regression model, main effect of

site: χ2(1)= 3.55, P = 0.06, β= -3.88 (SE = 0.02), suggesting a significant role of

cultural differences in constructing confidence instead.

I next asked how culture modulated the impact of new evidence on confidence

by testing which predictor variables interacted with site (UCL, PKU). I found that

post-decision evidence had a higher impact on confidence in the PKU dataset than

in the UCL dataset (hierarchical linear regression, interaction of post-decision evi-

dence x site: χ2(1) = 6.89, P = 0.009, β= 0.05 (SE = 0.02). This effect was most

evident on error trials, as shown by the steeper slope in the PKU dataset (Figure

4.3b). Indeed, when when I fitted a hierarchical regression model on error trials

only, the impact of post-decision evidence on confidence was significantly higher in

the PKU dataset than in the UCL dataset (interaction between site x post-decision

evidence on error trials:χ2(1) = 4.85, P = 0.03, β= 0.08 (SE = 0.04) but not on

correct trials:χ2(1)= 2.40, P = 0.12, β= 0.02 (SE = 0.02); Figure 4.3b). How-

ever, the three-way interaction between post-decision evidence, accuracy and site

did not reach statistical significance when tested within a single hierarchical regres-

sion model (χ2(1)= 2.23, P = 0.14, β= -0.03 (SE = 0.02), t74.04 = -1.49, P = 0.13),
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suggesting an enhanced susceptibility to new evidence in the PKU sample was not

necessarily restricted to error trials.

Figure 4.3: Behavioural results for Experiment 1. a. Confidence as a function of post-
decision evidence strength on error trials (red) and correct trials (blue) for each
pre-decision evidence level. Shaded error bars represent group mean±SEM.
N=39 at each site. b. Impact of post-decision evidence (PDE) on confidence
indicated as standardized beta-coefficients from a hierarchical mixed-effect re-
gression model on error trials (red) and correct trials (blue) at each site. Error
bars represent group mean±SEM, *P<0.05.

I next report how these effects interacted with site when also introducing the

NYU dataset (setting PKU as a baseline in the regressions). In line with the site

interactions described in chapter four, I find that the impact of post-decision evi-

dence varied across sites (interaction post-decision evidence x site: χ2(2) = 6.66,

P = 0.04). Contrasts show that this effect is mainly driven by a higher impact of

post-decision evidence on confidence ratings in the PKU dataset than in the UCL

dataset (contrast post-decision evidence PKU and UCL: β = 0.06, SE = 0.02, t94.17

= 2.58, P = 0.01). The contrast between PKU and NYU was in the same direction

but did not reach significance (contrast post-decision evidence PKU and NYU: β

= 0.03, SE = 0.02, t100.74 = 1.02, P = 0.31). As shown in Figure 4.4a,b the neg-

ative slope on error trials (red line) is steeper in PKU than in UCL or NYU. The

three-way interaction between post-decision evidence, accuracy and site was not
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significant (interaction accuracy, post-decision evidence and site: χ2(2) = 3.54, P

= 0.17). PKU participants were marginally more susceptible to post-decision evi-

dence on error trials than NYU participants (β = -0.04, SE = 0.02, t101.49 = -1.72, P

= 0.09; Figure 4.4c).

In addition to the hypothesized cultural differences in post-decision evidence

processing, we also found cross-cultural differences in the impact of pre-decision

evidence. The impact of pre-decision evidence varied across sites (interaction pre-

decision evidence x site: χ2(2) = 6.69, P = 0.04). Contrasts reveal that pre-decision

evidence had a lower impact on confidence in the PKU dataset than in the UCL

dataset (contrast pre-decision evidence PKU and UCL: β = -0.05, SE = 0.02, t92.37

= -2.56, P = 0.01), the contrast between PKU and NYU is in the same direction

but did not reach significance (contrast pre-decision evidence PKU and NYU: β =

-0.03, SE = 0.02, t98.84= -1.40, P = 0.16). In particular, this effect was restricted

to error trials (3-way interaction accuracy, pre-decision evidence and site: χ2(2)=

9.18, P = 0.01). The impact of pre-decision evidence on error trials was lower in

PKU than in UCL (contrast pre-decision evidence x accuracy: β = 0.05, SE = 0.02,

t95.22 = 2.80, P = 0.006) and also lower in PKU than in NYU (contrast pre-decision

evidence x accuracy : β = 0.05, SE = 0.02, t101.96= 2.23, P = 0.03; Figure 4.4c).
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Figure 4.4: Behavioral results across PKU, UCL and NYU datasets. a. Confidence as
a function of post-decision evidence strength on error trials (red) and correct
trials (blue) for each pre-decision evidence level. The NYU dataset is shown
with dashed grey lines. Shaded error bars represent group mean ± SEM. N =
25 at NYU and N = 39 at UCL and PKU. b. Impact of pre-decision evidence
level and post-decision evidence level on confidence as simulated from the beta-
coefficients of the main hierarchical regression model reported in the main text
(Equation 4.2). c. Impact of pre-decision evidence on confidence indicated
as standardized beta-coefficients from a hierarchical regression model on error
trials (red) and correct trials (blue) at each site. d, Impact of post-decision
evidence on confidence indicated as standardized beta-coefficients from a hier-
archical regression model on error trials (red) and correct trials (blue) at each
site. Error bars represent group mean ± SEM.

Finally, I asked whether a heightened sensitivity to post-decision evidence in

the PKU group was also reflected in increased metacognitive efficiency (meta-d’/d’

or Mratio). Note that the calculation of a metacognitive efficiency estimate in a

post-decision evidence task departs from the usual usage of the meta-d’ model in

a task where sensory evidence is only available before a decision. However, fit-
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ting the model to the final confidence rating data provides a compact summary of

the differential influence of various factors (including post-decision evidence) to

metacognition across sites.

As such, metacognitive efficiency (meta-d’/d’ or Mratio) was estimated us-

ing the HMeta-d toolbox (https://github.com/metacoglab/Hmeta-d) using Markov

chain Monte Carlo (MCMC) sampling procedures within JAGS (http://mcmc-

jags.sourceforge.net). Mratio for the PKU and UCL group was estimated sepa-

rately across 30,000 samples after a burn-in of 1,000 samples distributed across

three chains. To assess significance, I estimated the probability that the 95% high-

est density interval (HDI) of the estimated Mratio for PKU participants were higher

than that of UCL participants: Pθ (PKU > UCL). I flag a ”significant” probability

of >0.95 but also report the probability of a difference so readers can make their

own decisions [Kruschke, 2010].

When I examined the HDI of the difference in the posterior distribution of

estimates of metacognitive efficiency between sites (hierarchical estimation: 95%

HDI [-0.07, 0.32], I found that 91% of the distribution was higher than zero

(Pθ (PKU > UCL) = 0.91; Figure 4.5), indicating that metacognitive efficiency

was higher among PKU than UCL participants.
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Figure 4.5: Metacognitive efficiency between sites. Posterior distributions over group-
level metacognitive efficiency for UCL and PKU participants separately. The
dashed lines represent the 95% highest density intervals (HDI); Pθ indicates
the probability that the posterior samples of the PKU group are higher than the
posterior samples of the UCL group.

In summary, I found enhanced susceptibility to post-decision evidence in PKU

participants compared with UCL participants, providing initial support for a height-

ened metacognitive evaluation of performance. Importantly, since first-order perfor-

mance was matched between sites, these results support a hypothesis that metacog-

nitive processes are liable to cultural influence.

4.4 Discussion

I here showed that participants with Chinese backgrounds were more susceptible

to post-decision evidence than participants with British backgrounds. In partic-

ular, Chinese participants changed their minds more after errors than their British
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counterparts, consistent with enhanced metacognitive evaluation of performance fa-

cilitated by adaptive post-decision processing. Using a psychophysical task that en-

abled the separation of first-order and metacognitive processes in simple perceptual

decisions, these results support a proposal that metacognition is sensitive to socio-

cultural variation. Strikingly, these differences in confidence were found specifi-

cally on error trials, suggesting that cultural background may shape a metacognitive

faculty to evaluate one’s own performance.

These results are consistent with the recent theoretical proposal that ex-

plicit metacognition, the ability to self-evaluate one’s perceptions, memories and

decisions, is subject to cultural variation [Heyes et al., 2020]. The routes by

which these differences emerge, and their stability over time, remains to be de-

termined. One possibility is that the extent to which a culture places emphasis

on the group over the individual may make it more likely that the skills needed

to question and doubt one’s beliefs and decisions are culturally inherited. For

instance, in more collectivist societies there may be greater advantages to be

gained by honing the sharing and communication of accurate confidence estimates

[Bang et al., 2017, Mahmoodi et al., 2015]. In contrast, in more individualistic so-

cieties, cultivating distorted metacognition for one’s own ends (e.g., an overconfi-

dent style) may be prioritized. It also remains unclear as to what aspects of self-

evaluative processing are affected by culture. In previous studies using related

tasks within cultures, a distinction has been drawn between brain areas that are

sensitive to post-decision evidence (in posterior medial frontal cortex) and those

in more anterior frontal regions that mediate a mapping between private and pub-

lic aspects of confidence [Bang et al., 2017, Bang et al., 2014, Fleming et al., 2018,

Gherman and Philiastides, 2018]. Either or both of these levels of processing may

plausibly be affected by culture and, at both an individual and group level, con-

tribute to the current results.

This study aimed at a robust and replicated assessment—using new, sensitive

and specific methods that provide an in-depth analysis of individuals’ metacogni-
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tive processes–to compare two closely-matched samples drawn from distinct cul-

tural milieus (for which a priori evidence suggested cross-cultural differences)

and so provide evidence for or against an important hypothesis regarding human

metacognition. It is important to note that neither China’s or any other state or

region’s culture is monolithic, and these samples are by no means representative

of all Chinese or UK citizens. Instead, I chose to investigate two well matched

subgroups. The strengths of such a tightly controlled, robust and replicated ap-

proach to explore a specific hypothesis can be complemented by future work us-

ing other approaches, which can, for example, look across broader groups of sam-

ples drawn from other ages, different socio-economic backgrounds, different levels

of education (including adaptations to semi-literate populations) and other regions

(within Northern Europe, within China and globally). Combining diverse types

of study—both tightly controlled studies and those testing greater generalizability

[Tiokhin et al., 2021]—will likely provide greater advances in understanding of hu-

man cognition and its cultural contributions than either types of study alone.

Another limitation is that I did not explicitly account for motor errors in my

task. It could be that motor errors lead to distinct types of post-decision evidence

processing. As first-order performance was matched, such that the overall number

of errors similar between cultures, I consider it unlikely that motor errors will have

affected the current results. An open question is whether similar results would be

obtained using a confidence task without post-decision evidence. Previous work has

found that the effect of post-decision evidence on error trials is strongly correlated

with metacognitive efficiency in a task that does not involve presentation of post-

decision evidence [Rollwage et al., 2018]. I therefore believe that similar cultural

differences would have been found even in the absence of a post-decision evidence

manipulation—but because I did not measure confidence immediately after the de-

cision here, this remains an open question for future work.

In summary, I demonstrated that populations with Chinese backgrounds

demonstrate heightened metacognitive evaluations of performance in comparison
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with populations with British or American backgrounds. These differences mani-

fested in boosts to post-decisional processing following error trials, in the absence

of differences in first-order performance. These results provide initial evidence that

socio-cultural background can shape the tendency to evaluate and reflect on previ-

ous decisions.



Chapter 5

Social contributions to metacognition

5.1 Introduction

The previous chapter outlined the principles of the cultural origins hypothesis which

suggests that aspects of metacognition may be susceptible to cultural norms of

collaboration. Environments that emphasize shared over individual goals, may

promote forms of cognition that facilitate successful collaboration, such as open-

ness to discussing the mental states of self and other [Cleeremans et al., 2020,

Heyes et al., 2020, Heyes and Frith, 2014]. I showed that the computational pro-

cess that gives rise to subjective confidence judgments is different between Chinese

and UK or US populations. Specifically, I compared how a Chinese and British

sample matched for occupation, age, gender, income and IQ, integrated new evi-

dence to evaluate the probability that a previous choice was correct. In line with

the Cultural origin hypothesis, I found that the sample with a Chinese background

showed a heightened sensitivity to new evidence—which led them to recognize and

correct their errors more than UK and US samples.

The ability to consciously evaluate and interpret mental states, such as the

ability to recognize one’s own mistakes, may be culturally acquired similar to the

ability to read books [Heyes, 2018]. When a child learns how to read their new
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skill is not restricted to reading just one book but can be applied to read a va-

riety of different books. Similarly, the ability to process new evidence and rec-

ognize one’s errors should be acquired in a domain-general manner: as a global

mechanism that can be applied as the ability to understand one’s own metacogni-

tive processes (e.g., in giving reliable advice to others) as well as other people’s

mental states (mentalizing; e.g., in knowing when other people’s social advice is

reliable; [van der Plas et al., 2019]). This putative domain generality of metacogni-

tion is a recent topic of discussion and some evidence suggests that metacognition

in processing new evidence indeed works similarly across various distinct types

of information (e.g., perceptual and numerical evidence are processed similarly;

[Bronfman et al., 2015, Talluri et al., 2018]). Later research has found that being

faced with an opinion that challenges a personally held believe (social evidence)

and privately being presented with more of the same evidence (non-social evidence)

follows a similar mechanism [Behrens et al., 2008].

On these advice-taking paradigms, participants make a first decision and

are then presented with the opinion of an ‘adviser’ [De Martino et al., 2017,

Campbell-Meiklejohn et al., 2017, Campbell-Meiklejohn et al., 2010]

[Behrens et al., 2008, Gomez-Beldarrain et al., 2004, Sniezek and Van Swol, 2001].

Interestingly, and in line with the finding that more reliable evidence elicits more

changes of mind [Bronfman et al., 2015, Fleming et al., 2018, Talluri et al., 2018],

the reliability of the advice is a crucial determinant of how much it en-

genders a change in peoples’ beliefs. In advice-taking settings, this relia-

bility of the advice can be communicated in the form of the confidence of

the adviser [Campbell-Meiklejohn et al., 2017, Campbell-Meiklejohn et al., 2010,

Gomez-Beldarrain et al., 2004, Sniezek and Van Swol, 2001], as judgments made

with higher confidence are typically more likely to be correct.

In addition to the unavoidable potential for a mistake in perceptual deci-

sion making, social advice has an additional cause for error, as some people are

intentionally deceptive or unreliable. In other words, efficient advice-taking in-
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volves assessing not only the probability that oneself is correct (via metacogni-

tion) but also the reliability of the adviser (via mentalizing; [Burke et al., 2010,

De Martino et al., 2017, Pescetelli and Yeung, 2021, Harvey and Fischer, 1997]).

Advisors’ expressions of certainty are typically a useful source of informa-

tion about the advisers’ reliability, as people who say that they are confident

are usually also more likely to be correct [Campbell-Meiklejohn et al., 2017,

Campbell-Meiklejohn et al., 2010, Gomez-Beldarrain et al., 2004]. This process

is complicated when the fidelity of the advisers’ confidence ratings is not rep-

resentative of their accuracy (the adviser’s metacognitive ability). Put differ-

ently, it is often sensible to take advisers’ certainty estimates with a pinch of

salt [Bahrami et al., 2010, Bahrami et al., 2012, Bang et al., 2017], and learn, over

the course of repeated interactions, which advisers’ confidence estimates are more

reliable than others [Hertz et al., 2017, Pescetelli and Yeung, 2021].

It could be that both assessing one’s own need for new evidence fol-

lows a similar set of mental shortcuts used to evaluate whether another per-

son’s advice is reliable, as would be expected under the Mentalizing is prior

hypothesis [Carruthers, 2009, Gazzaniga, 1995, Gazzaniga, 2000, Gopnik, 1993,

Wegner, 2002, Wilson, 2002]. If this idea is correct, collaborative environments

should facilitate the process of understanding when more evidence is needed

(metacognition) to a similar extent as an understanding which types of advice

are more reliable (mentalizing). In addition, if the Cultural Origins Hypothesis

is domain-general, I would expect advice-taking and metacognitive processing to

be similarly boosted in Chinese populations compared with UK populations. In-

stead, if metacognition and mentalizing develop from distinct sources of input, one

would expect post-decision evidence processing and advice-taking to be distinctly

malleable to cultural differences in norms of collaboration.

One caveat with studying whether a domain-general tendency for advice-

taking is different for people with distinct cultural backgrounds, is that there

are reputational [Bhaskar and Thomas, 2019, Tenney et al., 2019] and evolutionary
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[Johnson and Fowler, 2011] advantages for maintaining a higher confidence than

would be warranted on the basis of true accuracy. Given that social and reputational

benefits are likely to vary across distinct social settings, overall confidence bias may

also vary across distinct cultures (which has indeed been shown to be the case in

previous work: [Yates et al., 1998, Yates et al., 1989]). In other words, there may

be cultural differences in what level of confidence is considered “high”–which may

have been a confound in earlier investigations of advice-taking across cultures.

I here circumvent this problem by experimentally calibrating the social advice

to participants’ own responses. Just as in the previous experiment, I present three

levels of post-decision evidence strength (weak, medium, strong) that are crossed

with three levels of pre-decision evidence (weak, medium, strong) towards a three

(pre-decision evidence strength) x three (post-decision evidence strength) within-

subject conditions. However importantly, on a randomly selected half of the trials,

post-decision evidence consisted of the confidence estimation of a previous partic-

ipant (‘adviser’) as social post-decision evidence. In particular, the social advice

was obtained from a generative model that had the same perceptual sensitivity as

the participant. This model allowed me to control the informativeness of social and

non-social evidence and ensure that the confidence levels of the advisers followed

the three evidence strength conditions. From advice-taking trials, I was able to de-

fine metacognitive efficiency as the ability to rely more on advice when oneself is

wrong (vs. correct); and mentalizing efficiency as the ability to rely more on advice

when the adviser is right (vs. wrong). This method allows me to ensure that the

used metric of metacognition and mentalizing are unconfounded by differences in

first order cognition, such as the adviser’s choice accuracy or confidence bias.

As in the previous chapter, I again recruited two new samples of Chinese and

British cultural backgrounds, that were carefully matched for occupation, age, in-

come, IQ and gender, and replicate the metacognitive advantage of Chinese par-

ticipants over British participants is also obtained when the new evidence consists

of social advice. In particular, Chinese participants have boosts in post-decisional
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processing following error trials, irrespective of whether the evidence is of a social

or perceptual type. Moreover, I find that this effect is restricted to trials on which

the participant is wrong, and the adviser correct—suggesting a cultural benefit in

advice taking for persons that grew up in cultures where collaborations and groups

are placed before the individual.

5.2 Methods

5.2.1 Participants

I recruited two new samples of Chinese and British cultural backgrounds, that were

carefully matched as in the previous chapter. A minimum sample size of N = 53

at each site was defined by an a priori power calculation of the t-test between the

impact of post-decision evidence on confidence in PKU and UCL in the previous

chapter (power = 80%, P = 0.05, Cohen’s d = 0.54). This power calculation provides

a simple, relatively assumption-free estimate of effect size for our key contrast of

interest. Four participants were excluded from the PKU dataset: one participant per-

formed below an a priori accuracy cut-off of 60%; two participants’ calibration data

was unusable, and one participant violated transitivity in performance (i.e., average

performance was lower in the medium evidence condition than in the weak evi-

dence condition). Two participants were excluded from the UCL dataset: one par-

ticipant did not believe the social manipulation and never followed the advice (see

Experimental paradigm), the other participant violated transitivity. All reported

site differences of post-decision evidence on confidence remained significant after I

re-introduced these excluded participants. All participants had normal or corrected-

to-normal vision and no history of neurological or psychiatric illness. The study was

approved by the University College London Ethics Committee (1260/003) and by

the Ethics Committee of School of Psychological and Cognitive Science at Peking

University. All participants gave written informed consent before taking part in the

experiment. The total duration of the task was approximately 40-50 minutes and
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participants were instructed to take six self-paced breaks at specific moments in the

task.

5.2.2 Experimental paradigm

I adapted the task used in the previous chapter. As in the original task, participants

were asked to judge the direction of moving dots (pre-decision evidence) with vary-

ing evidence strength (weak, medium or strong). I made a number of changes to the

original paradigm. Confidence ratings were made on a confidence scale that ranged

from 100% confidence in the left direction to 100% confidence in the right direc-

tion (100%, 80%, 60% left and 60%, 80%, 100% right). Participants were asked

to rate their confidence on this scale because, on a randomly selected half of the

trials, the same scale was used to display the confidence estimation of a previous

participant (‘adviser’) as social post-decision evidence. On the other half of the

trials, post-decision evidence was a second RDK stimulus with dots moving in the

same direction as pre-decision evidence but with variable evidence strength (weak,

medium, strong). Social post-decision evidence was presented below a silhouette

with a unique, uninformative background color. Participants were told that, because

of the calibration procedure, the performance of the advisers was similar to theirs.

All but one of my 106 participants across both sites indicated to have believed the

social manipulation during my extensive debriefing. In reality, the social advice was

obtained from a computational model that made decisions with the same perceptual

sensitivity level as the participant. This manipulation allowed me to keep the infor-

mativeness of post-decision evidence equal across conditions (social, perceptual)

and manipulate the confidence levels of the adviser as a function of three evidence

strength levels (with more confident advisers following stronger evidence; Figure

5.1).

Adviser’s responses (aadv) were simulated under a signal detection theoretic

model. We computed the perceptual sensitivity levels (d’) that an adviser who had

experienced the same calibration procedure as subjects should show for each level
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of simulated evidence strength. This was obtained by transforming the target prob-

ability correct values (Padv) used in calibration:

Padv = [0.6, 0.75, 0.9]

d′ = 2∗norminv(Padv) = [0.507, 1.3491, 2.563]
(5.1)

From d’ we could calculate samples of evidence experienced by the adviser on

each trial (xdir), sampled from a normal distribution (∼ N) with mean determined

by the perceptual sensitivity on a given trial (s, [weak: 1, medium: 2, strong: 3]),

sign dependent on the true direction of the dots (dir, indicated as [left: -1, right: 1])

and a standard deviation of 1:

xdir ∼ N
(

dir ∗ d′(s)
2 , 1

)
(5.2)

The adviser reported rightward movement (a = 1) if exceeded an internal deci-

sion criterion which we assumed to be unbiased [m = 0]:

i f (xdir > m)

aadv = 1

else

aadv = −1

(5.3)

In addition to generating the choices of the adviser (aadv), we used the same

signal detection theory model to generate trial-by-trial adviser confidence levels.

Due to an error in this model that misspecified the mean and variance during infer-

ence, advisers were generally less confident than most participants. Despite this

general tendency towards under-confidence, adviser confidence levels mimicked

key features of human confidence levels: advisers were generally more confident

about correct decisions (Figure 5.1a) and less confident about wrong decisions

(Figure 5.1b). Furthermore, adviser confidence on correct trials was lowest in the
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weak post-decision evidence condition (57%, SE = 0.01), higher in the medium

post-decision evidence condition (67%, SE = 0.01) and highest in the strong post-

decision evidence condition (76%, SE = 0.02). To avoid relying on the model when

analyzing data, we decided to bin adviser confidence into three levels based on the

33% inter-quartile cumulative distribution and entered this as social post-decision

evidence [-0.5: weak, 0: medium, 0.5: strong] in all regression analyses.

Together, this full-factorial design crossed three (pre-decision evidence

strength) x three (post-decision evidence strength) x two (social, perceptual post-

decision evidence type) within-subject conditions.

Figure 5.1: Confidence levels of advisers. a. The probability density distributions of ad-
viser confidence levels on correct trials. The left y-axis represents the prob-
ability density estimate along the three post-decision evidence levels [weak,
medium, strong]. The right y-axis represents advisers’ choice accuracy for
each level of post-decision evidence. Error bars represent group mean ± SEM.
b. The probability density distributions of adviser confidence levels on error
trials. The y-axis represents the probability density estimate along three post-
decision evidence levels (weak, medium, strong).

5.2.3 Additional measures

In addition to the three questionnaires administered in the previous chapter:

the Self-Construal Scale [Singelis, 1994], Cattell Culture Free Intelligence Quo-

tient [Cattell, 1943] and the Analysis Holism Scale [Choi et al., 2003]. I also
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obtained participant’s responses on the Beck Cognitive Insight Scale (BCIS;

[Beck et al., 2004]). This scale was originally developed to measure insight into

symptoms within clinical populations but has also been used in non-clinical settings

[Fleming and Dolan, 2012]. On the BCIS, participants indicated their agreement

with statements about the recognition that experienced reality may be different from

the objective truth. A person’s tendency to reflect on their inner experiences is cap-

tured with the ‘self-reflectiveness’ subscale; and their ability to critically reconsider

inner experiences based on counterevidence is captured with the ‘self-confidence’

subscale [Beck et al., 2004]. Participants rated their agreement with fifteen items

on a scale from 0 (‘do not agree at all’) to 3 (‘agree completely’), from which I

computed a main composite score following a standard coding procedure. My re-

ported scores on the BCIS were comparable with the scores of a control group in

a large-scale clinical study conducted in India [Jacob et al., 2019], proposed that

BCIS may differ between collectivist versus individualist cultures but did not test

this empirically.

I was interested in knowing how insight would relate to differences in post-

decision evidence processing on the main task and whether, in light of the cultural

variation hypothesis, I would find cross-cultural differences on the BCIS (Table

5.1).

5.2.4 Statistics

Statistical inference was conducted similarly to analysis of chapter four. As con-

fidence estimates were given on a different scale in the previous chapter, I first

converted confidence in left and right (confdir) to confidence in the chosen direc-

tion [certainly wrong: 0, certainly correct: 1], by subtracting con fdir from 1 when
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the chosen direction was left (a = -1), following:

i f : a ==−1

con f = 1− con fdir

else : con f = con fdir

(5.4)

To index the strength of social post-decision evidence while ignoring the di-

rection of the advice, I transformed adviser confidence (con f adv) on a scale from

100% left to 100% right. I recoded this variable as ranging from 0-1, such that val-

ues < 0.5 indicated greater adviser confidence in leftward motion and values > 0.5

indicated greater adviser confidence in rightward motion. I then transformed this

signed confidence variable to an unsigned confidence variable ranging from 0.5 to

1, as follows:

i f con f adv < 0.5

con f adv = 1− con f adv

(5.5)

Then I binned adviser confidence into three equal quantiles representing the

lowest, middle and highest 33% confidence ratings (confadv) to create 3 levels of

social post-decision evidence [weak: -0.5, medium: 0, strong: 0.5], which I used

instead of ‘post’ in Equation 3.2 in the previous chapter.

Each individual’s beta coefficient for the main effect of perceptual and so-

cial post-decision evidence (derived from Equation 3.3 in the previous chapter)

were entered into a robust correlation using the Matlab robust correlation toolbox

[Pernet et al., 2013].

5.3 Results

In order to replicate and extend the results from the previous chapter I recruited two

new samples of N = 53 PKU participants (25 females, Mage = 21.91 (SE = 0.46) and
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Table 5.1: Demographical and trait differences between PKU and UCL datasets. Group
mean ± standard error from the mean. Income in pounds (£) is given rela-
tive to the purchase power parity (PPP) ratio between UK and China at the
time of recruitment (ratio 1:1.71). Mean composite score ± standard error from
the mean is given for the CFIT (Cattell Culture-Free Intelligence Test), AHS
(Analysis-Holism scale), ind (independent) and int (interdependent) SCS (Self-
Construal Scale), main composite BCIS (Beck Cognitive Insight Scale), and the
self-reflectiveness (sr) and self-confidence (sc) subscales of the BCIS. *P < 0.05,
** P < 0.01, *** P < 0.001 for the independent samples t-test contrast between
sites (assuming equal variance), bold values indicate a significant group differ-
ence.

Trait PKU UCL
age 21.91 ± 0.46 22.49 ± 0.41
% female 47% 55%
income(£)/PPP 41,373 ± 5,454 56,989 ± 13,767
CFIQ 99.21 ± 1.41 102.00 ± 1.46
AHS 5.05 ± 0.07 4.73 ± 0.06
SCS-ind 4.86 ± 0.09 4.87 ± 0.12
SCS-int 4.74 ± 0.12 4.76 ± 0.09
BCIS 10.17 ± 0.60 6.28 ± 0.73 ***
BCIS-sr 25.19 ± 0.42 13.62 ± 0.60 ***
BCIS-sc 15.02 ± 0.35 7.34 ± 0.50 ***

N = 53 UCL participants (29 females, Mage = 22.49 (SE = 0.41), again with similar

age (t104 = -0.95, 95% CI = [-1.81, 0.64], P = 0.34), gender (MPKU = 49%, MUCL

= 51%, t104 = -0.78, 95% CI = [-0.27, 0.12], P = 0.44), Culture Free Intelligence

Quotient (MPKU = 99.21 (SE = 1.41), MUCL = 102.00 (SE = 1.46), t102 = -1.37,

95% CI = [-6.82, 1.24], P = 0.17) and annual family income (MPKU = £41,373.58

(SE = 5,454.69) and UCL (MUCL = £56,988.89 (SE = 13,766.63),t102 = -1.05, 95%

CI = [-45060, 13830], P = 0.30) were recruited. In light of the findings of en-

hanced self-evaluation in PKU participants in the previous chapter, I hypothesized

that PKU participants would report having greater insight than UCL participants.

This hypothesis was confirmed by the questionnaire data, with PKU participants

having higher average BCIS scores than UCL participants (MPKU = 40.26 (SE =

0.49); MUCL = 20.96 (SE = 0.82), independent samples t-test, t104 = 20.08, 95% CI

= [17.39, 21.21], P < 2.2e-16; see Table 5.1).

Participants again made a binary perceptual discrimination (left versus right
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random dot motion) based on pre-decision evidence of varying strength (weak,

medium or strong). Half of the trials were similar as the task used in chapter

four (using perceptual post-decision evidence). In the other half of trials, percep-

tual post-decision evidence was replaced by the confidence and direction judgment

provided by an anonymous previous participant (‘adviser’). This manipulation al-

lowed me to assess whether cultural differences in post-decision processing would

generalize across different domains (perceptual, social). In practice, I generated

adviser choices from a model that mimicked the perceptual sensitivity of the partic-

ipant. The stimulus that I presented to the simulated adviser was that trial’s percep-

tual post-decision evidence level, i.e., the evidence strength that would have been

presented to the participant in the equivalent perceptual condition (with the same

dot direction as the participant’s pre-decision evidence yet with potentially variable

strength). As a result of this, adviser accuracy and confidence levels were contin-

gent on the perceptual post-decision evidence strength on any particular trial, which

was counterbalanced with respect to the pre-decision evidence strength just as for

the perceptual condition. Participants were paired with a new adviser on every trial

and were told that all advisers had the same accuracy in detecting the motion di-

rection as themselves due to completion of an identical calibration procedure. One

participant reported not to believe the social manipulation and was excluded from

further analyses (see Methods).

I defined social post-decision evidence strength as the adviser’s confidence

rating binned into three levels (low, medium, high), creating a fully factorial 3 (pre-

decision evidence strength) x 3 (post-decision evidence strength) x 2 (post-decision

evidence type) design (Figure 5.2a). Using a hierarchical logistic regression on

trial-by-trial accuracy in Experiment 2, I confirmed that choice accuracy was higher

when participants had seen stronger pre-decision evidence (main effect pre-decision

evidence: χ2(1) = 484.85, P < 2e-16, β = 2.97 (SE = 0.14). As per the calibration

procedure, this effect did not interact with site (no interaction-effect pre-decision

evidence and site: χ2(1) = 0.003, P = 0.96, β = -0.01 (SE = 0.19) nor post-decision

evidence type (no interaction-effect pre-decision evidence level and post-decision
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evidence type: χ2(1) = 0.0003, P = 0.99, β = -0.01; SE = 0.19).

As in the previous chapter, I ensured that first-order performance was matched

across participants and across both post-decision evidence types (Figure 5.2b). I

also did not find a difference in average confidence across sites (MPKU = 82% (SE

= 0.01), MUCL = 79% (SE = 0.01), independent samples t-test, t104 = 1.64, 95% CI

= [-0.01, 0.06], P = 0.10).

Figure 5.2: Task design and first-order performance. a. Participants were asked to make
judgments about the direction (left, right) of random dot motion stimuli. Af-
terwards participants were either shown perceptual post-decision evidence or
with what an anonymous ‘adviser’ had decided on the same trial (social post-
decision evidence, which was generated from a computational model). At the
end of each trial, participants were asked to rate their confidence that the ini-
tial decision was correct on a scale from 100% left-stimulus to 100% right-
stimulus. b. Choice accuracy was matched between sites (n.s.) and higher
following stronger pre-decision evidence levels (P<0.001, N=53 at each site).
Error bars represent group mean±SEM.

In the perceptual condition, I replicated the findings from the previous chap-

ter that PKU participants, in comparison with UCL participants, have heightened

metacognitive evaluation when processing post-decision evidence. Specifically,

perceptual post-decision evidence had a higher impact on confidence in the PKU

dataset than in the UCL dataset (hierarchical linear regression, interaction percep-

tual post-decision evidence x site: χ2(1) = 10.39, P = 0.001, β= 0.06 (SE = 0.02);
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Figure 5.3a). This effect was again most evident on error trials, which led to a sig-

nificant three-way interaction (hierarchical linear regression, interaction perceptual

post-decision evidence x accuracy x site: χ2(1) = 7.07, P = 0.008, β= -0.05 (SE =

0.02).

I next asked whether a cultural difference in metacognition would generalize

to a situation in which post-decision evidence is presented as social advice. In the

social condition, I calculated how often participants changed their mind towards the

direction suggested by the adviser on trials in which the participant and adviser dis-

agreed. This tendency to change one’s mind and comply with the adviser was higher

in PKU participants than in UCL participants (MPKU = 17.9%, MUCL = 12.6%, in-

dependent samples t-test, t104 = 2.21, 95% CI = [0.005, 0.10], P = 0.03). In keeping

with a metacognitive advantage in PKU participants, this effect was restricted to tri-

als on which the participant was wrong (and accordingly, the adviser correct; MPKU

= 33.8%, MUCL = 24.1%, independent samples t-test, t104 = 2.59, 95% CI = [0.02,

0.17], P = 0.01), and was not seen on trials in which the participant was correct

(and the adviser wrong; MPKU = 8.3%, MUCL = 6.5%, independent samples t-test,

t104 = 0.92, 95% CI = [-0.02, 0.06], P = 0.36). This result suggests that the cross-

cultural asymmetries in post-decision processing identified using perceptual stimuli

generalize to cases in which new evidence is presented as social advice.

To further examine the drivers of cross-cultural differences in advice-taking,

I inferred the impact (beta coefficient) of adviser confidence [low, medium, high]

on participants’ confidence levels using a hierarchical mixed-effect model. Similar

to the cross-cultural differences in perceptual post-decision evidence processing re-

ported in chapter four and five, advice had a greater impact on the confidence ratings

of PKU participants compared to UCL participants (hierarchical linear regression,

interaction between social post-decision evidence x site: χ2(1) = 8.38, P = 0.004,

β= 0.04 (SE = 0.02). As expected from the previous analyses, this asymmetry in the

impact of adviser confidence was most evident on trials where the participant made

an error (hierarchical linear regression, interaction social post-decision evidence x
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initial choice accuracy x site:χ2(1)= 10.56, P = 0.001, β= -0.05 (SE = 0.02); Figure

5.3a), consistent with a hypothesis of cultural differences in metacognitive evalua-

tion of performance.

At both sites, social post-decision evidence had a lower impact on confidence

than perceptual post-decision evidence (hierarchical linear regression, interaction

evidence type x post-decision evidence strength: χ2(1) = 77.34, P < 2.2e-16, β =

0.06 (SE = 0.007). However, an enhanced susceptibility to post-decision evidence

in PKU compared with UCL participants was found irrespective of whether the

evidence was social or perceptual (no three-way interaction between evidence type,

post-decision evidence and site: χ2(1) = 3.35, P = 0.07, β = -0.02 (SE = 0.01).

The similar manner in which social and perceptual post-decision evi-

dence was processed suggests a domain-general component of post-decision ev-

idence processing, which is in line with previous work [Rouault et al., 2018,

Carpenter et al., 2019a]. In line with the pattern of confidence reports obtained

in the perceptual version of the task, participants across both sites reported higher

confidence after receiving more confident confirming advice and lower confidence

after receiving more confident disconfirming advice (hierarchical linear regression,

interaction-effect of social post-decision evidence and accuracy: χ2(1) = 93.18, P =

2.2e-16, β= 0.08 (SE = 0.01; Supplementary Material 2.3). To further investigate

this putative domain-generality, I next asked whether the impact of perceptual and

social post-decision evidence was similar for any given individual. Figure 5.3b)

shows that this was the case: the impact of these two evidence types were positively

correlated among both PKU participants (robust correlation, r = 0.45, 95% CI =

[0.19, 0.64], P = 0.0006) and UCL participants (robust correlation, r = 0.39, 95%

CI = [0.13, 0.64], P = 0.004), suggesting that participants who are more likely to

integrate new perceptual evidence to update their confidence are also more likely to

make use of social advice.
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Figure 5.3: Cultural differences in changes of confidence. (a) Impact of perceptual and
social post-decision evidence on confidence on error trials (red) and cor-
rect trials (blue) across sites and experiments. The coefficients from chap-
ter four (Figure 4.3b) are replotted for comparison. (b) Standardized beta-
coefficients for the impact of perceptual and social post-decision evidence
on confidence for each participant from a hierarchical mixed-effect regres-
sion model standardized within each site. Error bars represent the group
means±SEM, ***P<0.001, **P<0.01 and *P<0.05.

A key difference between social and perceptual evidence is that perceptual

post-decision evidence is always in the correct direction, whereas the advisers could

sometimes be wrong. As a result, there were four possible trial scenarios in the

social condition: (1) The participant was correct, and the adviser agreed (‘good’

agreement); (2) The participant as wrong and the adviser disagreed (‘good’ dis-

agreement); (3) The participant was correct, yet the adviser disagreed (‘bad’ dis-

agreement); (4) The participant was wrong, yet the adviser agreed (‘bad’ agree-

ment).

To facilitate exploratory analyses of social post-decision evidence, I here trans-

formed participants’ confidence in the chosen direction to confidence in the objec-

tively correct direction (ranging from higher confidence in the incorrect direction to

higher confidence in the correct direction) as the dependent variable in an extended

hierarchical regression model (Equation 5.3), to which I introduced agreement be-

tween the participant and adviser [disagree: -1, agree: 1] as an additional predictor



5.3. Results 118

variable. Confidence in the objectively correct direction was higher on disagree tri-

als than on agree trials (main effect of agreement: χ2(1) = 24.54, P = 7.28e-07,

β = -0.07 (SE = 0.01). This effect is explained by a two-way interaction with ac-

curacy, indicating that ‘good’ agreement increased participants’ confidence in the

objectively correct direction, yet to a smaller extent than ‘bad’ agreement decreased

participants’ confidence in the objectively correct direction (interaction effect of

agreement x accuracy: χ2(1) = 82.74, P = 2.2e-6, β = 0.26 (SE = 0.03). When I

allow the predictors to interact with site, I find that more confidently disagreeing

advisers had a more pronounced impact on PKU participants than UCL participants

(interaction agreement x social post-decision evidence level x site: χ2(1) = 5.53, P

= 0.02, β = 0.06 (SE = 0.03). PKU participants were especially more susceptible to

strongly disagreeing advisers when their initial decision was, in fact, wrong (inter-

action accuracy x agreement x confidence adviser x site: χ2(1) = 5.55, P = 0.02,

β = -0.11 (SE = 0.05). This effect is shown in Figure 5.4a with the consistently

steeper upwards sloping dark red lines in PKU than in UCL; and in Figure 5.4b

with heightened impact of ‘good’ disagreement in PKU than in UCL (compare the

dark red dots across sites), but a similar impact of ‘bad’ disagreement across sites

(compare the light blue dots across sites). In sum, these results show that PKU

participants were more influenced by social post-decision evidence than UCL par-

ticipants, but only when the advice was useful.
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Figure 5.4: Cross-cultural differences in social advice-taking. a. Linear fit of the associ-
ation between the participant’s confidence in the objectively correct direction
and the advisers’ binned confidence level in the objectively correct direction
on correct (blue) and error trials (red) across sites, and as a function of ad-
viser accuracy (good advice in darker colours, bad advice in lighter colors). b.
The impact of advisers’ binned confidence level in the objectively correct direc-
tion on the participant’s confidence in the objectively correct direction on error
(red) and correct trials (blue) across sites, and as a function of adviser accu-
racy (good advice in dark-er colors, bad advice in lighter colors), indicated
as standardized beta-coefficients from a hierarchical mixed-effect regression
model. As expected, the impact coefficients of good advice resemble the impact
coefficients of perceptual post-decision evidence (as shown in Figure 5.3a).

These results suggest that metacognitive efficiency was higher in PKU par-

ticipants than in UCL participants. To test for such a difference, I next estimated

metacognitive efficiency using the HMeta-d toolbox for each group separately. In

line with the findings of Experiment 1, PKU participants had higher metacognitive

efficiency than UCL participants in the perceptual condition (hierarchical estima-

tion: HDI: [-0.051, 0.164], Pθ (PKU > UCL) = 0.853; Figure 5.5a), albeit not signif-

icantly so. I conducted a similar analysis for social condition, where I again found

that metacognitive efficiency was higher in PKU than UCL participants (hierarchi-

cal estimation: HDI: [-0.05, 0.16], Pθ (PKU > UCL) = 0.98, Figure 5.5b).

In a final analysis I explored whether individual differences on the question-

naires were associated with beta coefficients on the main task. I computed each par-

ticipant’s interaction coefficient between accuracy x social/perceptual post-decision
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Figure 5.5: Metacognitive efficiency between sites in the perceptual (a) and social (b)
conditions of Experiment 2. Posterior distributions over group-level metacog-
nitive efficiency for UCL and PKU participants separately. The dashed lines
represent the 95% highest density intervals (HDI); Pθ indicates the probabil-
ity that the posterior samples of the PKU group are higher than the posterior
samples of the UCL group.

evidence on confidence and correlated this measure with main composite self-

construal scores (SCS; [Singelis, 1994], IQ [Cattell, 1943] and cognitive insight

(BCIS; [Beck et al., 2004]). Post-decisional processing did not correlate with main

composite independent construal (perceptual condition: Pearson’s r = 0.03, P =

0.73; social condition: Pearson’s r = 0.09, P = 0.35). In line with recent findings that

metacognitive sensitivity and IQ are independent constructs [Rouault et al., 2018], I

also do not find any association between post-decisional processing and IQ (percep-

tual condition: Pearson’s r = 0.09, P = 0.39; social condition: Pearson’s r = 0.10, P

= 0.32). The interaction between post-decision evidence and accuracy did not corre-

late with composite BCIS scores (perceptual condition: Pearson’s r = 0.07, P = 0.47;

social condition: Pearson’s r = -0.08, P = 0.43). However, there was a positive corre-

lation between post-decisional processing and both the BCIS self-certainty subscale

(perceptual condition: Pearson’s r = 0.25, P = 0.009; social condition: Pearson’s r =

0.34, P = 4.25e-04) and the self-reflectiveness subscale (perceptual condition: Pear-

son’s r = 0.23, P = 0.02; social condition: Pearson’s r = 0.18, P = 0.06). When both

sites were analyzed separately (N = 35 participants per site) there was a positive

correlation between post-decisional processing and the self-confidence subscale in



5.4. Discussion 121

the PKU sample (PKU perceptual: Pearson’s r = 0.25, P = 0.07, social: Pearson’s r

= 0.31, P = 0.02) but not in the UCL sample (UCL perceptual: Pearson’s r = -0.03,

P = 0.84, social: Pearson’s r = 0.18, P = 0.20). Perhaps because of a lack of power

to investigate individual differences in a sample of N = 53 participants per site, post-

decisional processing was not correlated with the self-reflectiveness subscale in the

samples taken individually (PKU perceptual: Pearson’s r = 0.05, P = 0.71, social:

Pearson’s r = -0.17, P = 0.23); UCL perceptual: Pearson’s r = 0.04, P = 0.79, social:

Pearson’s r = 0.06, P = 0.67).

5.4 Discussion

I here replicated and extended the results of the previous chapter by showing an

enhanced susceptibility to post-decision evidence in participants with Chinese com-

pared to British backgrounds. In the previous chapter I evidenced a metacognitive

benefit led Chinese participants to become selectively more susceptible to new ev-

idence following errors—a skill that led them to recognize and change their minds

more often about errors. In this study I replicated this finding and also show the

domain generality of this effect by leveraging a social form of new evidence, so-

cial advice. The cultural benefit of Chinese compared with British participants was

commensurate for the social and non-social form of evidence alike.

The differences between cultural milieus in susceptibility to new evidence

reported here complement and extend previous findings that Chinese popula-

tions are more affected by social influence than German and British populations

[Korn et al., 2014, Mesoudi et al., 2015]. In particular, I suggest that such differ-

ences in a susceptibility to new evidence may be caused by heightened metacog-

nition, rather than normative social compliance. In other words, recognizing the

potential for error may prompt a search for corrective information from our peers.

Notably, while Chinese participants were more susceptible to both social and per-

ceptual forms of post-decision evidence, such effects were most prominent on tri-

als where mistakes had been made. This interaction between the impact of post-
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decision evidence on confidence and accuracy is a key signature of metacogni-

tion [Fleming et al., 2018], and accordingly, the Chinese participants had consis-

tently heightened metacognitive efficiency than UK participants in all three datasets.

Our finding that cultural differences consistently, and selectively, occurred on er-

ror trials indicates that these cultural differences are primarily driven by metacog-

nition, rather than a greater susceptibility to social influence irrespective of self-

performance.

As perceptual post-decision evidence always disconfirmed a previous decision

after errors (i.e., was always helpful), an alternative explanation of these findings

is that PKU students simply processed disconfirming evidence to a greater extent

than UCL students—in other words, they were less prone to confirmation bias

[Talluri et al., 2018, Kappes et al., 2020]. However, additional analyses of the so-

cial task data nuance this interpretation. The social task allowed me to distinguish

between cases of disagreement when advice was correct (‘good advice’) as well

as when advice was wrong (‘bad advice’). Notably, both PKU and UCL students

were equally susceptible to bad advice that agreed with their wrong decision (sug-

gesting similar susceptibility to confirmatory social information) and to bad advice

that disagreed with their correct decision (suggesting similar susceptibility to social

disagreement). Instead, differences between cultural backgrounds selectively man-

ifested in a heightened susceptibility of PKU students to ‘good’ advice, even when

it disagreed with their decision (Figure 5.4). This finding suggests that PKU stu-

dents had heightened metacognitive evaluation of their performance, allowing them

to selectively follow the advice when it is most beneficial.

Another line of evidence supporting a metacognitive explanation of these find-

ings between sites is an association between an index of metacognitive processing

(the tendency to specifically process new evidence on error trials) and an indepen-

dent measure of cognitive insight (BCIS, [Beck et al., 2004]). PKU students had

substantially higher baseline levels of self-reported cognitive insight than UCL stu-

dents (Supplementary Material 1.1). In addition, inter-individual differences in



5.4. Discussion 123

cognitive insight, but not differences in sociocultural flexibility (as measured with

the self-construal scale; [Choi et al., 2003]), predicted the degree of metacognitive

processing in the sample as a whole (Figure 5.1).

I was also able to evaluate the domain-general nature of the cultural difference.

On half of the trials post-decision evidence was perceptual, whereas on the other

half it was presented as social advice. Differences between sites in post-decisional

processing were similar across the social and perceptual forms of post-decision ev-

idence, and the impact of both types of evidence was correlated across participants.

Indeed, one interesting prediction of the cultural origins hypothesis of metacogni-

tion is that any cultural difference should be relatively domain-general, because the

skills that are being acquired are metacognitive in nature rather than how to handle

a particular type of information. A useful analogy is with the cultural acquisition

of reading: even though a person might learn to read via information provided by

others, they can subsequently apply that skill to read a variety of different books

about topics that no longer have relevance for the social group. In this light, the

finding that the impact of cultural variation on metacognitive efficiency generalizes

to different types of evidence is expected from the theory.

Despite this similarity, participants at both sites adjusted their confidence lev-

els to a lesser degree in response to social compared to perceptual evidence (Figure

5.4a), a difference that may have been due to the model generating simulated ad-

visers with generally lower confidence levels than the participants. Whether so-

cial and perceptual evidence have a similar impact on post-decision processing

when advisers’ confidence is matched to that of the participant could be investi-

gated in future experiments. Confidence is known to be closely linked to, and

potentially informed by, variation in response times to make an initial decision

[Rahnev and Fleming, 2019]. This finding suggests that the mechanism through

which confidence is inferred may be different across cultures, but more research in

this domain is needed to confirm this. Future studies could also seek to replicate

these results using a confidence task without post-decision evidence, which I be-
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lieve would give similar results [Rollwage et al., 2018]. Another limitation of this

study is that neither the study described in chapter four nor five was pre-registered.

Future studies should replicate the current findings in a larger sample and following

pre-registration of hypothesized cultural differences.

In summary, across two behavioral experiments I demonstrate that East Asian

participants (from Peking University) have heightened metacognitive evaluation of

their task performance in comparison with Western participants (from University

College London and New York University). These differences manifested in boosts

to post-decisional processing following error trials, in the absence of differences in

first-order performance. This pattern was also obtained in a new task where post-

decision evidence was replaced with equivalent social advice, suggesting that cul-

ture shapes a domain-general tendency to evaluate and reflect on previous decisions.

This provides a final piece of evidence that metacognition and mentalizing—in the

form of being selectively more susceptible to more reliable advice—are shaped by

our socio-cultural environment, a topic to which I will return in the General Discus-

sion.



Chapter 6

General Discussion

6.1 Overview

Explicit metacognition, the ability to consciously reflect and report on other cogni-

tive processes, is considered a uniquely human faculty [Frith, 2012]. Homo sapiens’

widespread knowledge and skill is largely owing to our ability to translate inter-

nal insights into words that others can understand [Frith, 2012, Shea et al., 2014].

While the evolutionary reason for the development of metacognition may have been

primarily social, we know little about what role social information plays in metacog-

nitive processes.

Across a number of studies, I show that metacognitive efficiency is shaped

by our social environment. One prominent theory in my research has been the

mentalizing-is-prior theory, which suggests that metacognition is realized by turn-

ing our understanding of other people’s mental states to ourselves. This hypothesis

posits that people do not have privileged and direct access to their own minds, but

instead, infer their own thoughts and feelings indirectly, as they would infer the

mental states of others.

In chapter two, I tested this theory in the realm of mentalizing, the set of cog-

nitive processes involved in inferring other people’s mental states, and measured
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both the metacognitive and mentalizing efficiency of a general population dataset

[N=477]. In line with my pre-registered hypotheses, I found that mentalizing and

metacognitive efficiency were positively correlated, even after controlling for first

order performance, IQ, age, gender and education. By modelling the trial-by-trial

formation of confidence I showed that mentalizing efficiency predicted the associa-

tion between response times and confidence, suggesting those with better mentaliz-

ing efficiency were more sensitive to inferential cues to self-performance. Because

response time is an indirect cue for confidence that is similarly used to infer the

confidence of someone else [Patel et al., 2012], this finding suggests that mentaliz-

ing facilitates metacognition by allowing people to apply the same strategies to read

their own minds as they would to read those of others.

The mentalizing-is-prior theory also reinterprets Autism Spectrum Con-

dition (ASC) as a meta-representational disturbance [Baron-Cohen et al., 1985,

Frith and Happé, 1999]. Specifically, it predicts that the mentalizing difficulties

that characterize this condition should also hinder the development of metacogni-

tion. In chapter two I indeed found that a group of autistic participants had lower

metacognitive efficiency and mentalizing efficiency than age, gender, education

and IQ matched controls. One particular aspect of metacognition that was com-

promised in ASC versus a comparison population was the use of response times in

recognizing committed errors. Given that we had previously shown this propensity

to be related to mentalizing efficiency, these results suggest that autistic difficul-

ties with understanding other people’s mental states may also have downstream

consequences on the capacity to apply that same understanding to oneself.

In the remainder of the thesis, I built upon this idea to test if metacognitive

efficiency is sensitive to cultural norms that prioritize the group over the individ-

ual. Metacognition was quantified as an adaptive boost to processing new evidence

following errors in participants with matched age, gender, IQ and family income

but distinct cultural backgrounds (British/American or Chinese). In chapter three I

found that Chinese participants have heightened metacognitive evaluation of their
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task performance in comparison with British and North American participants. This

effect was driven by Chinese participants selectively processing new evidence to

correct an ongoing error more than their Western counterparts. In chapter four I

replicated this effect in a new dataset and show that Chinese participants have both

enhanced metacognitive and mentalizing efficiency in the way in which they pro-

cess social advice in comparison with British participants. Strikingly, this cultural

difference was found irrespective of whether the new evidence was provided in a

perceptual or social format, suggesting that the information benefit (and not social

pressure to comply) was driving the reported cross-cultural differences.

Together, these results suggests that one common meta-representational mech-

anism, which is similarly involved in reading the minds of oneself and others, is

sensitive to social communication about internal states and collaborative environ-

ments. Here, I will review these findings in light of previous research and discuss

its implications.

6.2 Social shaping of mentalizing and metacognition

In this thesis I tested the proposal that the capacity to understand other peo-

ple’s thoughts facilitates the recognition of those same thoughts in oneself.

One laboratory study, which quantified metacognitive efficiency as the trial-

by-trial association between confidence and accuracy [Fleming et al., 2010,

Fleming and Lau, 2014, Frith and Frith, 2012, Yeung and Summerfield, 2012], has

shown, in line with this view, that people with better metacognitive efficiency

also tend to score better on mentalizing tasks [Nicholson et al., 2020] (see:

[Carpenter, 2000, Nicholson et al., 2019] for different results). An implication

of this finding is that having restricted access to the mental states of others should

hinder the development of metacognitive efficiency too. Some studies have tested

this implication in the realm of ASC and indeed found commensurate metacognitive

and mentalizing problems in ASC [Grainger et al., 2016a, Nicholson et al., 2020,

Williams et al., 2018]. However, other studies have found inconsistent results
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[Carpenter et al., 2019a, Wojcik et al., 2013], suggesting that it is, so far, unknown

whether the development of metacognition is dependent on exposure to social

information about other people’s mental states.

One difficulty with interpreting prior work is that the measurement of metacog-

nitive processes is often confounded by the first-order thinking that it evaluates,

which itself may vary across individuals and clinical groups. For example, the

Goodman-Kruskall gamma coefficient between trial-by-trial accuracy and confi-

dence [Nelson, 1984] is confounded by type-1 sensitivity and metacognitive bias

[Fleming and Lau, 2014, Maniscalco and Lau, 2012, Maniscalco and Lau, 2014,

Masson and Rotello, 2009, Rahnev and Fleming, 2019]. The impact of this con-

found may be particularly pertinent to studies comparing autistic and comparison

populations, as sensory (over-) sensitivity [Ewbank et al., 2016, Lieder et al., 2019,

Pirrone et al., 2017] and over-confidence [McMahon et al., 2016, Milne et al., 2002,

Zalla et al., 2015] are sometimes found to be higher in autistic than in comparison

groups. In other words, previously reported measures of metacognitive sensitivity

may have been confounded by altered sensory sensitivity in autistic participants.

Another caveat is that previous studies have focused on an association be-

tween average metacognitive efficiency and mentalizing efficiency across tri-

als. Much less is known about how mentalizing efficiency affects the com-

putational processes that give rise to trial-by-trial fluctuations in confidence.

Work in cognitive psychology has often shown that people have poor access to

the reasons for their actions but instead infer these from contextual cues (even

if these cues are experimentally decoupled from the true underlying intention;

[Gazzaniga, 1995, Gazzaniga, 2000, Wegner, 2002, Wilson, 2002]). For example,

when asked to rate their confidence in a previous decision, people’s confidence

reports may be affected by various (behavioural) cues that are more or less related

to the decision, such as response times [Kiani et al., 2014, Patel et al., 2012], so-

cial context [Bahrami et al., 2010, Bang et al., 2017, van der Plas et al., 2022], as

well as the quantity and reliability of evidence [Campbell-Meiklejohn et al., 2010,
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De Martino et al., 2017, Kiani and Shadlen, 2009, Pleskac and Busemeyer, 2010,

Campbell-Meiklejohn et al., 2010]. Intriguingly, response times have a causal im-

pact on the confidence levels people ascribe not only to themselves, but also to

others [Palser et al., 2018, Patel et al., 2012], suggesting common cues may be

recruited in both cases. If the Mentalizing-is-prior view is correct, mentalizing

efficiency should facilitate the indirect inference of confidence people make from

their behavioural cues.

In chapter two I provided empirical support for the mentalizing-is-prior theory.

Using HMeta-d hierarchical regression models, I found that participants with better

mentalizing efficiency also had better metacognitive efficiency, even after control-

ling for sensory sensitivity and metacognitive bias. My findings go beyond esti-

mating correlations between metacognition and mentalizing, and reveal a potential

route through which mentalizing may affect metacognitive processes. Specifically,

a greater ability to identify the mental states of others from behavioral cues may also

allow people to identify those same cues within themselves. This finding indicates,

in line with the mentalizing-is-prior view, that metacognition and mentalizing may

have a common computational basis—allowing people to focus more on cues that

are predictive of one’s own and other people’s mental states.

One intriguing outcome was that I did not find poorer metacognitive efficiency

in people with higher scores of autistic traits, even though such a correlation has

been found elsewhere [Nicholson et al., 2020]. An explanation for this discrepancy

is that, on their metacognition task, Nicholson and colleagues rewarded high con-

fidence on correct trials and low confidence on error trials. In other words, better

metacognition was explicitly incentivized. This may have created a disadvantage

for autistic participants, who have to difficulties interpreting and learning from (am-

biguous) feedback [Broadbent and Stokes, 2013, Greene et al., 2019, Reed, 2019,

Robic et al., 2015, Sapey-Triomphe et al., 2018, Zwart et al., 2018]. A second ex-

planation is that variation in autistic traits in the general population may not have

been pronounced enough to find statistically significant differences in metacognitive
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efficiency, as hinted by the more pronounced differences in metacognitive efficiency

found in chapter three.

Notably, in an exploratory set of analyses I modeled the shared co-variance

between mentalizing and metacognitive efficiency using structural equation mod-

elling. The rationale for this approach is that metacognitive and mentalizing effi-

ciency are both noisy measurements of which only their shared co-variance may

pertain to a true meta-representational faculty. In support of this hypothesis, I found

that the association between autistic traits and a shared, meta-representational fac-

ulty was stronger than that between autistic traits and metacognition and mentaliz-

ing efficiency separately (Figure 2.6).

Another notable finding was that those with greater self-reported difficulties

with social communication and social understanding also had poorer metacognitive

efficiency. This finding relates to the mentalizing-is-prior prediction that having

restricted access to social communication and difficulties with understanding other

people’s thoughts and actions have downstream consequences for the development

of metacognition. But is this effect causal, i.e. does being faced with social interac-

tion strengthen metacognitive efficiency?

Some initial evidence suggests this is the case. For instance, a key

predictor of mentalizing efficiency in children is the amount of social com-

munication a child is exposed to [Dunn et al., 1991, Dunn and Brown, 1993,

Jenkins and Astington, 1996, Brown et al., 1996]. Further, developmental work

has shown that societal norms and conditions that obstruct social communication

and explanations of other people’s mental states affect the development of mentaliz-

ing in children [Liu et al., 2008, Peterson and Siegal, 1995, Richardson et al., 2020,

Wellman and Liu, 2004]. On the basis of these findings, one could predict that peo-

ple who are more exposed to collaborative environments also have better metacog-

nitive efficiency. In chapter three and four I compared the metacognitive profiles

of adults that were raised in highly collaborative environments with those that were

raised in less collaborative environments and found support for this hypothesis.
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In summary, these results suggest that the capacity to understand our own men-

tal states is similar to that involved in understanding the mental states of others. My

results suggest that mentalizing efficiency impacts the association between confi-

dence and response times—a behavioural cue that is similarly used to infer confi-

dence of self and others. Together, these findings suggest that metacognition is at

least partially an indirect process, “read out” from behavioural cues. The personal

examination of one’s own conscious thoughts and processes is a central topic of

philosophical debate, as prominently exemplified by Descartes’ famously relying on

introspection to deduct his own existence (“Cogito, ergo sum” [Descartes, 1644]).

This work suggests that research on the social basis of metacognition forms a useful

step towards the modern investigation of this classic phenomenon.

6.3 Autism as a metacognitive condition

Chapter three posed the question whether people with mentalizing difficulties are

similarly restricted in their metacognitive capacities, which I tested in the realm

of ASC. This study built directly upon the insignificant correlation between autis-

tic traits and metacognitive efficiency found in chapter two. I reasoned that, if

this null finding was driven by autistic traits in the general population not being

pronounced enough to find statistically significant differences in metacognitive ef-

ficiency, metacognitive differences may be more visible in a clinically diagnosed

group of autistic individuals. The method employed in chapter three was similar to

that of chapter two.

In line with my pre-registered hypotheses, I found that metacognitive effi-

ciency was significantly lower in the autism group than in the comparison group,

in the absence of any differences in IQ, age, gender and education. An interest-

ing feature of this finding is that the effect size of the frequentist comparison was

larger than that of the Bayesian analysis. One explanation for this may be that

metacognitive efficiency in autism may not be weaker on average, but rather more

polarized (extremely low or extremely weak) than that of comparison participants
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[Pariser, 1981, Shields-Wolfe and Gallagher, 1992], which is a type of variability

to which Bayesian analyses are more sensitive. More research is needed to better

understand whether autistic participants indeed have more polarized differences in

metacognition, and if so, whether this is attributed to autistic people engaging in

alternative, maybe even more cognitively demanding, processes to compensate for

their metacognitive difficulties [Livingston et al., 2019a, Livingston et al., 2019b].

How do these findings relate to what we know about ASC? Autistic lives

can be very different from the lives of typical adults. Estimates of autistic peo-

ple who can live autonomously with usual levels of support range from 4%

[Howlin et al., 2004] to 64% [Cederlund et al., 2008]. Employment at either full

or part-time basis is similarly low in autistic adults, ranging from around 7%

to 40% [Engström et al., 2003, Helles et al., 2017]. Moreover, 17% of autistic

adults live independently and 53% has had paid employment, these percent-

ages are lower for people on the autism spectrum than for adults with learn-

ing disability (66% for independent living, and 88% for paid employment re-

spectively) or intellectual disabilities (34% for independent living, and 63% for

paid employment, respectively; [Anderson et al., 2014]). However, within the

autistic population that participates in laboratory studies, studies of perception

[Greimel et al., 2013, Peiker et al., 2015, Plaisted et al., , Powell et al., 2016] and

learning [Brown et al., 2010, D’Cruz et al., 2016, Luman et al., 2009] have rarely

found differences between autistic and comparison participants. It is important

to note that the participant samples of these studies is not necessarily represen-

tative of the autistic population. First, the tested samples were often largely–or

exclusively–male. This is problematic as recent estimates of the male to fe-

male ratio in autism is around 3:1 [Loomes et al., 2017]. Second, the vast ma-

jority of studies set a minimum IQ, whereas a significant proportion of autis-

tic people also have a co-occurring intellectual disability [estimated to be be-

tween 50-55%, Charman et al., 2011]. This suggests that the results of some

empirical studies may not generalise to the wider autistic population and/or that

decision-making in real life is intrinsically different from laboratory decision-
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making tasks. One possibility is that general cognition is typical in some autis-

tic individuals, but that the way in which cognition itself is (hierarchically) eval-

uated may be atypical [Friston et al., 2013, Palmer et al., 2017]. In everyday situ-

ations, where decisions are often subjective, feedback and clear rules on how to

decide are often lacking. Whilst on these laboratory decision-making tasks or struc-

tured assessments, an objectively ‘correct’ answer can often be learned over the

course of multiple decisions. This idea fits with theoretical proposals that espe-

cially subjective and metacognitive aspects of cognition are compromised in ASC

[Carruthers, 2009, Frith and Happé, 1999, Happé and Frith, 2006].

Even if metacognitive processes are largely independent from first-order cog-

nition, such as perceptual ability [Fleming et al., 2010, Maniscalco and Lau, 2012,

Maniscalco and Lau, 2014], the ability to learn associations [Rouault et al., 2019]

and fluid intelligence [Rouault et al., 2018]; metacognition plays a role in

several types of decisions that play an important role in everyday scenar-

ios, such as value based decision-making (deciding on the basis of sub-

jective preferences; [De Martino et al., 2013, Woodcock et al., 2020]), deci-

sions that are based on emotions and bodily arousal [Bird and Cook, 2013,

Kuzmanovic et al., 2019, Shah et al., 2016], and decisions made in social contexts

[Bahrami et al., 2010, Bahrami et al., 2012, Bang et al., 2017]. In addition, some

work suggests that metacognition is more predictive of everyday indices of success-

ful decision-making—such as educational [Bakracevic Vukman and Licardo, 2010,

Isaacson and Fujita, 2006, Narang and Saini, 2013] and vocational success

[Cho and Linderman, 2019, Marshall-Mies et al., 2000]—than reward learning and

perceptual decision-making paradigms alone [Koren et al., 2006]. For example,

under-confidence in one’s performance can cause shifts in perceptual sensitivity;

and if people are insensitive to their own feelings, this could cause them to appear

apathetic or repetitive on the outside (interestingly both traits that are commonly at-

tributed to ASC [Howlin et al., 2013, Robinson et al., 2016, Warrier et al., 2019]).

My results suggest that, not only may some cognitive difficulties in ASC be ex-

plained by a metacognitive deficit, also seemingly “non-social” spectrum pheno-
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types may be a by-product of having less access to social information (in addition to

already existing genetic predispositions: [Heyes and Frith, 2014]). Naturally, more

work in this domain is needed to evaluate how the development of metacognition

and mentalizing interact in ASC.

It is important to note the limitations of this study, of which the most impor-

tant one is its representativeness. Our autistic sample was largely female whereas

estimates of the male to female ratio in autism is around 3:1 [Loomes et al., 2017].

Second, our autistic participants all had fluid intelligence scores similar to those of

the general population dataset, whereas a significant proportion of autistic people

also have a co-occurring intellectual disability (estimated to be between 50-55%

[Charman et al., 2011, Loomes et al., 2017]). In a recent study I employed a litera-

ture review approach to assess if metacognitive processes are compromised in ASC.

By reviewing 74 empirical studies [N=5,111 total participants, N=1,932 autistic and

N=3,179 comparison] published between 1998 to 2020, I found that autistic par-

ticipants have compromised performance on decisions that rely on metacognitive

processes (such as decisions that require evaluating one’s own or other people’s

knowledge or preferences). On the other hand, autistic participants perform simi-

larly to non-autistic participants on tasks that rely primarily on first-order processes

(such as perceptual decision making or reward learning; [Van der Plas, Mason et al.,

2022]). Together with the findings presented in chapter three, these findings suggest

that metacognitive difficulties in autism may generalize to a broader set of decision

making problems that are common in ASC.

One potential application of this work is to provide more targeted support. If

the everyday problems autistic people face mostly arise at a metacognitive level

of cognition, this may prompt caregivers to provide support at especially this level

of cognition. Recent work is testing whether metacognitive training paradigms are

found to be helpful and to whom [Maras et al., 2017, Lamash and Josman, 2021].

In schizophrenia, the positive impact of metacognitive training paradigms gener-

alize to mentalizing efficiency [Lysaker et al., 2012, Lana et al., 2017], supporting
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my findings that mentalizing and metacognition have a common cognitive basis.

One striking feature of these metacognitive trainings is that they do not give people

repeated feedback on their confidence estimates (as has been done in other train-

ings [Carpenter et al., 2019a]). Instead, these trainings facilitate group discussions

of mental states. These results suggests that the mere act of talking about feelings

may positively impact metacognitive efficiency. More research on whether the mere

act of talking about feelings can causally benefit metacognitive efficiency in adults

is needed. One route to explore this question is by comparing groups of populations

that have different norms of social communication and collaboration, as was done

in the next chapter of my thesis.

6.4 Cultural contributions to metacognition

The previous chapter evaluated how developmental disturbances that give rise to

compromised mentalizing efficiency may also affect metacognitive efficiency. This

finding, together with the finding from chapter two that individual trait differences

in problems with social communication and understanding negatively correlate with

metacognitive efficiency, suggest that metacognition is realized by turning an un-

derstanding of other people’s mental states to oneself. In other words, when a de-

velopmental condition prevents autistic people from understanding the feelings of

others, this can impact their metacognitive development too. Beyond looking at

these types of internal obstructions to social communication and explanations of

other people’s mental states (e.g., a clinical inability to grasp the mental states of

others), there exist also external obstructions to social communication and expla-

nations of other people’s mental states (e.g., living in a society where talking about

mental states is considered impolite). A number of studies have explored these ex-

ternal obstructions and suggest that cultural obstructions to accessing information

about other people’s mental states negatively impact and/or delay the development

of mentalizing [Liu et al., 2008, Peterson and Siegal, 1995, Richardson et al., 2020,

Wellman and Liu, 2004].
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This cultural origins hypothesis posits that metacognitive efficiency is sus-

ceptible to differences in our socio-cultural environment [Heyes et al., 2020,

Heyes, 2018, Proust and Fortier, 2018]. There are several reasons why com-

paring Chinese and British or American cultures may provide a promising

testbed to investigate this theory empirically. First of all, people that were

raised in China are often described as being more collectivist in that they tra-

ditionally emphasize harmony with others, whereas people who were raised

in Northern Europe or the United States are commonly viewed as more indi-

vidualistic [Hofstede, 2011]. Moreover, Chinese populations are more likely

to pay attention and conform to others’ opinions than UK or US populations

[Korn et al., 2014, Mesoudi et al., 2015, Oeberst and Wu, 2015]. This is relevant,

as advice taking is in many ways similar to metacognition, as both processes in-

volve processing new evidence after an initial decision has already been made

([van der Plas et al., 2019]). Finally, Chinese populations are thought to be more

inter-dependent in their thinking styles than Westerners [Singelis, 1994]. In light

of the mentalizing-is-prior theory, a greater tendency for collaboration and having

shared goals could give rise to metacognitive differences too, but whether this is

actually the case was hitherto unknown.

Some cross-cultural studies have shown that confidence bias differs between

Chinese and UK or US populations. A general finding in this literature is that Chi-

nese participants report higher confidence in their own responses than UK or US

populations [Moore et al., 2018, Yates et al., 1989, Yates et al., 1998]. Two studies

have extended this work to investigate whether metacognitive efficiency is simi-

larly different between Chinese and UK or US population, but found inconsistent

results [Yates et al., 1989, Yates et al., 1998]. One potential issue with this work

is that the researchers left first-order performance (choice accuracy) free to vary

across individuals, which may have confounded the results as people tend to be

better at discriminating their own performance when they perform better on a task

[Fleming and Lau, 2014]. As such, it is currently unknown whether metacognitive

efficiency also varies between cultures when the metric of metacognitive efficiency
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is not confounded by differences in choice accuracy.

In addition, it is possible that not metacognition per se, but the computa-

tions involved in the construction of confidence, vary across cultures. It could

be, for example, that different educational settings impact distinct ways of men-

tal state evaluation, leading to differences in the process (rather than the mere

outcome) of metacognition [Liu et al., 2008]. For instance, confidence ratings are

informed by evidence that becomes available after deciding (“post-decision evi-

dence”), where it allows the decider to rate higher confidence when the new evi-

dence is confirming, and lower confidence when the new evidence is disconfirming

[Fleming et al., 2018]. It could be that different cultures specifically modulate sus-

ceptibility to post-decision evidence but not metacognitive efficiency per se.

In chapter three, I directly tested the Cultural Origins Hypothesis. I recruited

two groups of participants that were matched in terms of age, gender, IQ and fam-

ily income but had different cultural backgrounds. Chinese nationals who had not

lived abroad for longer than six months were recruited from Peking University

(PKU, Beijing, China); British nationals who had not lived abroad for longer than

six months were recruited from University College London (UCL, London, UK).

To ensure first-order performance was matched, I selected three levels of evidence

strength that were of subjectively similar perceptual strength across participants.

As a result of this calibration, first order task difficulty was matched across indi-

viduals and sites. In line with prior work, I hypothesised that PKU participants

would exhibit a greater sensitivity to new evidence than UCL participants. Strik-

ingly, I found this enhanced susceptibility to new evidence of PKU participants only

on error-trials, suggesting enhanced metacognitive efficiency rather than a greater

susceptibility to new evidence in general.

In exploratory analyses I investigated if there is a specific personality trait that

predicts an enhanced sensitivity to new evidence following errors. If cultural norms

of harmony and collaboration strengthen metacognition, one would predict that

specifically those with a greater desire for social harmony and inter-dependency
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would exhibit a sensitivity to new, correcting, evidence. Importantly however, I

did not find this. The only consistently different personality trait between Chinese

and British participants was a difference in cognitive insight, a self-reported abil-

ity to differentiate reality from subjective experience [Beck et al., 2004]. In turn,

individuals who scored higher on cognitive insight were also more susceptible to

new evidence on error trials. This suggests that the Chinese culture may exert its

influence on metacognitive processing directly, without the interference of cultural

norms of collaboration.

6.5 Advice taking as a model of metacognition and

mentalizing

In chapter three I showed that people who were raised in cultures that emphasize

the collective and social harmony over the individual are more likely to selectively

process new perceptual evidence after having made an error than people who were

raised in more individualistic cultures. This finding suggests that the ability for

metacognition is susceptible to cultural differences and is in line with the Cultural

Origins Hypothesis [Heyes et al., 2020]. This hypothesis suggests that, just like

how the skill to read can be applied to different books, the ability for mindreading

can be similarly applied to read one’s own and others’ minds [Heyes, 2018], which

was a key prediction for chapter four.

In chapter three I studied whether cultural background affects how new per-

ceptual evidence is processed. In chapter four I build upon this by testing whether

cultural differences in post-decision evidence processing is indifferent to the type

of evidence at hand (i.e., social or perceptual). This manipulation of evidence type

also allowed me to explore a second prediction of the mentalizing-is-prior theory.

Namely, that the process through which people infer the mental states of others is

similar to the process employed to infer one’s own mental states.

To test these predictions, I recruited two new samples of participants from
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both PKU and UCL, again ensuring that age, gender, IQ and family income were

matched across groups. Participants made perceptual decisions based on pre-

decision evidence of varying strength (weak, medium or strong), similar to the

perceptual task. However, on half of the trials, perceptual post-decision evidence

was replaced with the confidence and perceptual judgment of another agent. This

advice was generated from a generative model that had the same perceptual sensitiv-

ity as the participant, and therefore, had the same accuracy and confidence level as

the participant. This allowed me to investigate the impact of social and perceptual

post-decisional evidence on confidence ratings, and compare their impact across

cultures.

When I compared the propensity to inform confidence on the basis of new ad-

vice, I found that the confidence ratings of PKU participants were more affected

not only by perceptual but also social post-decision evidence. Similar to perceptual

post-decision evidence, this enhanced susceptibility to social advice in PKU ver-

sus UCL participants was restricted to trials on which the advice was correct, and

the participant wrong. On one hand, this finding is a conceptual replication of the

findings from chapter tree, indicating that PKU participants had better metacogni-

tive efficiency in knowing when advice was most beneficial (i.e., when they were

initially wrong). On the other hand, this finding shows that PKU participants were

more susceptible to social advice only when the advice was correct (i.e., and not

when both themselves and the adviser were wrong). This suggests that beyond

a metacognitive benefit, PKU participants also had better mentalizing efficiency,

i.e., a greater ability to differentiate between the advisers’ correct and erroneous

advice with advice susceptibility. This final piece of evidence suggests that the

mentalizing-is-prior hypothesis is the most parsimonious explanation of the rela-

tionship between metacognitive and mentalizing efficiency.

In conclusion, advice-taking is a common form of knowledge sharing that has

widespread implications, from clinical problems with treatment compliance to the

way academics synthesize and share their acquired knowledge. People often up-
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date their beliefs based on others’ opinions, such as experts, friends, family, and

online users [Bonaccio and Dalal, 2006]. This work suggests that advice-taking is

a complex problem that may rely both on metacognitive efficiency and mentalizing

efficiency. A challenge for future work remains identifying which aspects facilitate

good knowledge sharing, to ensure knowledge sharing in humans is as effective,

and fair, as possible.

6.6 General Conclusion

Across four experiments on nearly a thousand participants, I evidenced that

metacognition—the ability for “thinking about thinking”, such as self-doubt or hes-

itation, is deeply rooted in our social environment. In chapter two, I showed that

similar neurocomputational processes are involved in understanding one’s own and

other people’s minds (mentalizing efficiency). Strikingly, both inferences of mind

were made, at least in part, indirectly—by relying on cues rather than direct intro-

spection. This suggests that access to other people’s explanations of their mental

states shapes an ability to recognize similar thought processes in oneself. This idea

was further tested in chapter three, where I found that people who have restricted

access to other people’s minds (as is the case in Autism Spectrum Condition) also

tended to have difficulties with metacognition. These studies suggest that subtle dif-

ferences in socio-cultural context can affect the method and efficiency with which

people perceive their own minds. This was confirmed in chapter four, where I com-

pared groups of people with different cultural backgrounds. I showed that in cul-

tures where collaboration is emphasized, metacognitive efficiency is better than in

cultures where working alone is the norm. In chapter five, I built upon this find-

ing by showing that socio-cultural differences have a domain-general impact on

metacognition—affecting the integration of social and non-social types of evidence

to a similar extent.

These results support the mentalizing-is-prior theory. Compared with al-

ternative theories on how the human meta-representational system may be or-
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ganised (Introduction), this theory predicts, together with the mentalizing- and

metacognition-is-prior theory, that the metacognitive and mentalizing reasoning

process is similar—a prediction for which I found support in chapters two, three

and five. In addition, the finding that metacognitive efficiency is shaped or affected

by differences in social communication (for which I found evidence in chapter two,

three, four and five), nuances this further by undermining the metacognition-is-prior

theory—under which direct inference would make metacognitive efficiency insen-

sitive to external differences—more than the mentalizing-is-prior theory. However,

because all the data collected in my studies was correlational in nature, the causal

predictions that the mentalizing-is-prior theory makes remains an avenue for future

research. In addition, these theories are all models (and are also tested as such in

chapter two) and are, therefore, inherently wrong. The actual meta-representational

reasoning process may be a more nuanced version of either view. For example,

it could be that a hybrid meta-representational system starts as a two-mechanisms

system but later develops into either a mentalizing- or metacognition-is-prior sys-

tem. The way in which it develops may depend on whether one’s socio-cultural

environment either emphasizes one’s own or other people’s thoughts—“pruning”

the system towards either a metacognition- or mentalizing-is-prior system. Future

studies could collect longitudinal data to reveal how the development of metacog-

nition and mentalizing interact.

In practice, these results highlight the importance of understanding our own

and other minds for effective and fair information sharing. Some of the most promi-

nent societal issues arise from difficulties at this level. If advice-taking is the cu-

mulative process of sharing unique worldviews with others—what happens during

the translational turn from thought to word is key. Not knowing the reliability of

one’s own thought processes and over-confidence are likely to play a role in the dis-

tribution of misinformation; not knowing the reliability of other people’s thought

processes may be the root of epistemic injustice. Perhaps a useful next step is to

seek solutions to these problems in strengthening what led to the development of

the human capacity for metacognition in the first place: our social environment. On
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the basis of the findings presented in this thesis, I expect that this future work will

confirm what my thesis suggests:

In multis versor, ergo sum

—I socialize, therefore I am
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C., Wagner, G., Miltner, W. H. R., and Straube, T. (2014). Altered emotional and BOLD

responses to negative, positive and ambiguous performance feedback in OCD. Social

Cognitive and Affective Neuroscience, 9(8):1127–1133.

[Behrens et al., 2008] Behrens, T. E. J., Hunt, L. T., Woolrich, M. W., and Rushworth, M.

F. S. (2008). Associative learning of social value. Nature, 456(7219):245–249.

[Bertrams, 2021] Bertrams, A. (2021). Internal reliability, homogeneity, and factor struc-

ture of the ten-item Autism-Spectrum Quotient (AQ-10) with two additional response

categories. Experimental Results, 2:e3.

[Bhaskar and Thomas, 2019] Bhaskar, V. and Thomas, C. (2019). The Culture of Overcon-

fidence. American Economic Review: Insights, 1(1):95–110.



Bibliography 146

[Bird and Cook, 2013] Bird, G. and Cook, R. (2013). Mixed emotions: the contribution of

alexithymia to the emotional symptoms of autism. Translational Psychiatry, 3(7):e285–

e285.

[Bollen and Pearl, 2013] Bollen, K. A. and Pearl, J. (2013). Eight Myths About Causality

and Structural Equation Models. In Morgan, S. L., editor, Handbook of Causal Analysis

for Social Research, pages 301–328. Springer Netherlands, Dordrecht.

[Bonaccio and Dalal, 2006] Bonaccio, S. and Dalal, R. S. (2006). Advice taking and

decision-making: An integrative literature review, and implications for the organizational

sciences. Organizational Behavior and Human Decision Processes, 101(2):127–151.

[Brewer et al., 2017] Brewer, N., Young, R. L., and Barnett, E. (2017). Measuring theory

of mind in adults with autism spectrum disorder. Journal of Autism and Developmental

Disorders, 47(7):1927–1941.

[Britten et al., 1992] Britten, K. H., Shadlen, M. N., Newsome, W. T., and Movshon, J. A.

(1992). The analysis of visual motion: a comparison of neuronal and psychophysical

performance. The Journal of neuroscience : the official journal of the Society for Neu-

roscience, 12(12):4745–4765.

[Broadbent and Stokes, 2013] Broadbent, J. and Stokes, M. A. (2013). Removal of neg-

ative feedback enhances WCST performance for individuals with ASD. Research in

Autism Spectrum Disorders, 7(6):785–792.

[Bronfman et al., 2015] Bronfman, Z. Z., Brezis, N., Moran, R., Tsetsos, K., Donner, T.,

and Usher, M. (2015). Decisions reduce sensitivity to subsequent information. Pro-

ceedings of the Royal Society B: Biological Sciences, 282(1810):20150228. eprint:

https://royalsocietypublishing.org/doi/pdf/10.1098/rspb.2015.0228.

[Brown et al., 2010] Brown, J., Aczel, B., Jiménez, L., Kaufman, S. B., and Grant, K. P.
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