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3.4
  Critical Infrastructures

Introduction

Critical infrastructure (CI) provides the essential services that underpin modern societies and support 
national economies. CIs are complex, adaptive, sociotechnical and highly interdependent systems that can 
fail less predictably than our technological prowess allows for. Moreover, CIs are most often designed in a 
fragmentary manner, the design of each system considering a mere fraction of its interactions with other 
systems. Urban populations rely heavily on critical infrastructures, making their protection a major issue, 
particularly for megacities.

The strategic importance of some assets of the built environment, such as aqueducts and roads, has been 
known at least since Roman times. As our society evolved and developed an industrial economy including a 
system of production, our consumption and day-to-day activities are more reliant on technology, long-range 
supply lines and interconnected networks with the result that our contemporary society, is more vulnerable 
to the impact of potential disruptions’. Conducted pursuant to a directive by President Franklin Roosevelt, 
the United States Strategic Bombing Survey estimated that the Second World War air raids would have been 
more effective if they had targeted electricity-generating plants instead of urban and industrial areas (Air 
University, 1987). This chapter focuses on CI, construed as ‘The physical structures, facilities, networks and 
other assets which provide services that are essential to the social and economic functioning of a community 
or society’ (UNDRR Glossary, 2017, p. 12).

The national definitions of CI and related sectors have changed over time in response to the complexity of 
the built environment and society, and changes in strategic needs (Lazari, 2014). The definition of CI has 
evolved throughout history. For example, power plants were considered in this category during the Cold 
War, and received more attention in the late 1990s during the Clinton administration, which recognised this 
trend through Presidential Decision Directive PDD-63 (White House, 1998). Some key events have pushed 
and pulled practitioners towards a new approach to CI protection. These include the renewed attention to 
terrorist threats, following the attacks in New York (2001), Madrid (2004) and London (2005), as well as 
major disasters such as the Indian Ocean tsunami in 2004 and Hurricane Katrina in 2005 (Lazari, 2014). 
Resilience of CIs includes considerations of their physical, informational, cognitive and social domains, 
because their technological components cannot be separated from the wider implications of dealing with 
disruptions (Linkov et al., 2014).

In the EU, in June 2004, the European Council called for the preparation of an overall strategy to protect CIs in 
Europe. On 20 October 2004, the Commission adopted a communication on critical infrastructure protection 
(CIP). The communication put forward suggestions on how to enhance European efforts to prevent, prepare 
for and respond to disruptions to CIs resulting from terrorist attacks. In December 2004, the Council endorsed 
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the intention of the Commission to propose a European Programme for Critical Infrastructure Protection 
(EPCIP). In November 2005, the Commission published a Green Paper on the EPCIP. The Green Paper 
presented a combination of measures intended to be viewed as complementary to CI national efforts at the 
time. On 12 December 2006, the Commission issued a communication on the EPCIP. In its communication, 
the Commission set out an overall policy approach and framework, including an action plan for CIP in the EU 
(European Commission, 2006).
Following the creation of the programme in 2006, the Critical Infrastructure Warning Information System 
(CIWIN) and the CIP expert group were established. In December 2006, the Commission published a proposal 
for a directive of the Council on the identification and designation of European CIs and the assessment of 
the need to improve their protection.

Council Directive 2008/114/EC was adopted on 8 December 2008 (EU, 2008). It establishes a procedure for 
identifying and designating European critical infrastructures (ECIs) and a common approach for assessing the 
need to improve their protection. Article 3 of the directive limits its scope to the energy and transport sectors 
while providing for the eventuality of considering the inclusion of subsequent sectors at a later review stage.

The directive defines a critical infrastructure as ‘an asset, system or part thereof located in Member States 
which is essential for the maintenance of vital societal functions, health, safety, security, economic or social 
well-being of people, and the disruption or destruction of which would have a significant impact in a Member 
State as a result of the failure to maintain those functions’ (Article 2).
In simple terms, a CI is an asset, system or part thereof that if disrupted for any reason can bring a Member 
State to its knees. Hence the importance of protecting CIs. What emerges from the definition of a CI as 
depicted in the directive is the association of the physical disruption of a CI with the loss of functional assets 
in society.
Moreover, the directive identifies European critical infrastructures. The definition of an ECI introduces the 
cross-sectoral elements and cross-border dependencies of disruption associated with those elements whose 
disruption engenders consequences in two or more EU Member States. (Article 2(b)).

In its EPCIP, the European Commission encourages all Member States to include in their programmes the 
impact of CI disruptions in terms of scope, severity, population affected, economic losses, environmental 
effects, political effects, psychological effects and public health consequences (European Commission, 
2006, p. 7).

No CI operates in isolation. As a result, a disruption within one CI can trigger cascading effects on related, 
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associated and other relevant assets and/or systems. Cascading effects can be defined as ‘the dynamics 
present in disasters, in which the impact of a physical event or the development of an initial technological 
or human failure generates a sequence of events in human subsystems that result in physical, social or 
economic disruption. Thus, an initial impact can trigger other phenomena that lead to consequences with 
significant magnitudes’. 
Cascading effects can result in ‘cascading disasters’, whereby secondary emergencies can be caused by 
existing vulnerabilities (Pescaroli and Alexander, 2015, p. 64). These can quickly become the centre of a 
crisis and can challenge the coordination of emergency relief and long-term recovery. Cascading effects 
raise issues of interdependencies whereby ‘new and emerging threats faced by critical infrastructure assets 
and systems, in conjunction with the interdependencies among them at national and European level, makes 
it virtually impossible to keep addressing critical infrastructure safety in the traditional, hazard-based way 
(Agius et al., 2017, p. 387).

Experience from recent disasters, together with the scientific literature, has provided evidence of the 
dependencies among critical infrastructures, highlighting pathways of cross-sectoral and cross-border failures. 
The next sections analyse how critical infrastructures shape the disaster risk environment of communities 
and nations. The focus is on the vulnerabilities generated by the increasing reliance of modern economies 
on critical infrastructure, the challenges of interdependent systems, the options for building resilience into 
the design of such systems, and the need to pay particular attention to infrastructure in comprehensive 
emergency management, including mitigation, preparedness, response and recovery. The ultimate goal of 
this subchapter is to broaden the understanding of current and future risks related to critical infrastructure, 
thus contributing towards a more resilient and sustainable Europe.

Section 3.4.1 provides an analysis of the essential concepts and the challenges associated with organisational 
resilience and continuity management for emergency facilities. Emergency services are complex 
sociotechnical systems spanning all levels of government and include a wide range of facilities, personnel, 
plans, equipment and organisational arrangements. The role of emergency facilities in the disaster cycle is 
elaborated through their operational obligations in a European context while they also need to ensure the 
sustainability of mitigation and response. The procedures and practices that create operational resilience 
are then defined, explaining how cascading effects can affect the resilience at the organisational level and 
the level of individual operators. The section concludes by providing a set of examples and lessons learned, 
integrating them into practical advice and guidelines for continuity management and policies formulated in 
order to reduce vulnerability and increase flexibility during worst-case scenarios.

Section 3.4.2 discusses networked infrastructures, that is, those systems made up of interconnected assets 
distributed over a large geographical area, or those with numerous interacting components and functions. 
The centrality of these networks provides some degree of resilience by design. However, it is due to this 
network centrality that fragilities are not only intrinsic to each technological layer but can manifest at the 
boundaries among systems. Therefore, networked infrastructure systems can be channels for the propagation 
of disasters’ consequences, mediators of mitigation actions or both. Considerations from cases in which 
natural hazards or human acts caused significant impacts are used to illustrate these attributes. Situations 
in which intrinsic network failures resulted in unprecedented consequences are also considered.

Among all critical infrastructure sectors, electric power is a cornerstone of modern economies. Electricity is 
ubiquitous in the daily lives of European citizens and spans all sectors of the European economy. In addition, 



CHAPTER 3   ASSETS AT RISK AND POTENTIAL IMPACTS 

335

all critical infrastructure systems depend, to a greater or lesser extent, on the reliable delivery of electricity. 
Long-term power outages can slow down disaster recovery efforts and severely disrupt the economy of 
affected communities (Karagiannis et al., 2017). On a similar note, transport networks are expansive, open, 
accessible and interconnected systems, the sheer size and capacity of which move, distribute and deliver 
billions of passengers and millions of tonnes of goods each year across Europe. Transportation becomes a 
critical issue when aid and resources need to be channelled quickly and efficiently in disaster-affected areas. 
Yet these systems are exposed and vulnerable to all types of human-made and natural hazards. The authors 
of Section 3.4.2 focus on exposure mitigation, with the objective of identifying gaps and describing lessons 
learned, which lessons may be relevant to risk analysis and the management of future crisis scenarios.

Section 3.4.3 addresses risks to society and the environment from damage to core industrial and energy 
facilities due to human-made and natural hazards and how these impacts can be prevented or reduced in 
the future. Using case studies, the authors highlight how communities can be affected by such incidents, 
including via cascading (also referred to as ‘ripple’) effects due to interdependencies between systems 
and sectors. Examples of solutions for improved risk and impact mitigation based on lessons learned from 
past events are then provided. Practices and actions for the different stakeholder groups (policymakers, 
practitioners and scientists) are proposed, and how the citizens can better understand and be involved in 
related risk reduction is also discussed.

Lastly, Section 3.4.4 discusses the role of communication systems and their varying degrees of responsibility 
for the transfer of information of differing levels of criticality. Establishing and sustaining interoperable 
communications is a critical prerequisite for emergency response. Failures in communications systems have 
often been blamed for several challenges in emergency response. Also discussed are considerations of 
information and communication systems as critical infrastructures themselves. Rapid advances in technology 
are noted in the context of the rapidly developing communication systems and services and the advent of 
fifth-generation mobile technology. Because of the potential for information isolation, the dependency of 
European societies on information and communication systems is an essential element of the societal 
impact of the digital divide. In addition, cybercrime and cyberterrorism are opening up new disaster 
scenarios, which could range from local to global and from minor to catastrophic. The potential failure 
of communication systems can easily have cascading impacts on other critical infrastructures. Two 
case studies are featured, with concluding remarks on what measures are essential for the appropriate 
operation and use of communication systems in building resilience with a view to protecting CIs.
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1 Introduction 

Emergency facilities and infrastructure are essential assets for society, but they 
need to maintain their resilience and operational continuity.

Emergency facilities and infrastructure (EMFIs) are essential components of society’s mechanism, as they can 
make the difference in addressing crises. For example, fire engines, police cars or ambulances deploy from a 
backbone of stations and coordination centres that have the duty to respond to adverse conditions that could 
disrupt the functions of a community. EMFIs are part of the vital networks and assets that allow the delivery of 
emergency services, which are defined by the United Nations Office for Disaster Risk Reduction as ‘a critical set 
of specialised agencies with specific responsibilities and objectives in serving and protecting people and property 
in emergency situations’ (UNISDR, 2017). They include first responders, such as fire service personnel, police, 
primary healthcare operatives, civil protection responders and local authority workers. 

Their structures, jurisdictions and organisation depend on national legislations and regional contexts. EMFIs are 
intended to be highly resilient, and they can often be seen as strongholds designed to withstand all levels of 
external (operational) and internal (organisational) pressure. They should have reliable emergency and operational 
continuity plans to help them avoid failures that could potentially compromise the delivery of relief (Lindell et 
al., 2007; Alexander, 2016). However, this is far from being the whole truth. If there are gaps in their preparation 
strategy and if some threat has been underestimated, they can be disrupted and the whole emergency sector  
may be affected, leading to hiccups in emergency support.

At the international level, emergency facilities have been mentioned in some major global agreements that 
provide guidance for policies and practices, such as the Sendai framework for disaster risk reduction (SFDRR). 
This has been adopted by UN Member States as a follow-up to the Hyogo framework for action, and it includes 
seven targets and four priorities areas intended to ‘prevent new and reduce existing disaster risk’ (UNISDR, 
2015). The SFDRR identifies key actions on emergency facilities to be taken within multiple priority areas. 

The reality in which EMFIs operate has evolved as technology has developed, and this chapter provides a 
basic understanding of the new challenges to their operational continuity and organisational resilience. The 
next subsections will identify possible guidelines for management designed to ensure that lifelines can respond 
to complex events. First, they introduce the operational role of lifelines in the disaster cycle. Secondly, they 
explain some key challenges to organisational resilience. These are clarified using case studies and examples. In 
conclusion, the chapter defines how to adopt practical steps to increase operational continuity and organisational 
resilience. For feasibility, the focus is on those facilities and infrastructure involved directly in the management 
of events and does not include those that can be used for emergency evacuation or shelter, such as education 
facilities (Lindell et al., 2007; Alexander, 2016).
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2 Role in the disaster cycle

Emergency facilities and infrastructure are essential in all phases of the disaster 
cycle, but their operational context changes and needs to be understood.

According to both scholars and practitioners, there are phases in the process of dealing with disasters (Coetzee 
and Van Niekerk, 2012). These are usually considered to be mitigation, preparedness, emergency response, 
recovery and, in some approaches, reconstruction. The cycle has considerable utility in both planning and teaching 
or training. However, not all scholars and practitioners accept it.

For example, Neal (1997) observed that the phases might not be fully consecutive. Kates and Pijawka (1977) 
also noted the overlap between parts of the cycle. Historically, there has been an emphasis on the emergency 
response phase, but it is not the only element to consider in crisis management. 

EMFIs are not only the hub of response activities, but they are also the natural home of various forms of planning, 
including those that pertain to hazard and risk mitigation, and to recovery of basic assets and infrastructures. The 
natural hub of operations varies from one country to another, depending on which is the lead agency and how 
interagency relations are organised in the national system (Alexander, 2007). 

For example, in the United Kingdom the lead agency is often the police force, as emergencies have traditionally 
been considered to be a matter of public order. In Germany and Italy, it is the fire service, as technical rescue and 
scene management dominate the early stages of emergency intervention. Dynamic forces such as globalisation, 
urbanisation and just-in-time economics have helped change the landscape in which EMFIs operate and are 
maintained (Helbing, 2013; Linkov et al., 2014; Alexander, 2016). 

For example, tools such as the Global Positioning System (GPS) and other global navigation satellite systems 
have been used intensively to improve the coordination and deployment of resources, but they have also created 
a network of hidden interdependencies that could compromise operation capacities if they are not mitigated 
(Pescaroli et al., 2018). Similarly, budget cuts have created the conditions for the development of more effective 
procedures but have also compromised the redundancies and buffering options that are essential safeguards in 
this sector. 

Wherever a nation’s emergency response system is placed on the continuum from command and control to 
cooperation and collaboration, the functionality and sustainability of the system depend on how it performs 
under pressure. Planning and redundancy are two of the possible solutions, but both are expensive, and EMFIs 
easily become a target for cuts in times of austerity.
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3 Challenges for operational continuity and organisational resilience

Cascading effects and compounding dynamics can challenge the organisational 
resilience and operational continuity of emergency facilities.

The capacity of EMFIs to maintain the continuity of operations presents multidimensional challenges in 
contemporary disaster management, which is distinguished by the presence of complex scenarios (UNISDR, 
2017). Indeed, organisational resilience goes beyond the functionality of buildings hosting vital assets or services, 
including also the interrelation between technological and societal drivers (Hellstrom, 2007; Sommer and Brown, 
2011). Three main dynamics have to be considered as key emerging challenges to be integrated into policies and 
planning strategies in the future.

(a) Direct involvement of EMFIs at the ‘epicentre’ of a crisis. Increased urbanisation, diffusion of 
vulnerability in the urban environment and climate change make it likely that buildings are in areas that 
are at risk from primary threats such as flooding or heatwaves (Birkmann et al., 2014). The high degree of 
reliability required of structural mitigation measures and safety practices, and the changing patterns of 
urban vulnerabilities may lead risk to be underestimated. For example, this may be the case for command 
centres located in floodplains or near sites that become possible terrorism targets when the security 
environment changes, as happened in 2017 to the London Fire Brigade, whose headquarters are located 
near the site of the London Bridge attacks of that year.

(b) Impact on EMFIs of cross-sectoral cascading effects. Instead of being stabilised by the mobilisation 
of emergency resources, the crisis escalates as time progresses, and spreads because of the innate 
vulnerability of society and the disruption of interconnected infrastructure nodes (Pescaroli and Alexander, 
2018).

(c) Complex scenarios and compound and interacting drivers, such as the concurrence of natural hazards. 
This refers to the concurrence of two or more events that are extreme either from a statistical perspective 
or by being associated with a specific threshold (Field et al., 2012). For example, demand on EMFIs may 
increase because of wildfires during a heatwave or drought. Other elements of complexity can be referred 
to interactions between hazards, for extreme heat triggering an avalanche, or earthquake triggering a 
tsunami (Pescaroli and Alexander, 2018).

The next two subsections will develop points (b) and (c) further, as their implications for organisational resilience 
are more complex to understand.

3.1 Impacts on EMFIs of cascading effects

In general, when disasters and crises are triggered, increased pressure on EMFIs can be always be observed. 
However, their organisational resilience and operational continuity can be challenged by cascading effects that 
originate in other infrastructure sectors. This can arise as a result of multiple shortfalls of vital supplies, such as 
electricity, petrol, food, water, hygiene, drugs and personal communication systems. For example, power failures 
can reduce the energy available for operations, creating both communication disruptions that compromise the 
internet and transport disruption affecting logistics (Petermann et al., 2011; Van Eeten et al., 2011). 
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Preparedness for multiple failures can be underestimated or neglected owing to the complexity of the 
interrelationships that need to be taken into account in planning (Alexander, 2016). For example, changes in the 
working environment associated with flexible hours, and the evolution of the urban landscape due to inequality 
or gentrification, may lead to understaffing of command centres in scenarios of public transport failures. In other 
words, when there are extended disruptions of public transport and communication, it has to be assumed that 
some personnel will not be available. Therefore, emergency procedures need to be in place to ensure the presence 
of essential staff, and lifelines have to be reassessed. Operational continuity needs to be made sustainable and 
resources need to be maximised. Awareness of possible interdependencies needs to be increased by adopting 
new scenario-building processes that aim to understand common vulnerabilities to multiple threats (Pescaroli et 
al., 2018).

3.2 Complex scenarios and compound and interacting drivers

In the future, climate extremes will make it possible for cascading effects to recombine with compound drivers. 
This could lead to scenarios in which initial events of variable intensity, such as a local or regional flood, may 
coincide with a technologically driven escalation, as shown in Figure 1 (Pescaroli et al., 2018). 

Figure 1. Disruption of operations scenario associated with technological failures and compounding events.
Source: Adapted from Pescaroli et al., 2018.

Pandemis
(or others)

Cyber
security

Space
weather

Vulnerability path: critical
infrastructures and

technological failures
(blackouts, ICT, GNSS...)

Disruption of
emergency
response

Positive
feedbacks,

preparedness

Compounding
events

e.g. flooding,
wildfires...

Impact
Increase Decrease



CHAPTER 3   ASSETS AT RISK AND POTENTIAL IMPACTS 

341

Primary triggers could originate in the natural domain, as when storm-force winds cause a blackout during a cold 
wave, or they could potentially be associated with malicious intents, as when cyberattacks aim to disrupt emer-
gency operations.  In other words, emergency management could require action to contain primary threats while 
at the same time being challenged in scaling up processes that are highly reliant on technological resources. 
Knock-out scenarios are far from implausible. In September 2017 the strongest solar flare in 12 years caused 
radio and GPS communications to deteriorate while, in the wake of Hurricane Harvey, Hurricane Irma was chal-
lenging emergency services on Atlantic coastlines (Crane, 2017). 

While there is no evidence that the solar flare complicated the provision of relief, it affected the same hemi-
sphere. Moreover, it has been suggested that shocks to the cyberdomain could be triggered by attacks on critical 
infrastructures during some other type of crisis, which could limit the capacity of technicians to activate pro-
tection measures (Sommer and Brown, 2011). An additional example can be considered by analysing the 2020 
coronavirus (COVID-19) global pandemic. Just in the first half year since the emergency declarations in Europe, 
it become evident that the cascading effects of the primary trigger (COVID 19)  could re-combine and compound 
with events such as heatwaves, wildfires, flooding, earthquakes, hurricanes, chemical accidents and targeted 
cyber-attacks (York 2020, Clark-Ginsberg et al. 2020).

4 Examples and case studies

There are different examples of how cascading effects and compounding dynamics 
can directly and indirectly disrupt emergency facilities, and provide complementary 

lessons learned.

The following subsections propose three case studies that have been chosen for their capacity to support the 
understanding of the points explained above. The triggering events included two cases of flooding in small to 
medium-sized urban areas, representing high-frequency hazards of the most common kind. Each of the case 
studies refers to an area of well-known risk, in which other events followed the main impact, and also involves 
a recent event with few precursors and active lessons to be learned. One case involves extended technological 
failure during hot weather. This has been chosen because of growing concerns about ageing infrastructure in 
Europe, and the possible concurrence with climate extremes such as the heatwaves of 2017–2019. The cases 
are reported in chronological order, first describing the background and then identifying the lessons learned. The 
principles that have been discussed apply to most of the other human-made or natural threats, such as earth-
quakes, forest fires, volcanic eruptions or cyberattacks. In other words, the section uses an all-hazards approach 
by proposing an analysis of the effects that could be common to different triggers. Practical suggestions about 
organisational resilience for decision-makers are given subsequently.

4.1 Power outage in Auckland, February–March 1998

With a 2018 population of approximately of 1.6 million inhabitants, Auckland is the largest city in New Zealand. 
It is the major economic and financial centre of the nation. It is located on North Island on a volcanic field that 
is potentially disruptive. During the southern hemisphere summer of 1998, the city experienced an extended 
power outage of 10 consecutive weeks. This directly affected the central business district, where the economic 
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activities were concentrated. An analysis of the event and its implications for emergency management was con-
ducted by Stern et al. (2003). The crisis was triggered by the failure of four major cables that delivered energy 
to the city, but it was rooted in unaddressed vulnerabilities, such as lack of adequate maintenance of the grid. In 
the first instance, emergency services had to deal with demands that are common to wide-area power failures 
(Petermann et al., 2011; Royal Academy of Engineering, 2016) such as people trapped in elevators, activation of 
automatic alarms, and pressure on healthcare associated with carbon monoxide poisoning, rotten food and con-
taminated water. Afterwards, issues of the continuity management of EMFIs came into play. Owing to the failure 
of telephones and computers, communication between the organisations became harder. The concurrence of the 
event with summer reduced the working capacity of personnel (Stern et al., 2003). Indeed, many of the buildings 
suffered public heath issues and failure of ventilation systems. The temperature in offices exceeded 30 °C, which 
required personnel to be relocated precisely when there was the maximum strain upon their operational capacity. 
This was particularly true of the facilities located in high-rise buildings, such as the City Council itself.

Lessons learned

Although this case study is now quite dated, it offers various kinds of lesson to learn. First, it shows that, despite 
high reliability, worst-case scenarios have to be taken seriously. Second, it required workers to balance short- 
and long-term decision-making as the crisis dragged on and resources and international logistics had to be used 
sparingly. Finally, it showed that crisis managers themselves can be victims of disruption. Although the event is 
quite long ago and society has changed since 1998, technological failures concurrent with climate extremes have 
to be taken seriously and integrated in actual continuity management. For example, the 2018 power network 
overload in Cascais, outside Lisbon, happened during one of the most severe heatwaves of the decade. In the 
United Kingdom, summer 2019 was marked by rail transport disruptions in July due to extreme heat, and then 
a month later a blackout in southern England, where Ipswich Hospital was disrupted during an extended period 
of severe heat. Moreover, this case study illustrates that multiple levels of cascading effects originating in the 
energy sector can create cross-sectoral challenges to operational capacity and organisational resilience (Peter-
mann et al., 2011; 

Royal Academy of Engineering, 2016). Emergency tools such as generators or stored fuel may be inadequate, 
while high reliance on contractors could imply loss of lifelines where the crisis implies competition for the same 
resources, for example when demand for the services of the same contractor is higher than its capacity. The 
loss of pressure in water mains or heating could compromise the safety of buildings, while reduced telephone 
capacity during periods of increased demand may overload landlines. Finally, the disruption of technological as-
sets such as servers and data centres could imply shifting to paper-based procedures, as well as requiring tools 
for individual resilience such as hand-cranked battery chargers. In both cases, underestimation of risks or cuts 
in budgets may limit the redundancy of resources. In areas where cashless transactions are common, scenario 
building should consider the impacts of cross-sectoral failures on emergency personnel independently from the 
triggering events. Electricity failures may make simple activities, such as grocery shopping, impossibly difficult 
(Royal Academy of Engineering, 2016). EMFIs are operated by personnel that rely daily on the effective function-
ing of the same systems as everyone else.

4.2 Flooding in Carlisle, January 2005

Carlisle is an industrial town in Cumbria, northern England. It has a population of approximately 74 000 and it 
is known to tourists for historic heritage such as the nearby Hadrian’s Wall and the Lake District National Park. 
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The city has several areas at risk of flooding, which happened in 1771, 1822, 1856, 1925 and 1968. In January 
2005 approximately 1 600 properties were inundated in the city and three people died. Critical infrastructure 
disruptions were widespread, which affected emergency relief and rescue. The UK Environment Agency (2006) 
noted that more than 250 000 homes and business in Cumbria and north Lancashire were affected by power 
failures, with restoration costs of approximately GBP 4.5 million in Carlisle alone. Moreover, as a consequence of 
the power outage the mobile phone network was disrupted, as was part of the landline telephone system, further 
burdening the emergency services. Some of the key personnel were prevented by road closures from reporting for 
duty. Police stations in Carlisle, Penrith and Appleby were heavily damaged, as were council offices and schools. 
The official report (Environment Agency, 2006) emphasised that the shutting down of the police station in Carlisle 
was the first closure of a major station in peacetime. 

The closure of the civic centre led to the relocation of the strategic (‘gold’) command centre, which was direct-
ly affected by the flooding. It lost its communication room but managed to remain operational despite heavy 
challenges. The county Fire and Rescue Service was also disrupted, as a fire station was flooded to a depth of 
approximately 2.5 metres. The emergency situation required the support of fire and rescue crews from across 
the United Kingdom.

Lessons learned

According to the UK Environment Agency and Cumbria County Council (2016), the 2005 flooding led to the de-
velopment of a new flood defence scheme and presented an opportunity to define new flood-warning areas and 
practices. However, in December 2015, as a consequence of Storm Desmond, the city suffered another major 
event, with 2 128 proprieties flooded in Carlisle and approximately 60 000 homes subject to power outages 
across northern England. Although the lessons learned at the emergency coordination centre were implement-
ed, further lessons were derived from critical infrastructure failures in the 2015 flood (Environment Agency 
and Cumbria County Council, 2016; Royal Academy of Engineering, 2016). First, household preparedness and 
emergency response were inadequate to face extended blackouts, as noted in the previous example in Auckland. 
Second, it has been shown that, during the flood, power disruption affected the whole area and a pumping station 
started to rely on an emergency generator until it ran out of fuel and stopped (Environment Agency and Cumbria 
County Council, 2016; Royal Academy of Engineering, 2016). The exact time was not recorded, but it had an im-
pact on emergency services, as it led to flood overtopping in some affected areas. In conclusion, it can be noted 
that the wired telephone system continued to hold up, but mobile phone systems did fail. The need for reliable 
communications was highlighted as a cross-cutting issue in considering the needs of the public (Royal Academy 
of Engineering, 2016). To sum up, this case study highlights the need to plan carefully the location of EMFIs, 
and, if they lie in areas at risk, some alternatives should be identified in the preparedness phase (UNISDR, 2015). 
Moreover, their resilience to multiple infrastructure failures should be assessed, giving priority to increasing re-
dundancies and buffering (UNISDR, 2015).

The last element to consider in this case study is that complex events may require the development of improved 
cross-border coordination for fast deployment of emergency teams under mutual aid agreements. Since 2005, 
the evolution of the EU civil protection machinery has provided a concrete answer to that challenge. However, 
further work may be needed to prepare for the cascading effects of multiple infrastructure losses, in particular to 
define the logistics of fast deployment during technological failures and loss of lifelines to emergency facilities.
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4.3. Flooding in Parma, October 2014

Parma is a well-known centre of high-quality food production in northern Italy. In 2018 the city had approximate-
ly 200 000 inhabitants. Over the period 10–13 October 2014 three of its neighbourhoods were partially flooded, 
causing EUR 26.5 million of direct economic damage but no loss of life (Protezione Civile Emilia-Romagna, 2015). 
The majority of the economic damage was associated with the disruption of two pieces of critical infrastructure.

(a) The flooding of the Piccole Figlie hospital (Figure 2), a nearby nursing home and a health care centre 
for non-self-sufficient elderly people necessitated the emergency evacuation of 96 patients. Although the 
principal clinic of the hospital was located less than 20 metres from the riverbank, all its functions were 
still operational until river water entered the building. In a few minutes, flooding reached 1.5 metres and 
staff had to help the patients, many of whom were elderly, climb onto tables to reach safety. Moreover, 
the building had an oncology centre, from which 16 patients, some with terminal cancer, had to be evac-
uated using rudimentary methods (Petri and Ciocci, 2014). The hospital was inoperative for 2 months, 
which placed a burden on other health services in the city.

(b) Flooding of a telecommunications hub led to the total interruption of both landline and mobile tele-
phone coverage supplied by Telecom Italia in the western portion of Emilia-Romagna for days, and it 
directly affected the operational capacity of the emergency services (Protezione Civile Emilia-Romagna, 
2015). In the affected area, situational awareness was reduced because citizens were unable to com-
municate with the emergency services. The offices of the city hall had communications disrupted, and 
the personnel were only able to deliver official communications using the Facebook profile of the mayor. 
Similarly, general practitioners were unable to communicate with vulnerable patients in the flooded areas. 
Some calls to the 118 emergency medical number had to be rerouted through the regional emergency 
network using diverse repeaters.

Figure 2. Parma during the flooding: the Piccole Figlie hospital
Source: Wikicommons, author Comune di Parma (2014), CC BY-SA 2.0
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Lessons learned

The event shows the impact on EMFIs associated with both the direct effects of primary triggers, such as flooding, 
and the cascading effects of disruption in other critical infrastructure sectors, such as telecommunication. There 
are different lessons to be learned and gaps to be addressed in the future. First, this case study highlights how 
hazard and critical infrastructure maps still do not connect with each other. In Parma, the location of the tele-
communications hub was known only to the provider. They need to be better integrated with the development of 
processes, practices and scenarios (Nones and Pescaroli, 2016). As happened in the previous case study, these 
elements should naturally be considered in continuity management, but this is far from always being the case. 
The location of emergency facilities may be well known, but their vulnerability may be not be understood because 
changes in the urban landscape have increased the risk. Moreover, this case study points out the need to assess 
critical infrastructure interdependencies, and the location of nodes and hubs, but also to integrate cross-sectoral 
failures and cascading effects with measures to ensure the organisational resilience of the emergency services 
(Pescaroli and Alexander, 2018).

Coordination issues may become primary challenges to address. At the time of the disruption, the contingency 
plan needed further work. If information is not shared enough, communication challenges may arise within the 
emergency services, and between the emergency services and the public. For example, the impacts on the con-
tinuity of data of hospitals and healthcare facilities has proven to be particularly critical, affecting both routine 
operations and emergency management (Klinger et al., 2014). Moreover, a growing tendency for disaster man-
agement to be over-reliant on internet services has been noted (Royal Academy of Engineering, 2016; Aldea-Bor-
ruel et al., 2019). In Parma, the key factor to contain the crisis was low-tech radio capacity, which was vital to 
operations when more sophisticated technological solutions failed (Perri, 2014).

Practical solutions to those challenges include the development of alternative procedures and redundancies, such 
as increasing the sphere of operation of radios in case of extended emergencies, and constructing scenarios of 
emergency needs with respect to the population of vulnerable people. Finally, warning and preparedness strat-
egies are clearly relevant to emergency facilities, as lack of action can compromise their operational capacity 
and exacerbate the risks for their beneficiaries. There must be further integration and standardisation across 
functional sectors (Birkmann et al., 2014).

5 A discussion of guidelines for operational continuity and resilience

The resilience of emergency facilities and infrastructure can be improved 
by considering both primary threats and cascading effects in checklists and 

operational standards.

The increased complexity of society requires a shift in emergency planning and management (Helbing, 2013; 
Linkov et al., 2014; Pescaroli and Alexander, 2018; Pescaroli et al., 2018). Indeed, despite the relatively high 
reliability of critical infrastructure networks that support lifelines in emergencies, the future is one of complex 
scenarios of reduced operational capacity. The case studies presented above represent a starting point for fur-
ther discussion. There are some main elements that can be discussed in considering an all-hazards approach, to 
support scenario building, exercises, risk assessment and horizon scanning.
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• Emergency facilities can be affected by primary threats, and consideration needs to be given to addressing 
investments in retrofitting and mitigation. The literature shows that emergency facilities such as healthcare 
facilities are dependent on physical resilience, and non-structural and organisational components such as 
evacuation planning, staff rotas, time of day at which the event happens and accessibility by road (Birkmann 
et al., 2014). The online technical guidelines of the World Health Organization (2019) have reported some 
specific considerations that can be used to understand the impacts of some other recurrent hazards in Eu-
rope. 

  For example, the effects of earthquakes on hospitals and healthcare facilities can be described in terms of 
both direct impacts, such as physical damage, and stressors associated with infrastructure failures, such as 
absence of workforce caused by transport disruption, or the loss of medical supply and procurement. EMFIs 
can represent a potential target for malicious attacks. The WannaCry ransomware attack in 2017 disrupted 
one third of hospital trusts, and 603 primary care and other organisations in England (Smart, 2018). The 
electronic flow of clinical information was compromised, causing the lack of availability of records and test 
results. Appointments were rescheduled, including visits for cancer patients, while ambulances were diverted 
and emergency departments became unable to treat patients (Smart, 2018).

• Emergency facilities are vulnerable to cascading effects, technological failures and compound dynamics. 
Researchers agree that emergency facilities can be widely affected by dependency on infrastructure such as 
energy supply or telecommunications. However, lessons have not always been adequately incorporated into 
effective preparedness and training. Helsloot and Beerens (2009) investigated the response to power outages 
in 2007 in the Netherlands that lasted approximately 3 days and coincided with particularly cold December 
weather. More than half of the participants in the study highlighted that local governments’ response was in-
adequate. Other exercises highlighted that events such as power failures could hamper backup systems used 
by EMFIs such as satellite phones, and ‘a mechanism to support widely distributed emergency communication 
is a fundamental need that must be addressed’ (Aldea-Borruel et al., 2019, p. 25). Finally, climate extremes 
and technology could interact in new ways to increase pressure on EMFIs. For example, the heatwave affect-
ing California in 2019 meant that power had to be shut down for safety, to ‘prevent equipment from starting 
wildfires during hot, dry, and windy periods’ (Jackson, 2019, p. 1). These shutdowns affected approximately 3 
million people.

Figure 3 reports a synthetic overview of possible dynamics that could be exacerbated by lack of preparation. It 
can be noted that operational continuity can be directly affected by a primary threat, such as floodwaters, earth-
quakes or malicious attacks. This is the case, in particular, if emergency facilities and infrastructure lie in areas 
at risk or are exposed to new risks that were not assessed before, such as terrorist attacks, and find themselves 
at the epicentre of a crisis. However, there could be new stressors and cascading effects associated with critical 
infrastructure disruptions originating in other sectors during ongoing events, and they could be concurrent with 
the primary threat. 

When the resilience of the EMFIs is not sufficient to stand the impact of a primary threat or the stressors caused 
by the disruptions, the capacity of emergency support may be reduced or compromised. Unfortunately, with cur-
rent knowledge it is not easy to produce worst-case scenarios for the escalation of secondary emergencies such 
as blackouts, telecommunication failures and transport breakdowns. It is often assumed that emergency facili-
ties are safe from primary triggers without committing to regular assessments that evaluate both technological 
failures and concurrent dynamics. The process could find common escalation paths and thus seek to maximise 
resource usage and the effectiveness of emergency responses (Pescaroli et al., 2018).
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Figure 3. Factors affecting operational continuity of EMFIs Source: Authors
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5.1 Operational standards and checklist

Some frameworks are already available to improve operational continuity and resilience at the strategic and 
political levels. They will be described in the next subsections. The first element to consider is the development 
of international standards that can be used as reference for operational continuity and organisational resilience. 

The International Organization for Standardization (ISO)  and British Standards Institutions (BSI) standards on 
continuity management (ISO 22301:2019) and organisational resilience (BSI 65000:2014, ISO 22316:2017) 
provide the framework for defining a consistent process to identify potential threats, adapting and integrating 
the operational use of existing guidelines, and increasing flexibility to deal with unanticipated threats. These 
include support for assessing the integration of cascading effects and interdependencies (ISO 22301:2019) and 
resilience ‘maturity levels’ in an organisation or facility (BS 65000:2014, ISO 22316:2017). 

Moreover, the US National Fire Protection Association (2019) highlights further the need to evaluate the possible 
cascading impacts of ‘regional, national or international incidents’, considering the potential combinations of 
frequency, severity and cascading impacts for different categories of threats.  Continuity management could 
then inform some key questions for self-assessment derived from the existing guidelines on the subject (UNISDR, 
2012; Pescaroli et al., 2017). Using that as a basis, the following checklist may be considered by practitioners 
and strategic trainers.

• How much has the planning and construction of the EMFIs taken into account current and future 
disaster risk in the area? Are there any critical nodes for command and control, or emergency relief 
logistics, that lie in high-risk areas?
• Is vulnerability assessment of the facility conducted and updated, and have mitigation measures 
been implemented considering the possibility of an escalating crisis? Has planning integrated forward-
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looking tools and wider impact assessment methods that are suitable for defining cascading effects and 
multiple infrastructure failures? What training tools could need implementation?
• Has a gap analysis or resilience assessment been conducted in order to consider the ability of the 
EMFIs to remain operational during an extended energy, transportation or telecommunications failure? 
Is it updated and considered to be a realistic worst-case scenario with compounding dynamics (e.g. a 
power failure during cold weather)? Does the organisation have provisions for emergency power and 
communication?
• What are the technological lifelines that the organisation has to ensure to remain operational? Is there 
a ‘plan B’ for short-, medium- and long-term disruptions? Have backup solutions for essential information 
and communication technology tools been arranged and alternative procedures been developed?

5.2 Documentation in the European Union

Given the emphasis on Europe in this report, a short overview of the key documentation produced by the 
European Commission is warranted. Scenario building can be facilitated using the documents that explain and 
list the expected impacts of extreme climate change on critical infrastructure, and the concomitant implications 
for society (European Commission, 2013a). Although this approach has limitations, it can provide a practical 
overview of compounding dynamics upon which to develop scenarios and understand cross-sectoral disruptions. 
Similarly, in 2013 the European Commission (2013b) provided a roadmap for the implementation of the European 
programme on critical infrastructure protection, with the inclusion of cross-sectoral interdependencies that could 
be used as a basis for understanding cascading effects. 

Although this documentation needs better integration between the legislative tools, for example between the 
European Floods Directive (EU, 2007) and the Council Directive 2008/114/EC (EU, 2008) — identification and 
designation of European critical infrastructures and assessment of the need to improve their protection (Nones 
and Pescaroli, 2016), the process is constantly evolving. With respect to cascading events, the capacity to 
communicate and coordinate efforts needs to be increased, while new strategies for vulnerability assessment 
need to be put in place. At the EU level it can be assumed that there are contextual differences between national 
capacities, local realities and organisations present in the same jurisdiction. These differences must be recognised 
and considered at the strategic level.

5.3. United Nations guidelines and checklists

A wider spectrum of actions can be derived from the documentation produced by international bodies. The 
SFDRR contains some specific references to emergency facilities. It recommends increasing the resilience of 
critical infrastructure such as hospitals, and introducing practices of safe design, standardisation, periodic 
maintenance and sociotechnological impact assessment (UNISDR, 2015). The SFDRR stems from the evolution 
of multidisciplinary and practice-oriented research that integrates climate change adaptation into planning and 
policy design, and promotes emergency planning oriented towards prevention (Aitsi- Selmi et al., 2016).

It can be noted that some of the observations on emergency facilities were based upon other practices, such as 
those developed by the World Health Organization and Public Health England (2013). These recommendations 
underline the need to build safe hospitals and to ensure that health facilities remain operational in emergencies. 
Planning, training, exercising and developing a surge capacity are essential activities. They highlight the need to 
plan for multisectoral disruption in order to assure the continuity of health services (World Health Organization 
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and Public Health England 2013). Some complementary guidelines have been developed under the Words into 
Action initiative, which has been promoted by UNISDR in order to support the national implementation of the 
SFDRR. These provide information on the underlying drivers of risk including the different types of disasters that 
could occur (UNISDR, 2017). An essential asset to consider is national disaster risk assessments, which provide 
the means by which the vulnerability of emergency facilities is understood, and standards of preparedness are 
created by means of investment and exercises (UNISDR, 2017). 

For example, if the risk register defines a possible event as having moderate likelihood but major impact, 
contingency planning will have to consider realistically possible disruption over a broad scale. At the local level, 
local disaster risk reduction and resilience strategies have to identify the essential aspects of risk scenarios. 
They must update information on critical infrastructure, the potential impacts of hazards, and possible cascading 
effects that could reduce local capacity (UNDRR, 2019). Further consideration has to be given to the strategic 
dimension of interagency coordination and protocols, which in many cases can lead to the fragmentation of 
preparedness and organisational standards. For example, there may be gaps in the process of informing the 
public and deciding what information to provide in case of technological disruption, such as power failure, and 
how this provision of information can be extended to other urban and rural areas.

The case studies reported in this chapter illustrate the need to plan for operational continuity and organisational 
resilience in order to assure that lifelines can be restored as fast as possible. Further guidance can be found in 
practical handbooks for local government and professional practice (UNISDR, 2012; Linkov and Fox-Lent, 2016; 
Pescaroli et al., 2017).

Future impacts of climate change should be considered in order to establish early warning and monitoring sys-
tems, defining, ex ante, the decision thresholds that could influence crisis management agencies and coping 
strategies (UNISDR, 2012, UNDRR, 2019). Finally, the location of emergency facilities should be reassessed 
in relation to changing vulnerability and hazards. Minimum standards of resilience should ensure that supply 
routes and lifelines are identified in order to prioritise the maintenance of emergency facilities and the delivery 
of emergency relief, for both events triggered by natural hazards and those triggered by technological scenarios 
(UNISDR, 2012; Pescaroli et al., 2018). 

6 Conclusions and key messages

The next steps for improving the resilience and operational continuity of 
emergency facilities and infrastructure include efforts to improve multi-stakeholder 

coordination and impact assessment.

Maintaining the operational capacity of emergency facilities and infrastructure is at the centre of this subchapter. 
The adoption and implementation of the SFDRR and the Words into Action guidelines are essential measures 
designed to increase the resilience of emergency facilities while at the same time reducing future disaster risk 
(UNISDR, 2015, 2017;UNDRR 2019). However, the theory and the case studies provided here highlighted that 
many challenges for the application of these concepts still exist in practice. 

First, there may be a structural issue of coordination, communication and information sharing in the manage-
ment of EMFIs, and this could undermine the improvement of training and exercising for complex scenarios. 
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This is particularly true in the case of cross-sectoral failures, in which emergency facilities are disrupted by the 
cascading effects triggered in other sectors, such as electricity. The recent global crises associated with COVID-19 
highlighted even further the need to see EMFIs as the nerve centre of our social functions, developing a collabo-
rative and inclusive process to assure their operational capacity.

Figure 4. Steps for improving organisational resilience of emergency facilities  Source: Authors

Cross-cutting challenges

Differences in the language used by academics, policymakers and practitioners could cause problems. It is realistic 
to believe that they could be overcome by collaboration in the medium term, so that counterparts learn to know 
each other’s point of view, creating both trust and knowledge exchange. The existence of different timelines for 
policymaking, utility management and research may need the development of a focused research project and 
impact-oriented studies. In conclusion, it is evident that dynamics (such as budget cuts) affect both academics 
and practitioners by limiting the resources available. 

This element can potentially disrupt emergency services and represents a situation in which positive changes, 
in terms of proactive collaboration, may be less limited by institutional and administrative barriers. New steps 
to assure the organisational resilience of emergency facilities are essential to prevent the escalation of future 
crises, and the collaboration of all the actors involved in emergency planning and management is necessary to 
mitigate complex scenarios.

Reassess locations in
response to changing

vulnerabilities and
hazard

Increase awareness of
compounding and

interconnected
dynamics

Improve organisational resilience
of emergency facilities

Develop training and cross-sectoral
communications

Integrate cascading
effects in contingency
planning and business

continuity management



CHAPTER 3   ASSETS AT RISK AND POTENTIAL IMPACTS 

351

Many aspects of this assessment process represent a fine opportunity for an active role of scientists in supporting 
practitioners and decision makers. For example, new collaborations can be developed in order to understand gaps in 
preparedness for cascading events, as well as to analyse structural and non-structural vulnerabilities to multiple threats. 
Moreover, scientists could actively support the development of new scenarios and strategic foresight to be used in training 
activities, as has already been done in the field (e.g. Alexander, 2016; Pescaroli et al., 2017).

Scientists

The role of individual citizens is another element that can be explored to improve the status quo. For example, the literature 
recommends defining what to communicate and how to do it (Alexander, 2016; Lindell et al., 2007), but there is a lack of 
understanding of what procedures would be most useful if emergency facilities were disrupted. In line with the SFDRR (UN-
ISDR, 2015), it could be useful to develop better involvement with local communities and stakeholders. Indeed, civil society 
could represent an essential asset for coordinating emergency efforts, and developing basic training for the population 
on cascading scenarios could be one of the tools for improving societal resilience (Royal Academy of Engineering, 2016).

Citizens

         Practitioners 

Possible mitigation for this issue includes the adoption of standardised practices for creating organisational resilience 
and understand internal vulnerabilities (ISO 22316:2017, 22301:2019; NFPA 2019/1600), while increasing the adoption 
of measures in line with the scenarios proposed in the updated versions of national risk registers (UNDRR, 2019). Figure 
4 shows the main steps needed to improve the organisational resilience of EMFIs in the near future by actively involving 
training and cross-sectoral communication between stakeholders. In the assessment process the functionality of vital 
services must involve multiple dimensions, such as operations, structure, planning and resources. These have different 
potentials to become useful tools in practice. They have been extensively evaluated, for example in the Intergovernmental 
Risk Governance Council’s Resource Guide on Resilience (Linkov and Fox-Lent, 2016). Furthermore, scenario building should 
integrate cascading effects and interconnected dynamics in order to understand the carrying capacity of EMFIs during 
technological failures and complex events (NFPA 2019/1600). The integration of these aspects in practice requires the 
development of further collaborations with academia.

Account must be taken of the need for further development of conventions on multi-stakeholder collaborations to support 
a systematic exchange of information, expertise and results. The identification of internal and external interdependencies 
suggested in new continuity management standards such as ISO 22301:2019 and NFPA 2019/1600 could be the first step 
in this process. However, new steps are needed in terms of legislation and policies to support the development of a holistic 
collaborative framework and introduce better accountability and compliance requirements. Some open questions remain, 
associated with the quantification of cascading impacts triggered by the disruptions of EMFIs. At the time of writing, it is 
not possible to access any quantitative information on losses and damages that could have been avoided if EMFIs had 
been completely efficient. These data could be used to develop some better cost–benefit analyses to support decision-mak-
ers. Clearly, this approach is merely a first step in a longer process of improvement and evolution that should involve EU 
legislation and policies.

Policymakers
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1 Introduction 

Many of today’s critical infrastructures (CIs) are commonly described as ‘networked’ because of their spatial 
imprint or the many interacting components and functions they are made of. Mutual linkages also come into 
play, sometimes subtly, when different processes and technologies interact, overlap, compete over resources or 
intertwine to compose services. Expressions such as ‘networks of networks’ and ‘global supply chains’ are highly 
meaningful in relation to a modern definition of networked CIs, and the scientific community is investigating 
the subject of interdependencies through several methodologies, chiefly relying on network science and related 
disciplines (Rinaldi, Peerenboom, and Kelly 2001; Barabási 2002; Barthélemy 2011; Ouyang 2014). 

In the EU policy framework, networked critical infrastructures (NCIs) and their interconnections take on a major 
role in both the 2004 Communication from the Commission to the Council and the European Parliament – Critical 
Infrastructure Protection in the fight against terrorism (European Commission, 2004) and Council Directive 
2008/114/EC on the identification and designation of European critical infrastructures and the assessment of 
the need to improve their protection (Council, 2008)(1). The energy and transport sectors, central to the latter 
policy instrument, are particularly relevant to the present section.

Key enablers for modern economies, NCIs require special consideration from the standpoint of risk and disaster 
management. Indeed, failures can be rooted in both exogenous (e.g. natural or human-made hazards) and 
endogenous (e.g. ageing) factors. 

Moreover, interconnections can give rise to various failure propagation patterns, often hardly predictable; see 
for instance the categories of cascading, escalating and common cause failures from Rinaldi et al. (2001). As 
a result, assessing NCI risks solely as the sum of the risks associated with the individual parts may be grossly 
misleading and, conversely, the broader picture of risks ought to be investigated. Moving from the standard 
definition of risk as ‘effect of uncertainty in objectives’ (ISO, 2018, p. 1), Helbing (2013) discusses the concepts 
of systemic risk (‘the risk of having not just statistically independent failures, but interdependent’) and hyper-
risk (‘implied by networks of networks’). 

The same author also points out some key failings of current risk-assessment methods. These include poor 
estimates of probability distributions and parameters for rare events, underestimation of likelihoods of 
coincidence of multiple rare events, shortage of accounting for feedback loops in fault/event tree analysis, 
insufficient consideration of joint probabilistic analysis and complex dynamics analysis, human/social factors, 
lack of questioning about established ways of thinking on economic/political/personal incentives.

The spectrum of consequences can be vast, and recent studies emphasise how, for instance, a local disruption 
to infrastructure can result in considerable macroeconomic impacts, e.g. see Hallegatte et al. (2019). Awareness 
of similar aspects and the non-conventional nature of risks in NCIs is rising among researchers, practitioners, 
policymakers and stakeholders at large. 

This can be observed, for instance, in the Sendai framework for action on disaster risk reduction 2015–2030 
(UNDRR, 2015). Therein, in particular, Global Target D (‘substantially reduce disaster damage to critical 
infrastructure and disruption of basic services, among them health and educational facilities, including through 
developing their resilience by 2030’) sets objectives in terms of both ‘damage to critical infrastructures attributed 
to disasters’ and ‘number of disruptions to basic services attributed to disasters’. 

(1) See Theocharidou et al. (2018) for a more extensive discussion of the EU policy framework on CIs.
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Interdependencies and direct/indirect effects are also central to standard ISO 31000 (ISO, 2018); see for instance 
the comprehensive interpretation given of the term ‘consequences’.

These examples and many more found in several policy documents manifest the need for a refined approach to 
disaster risk management, especially as far as NCIs are concerned. Broadening the landscape even further, what 
has been mentioned so far is only one facet of the topic from a disaster risk management perspective. 

These systems are also vital and integral to the deployment of response actions during crises, providing relief 
to the population, channelling recovery resources and ultimately softening the consequences of adverse events. 
Accordingly, they should be better interpreted today as socio-technical systems, wherein different technological 
layers are interoperating at the boundaries between those environmental, social and organisational contexts 
that shape their design, operations and development (Masys, 2014). From this perspective, Vespignani (2009) 
observes how ‘the major roadblock in defining the fundamental predictability limits for techno-social systems is 
their sensitivity and dependence on social adaptive behaviour’.

Social consensus is needed to ensure resilience of those assets and services that NCIs provide to society. 
Our discussion, therefore, has implications for the engagement of civil society, volunteers, community-based 
organisations, public institutions, academia, scientific and research entities, business, professional associations, 
the private sector and the media.

2 Case studies

In European power grids and transport systems, significant cascading 
consequences have been observed in the past. 

The structure of networks can greatly influence direct and indirect impacts, relief 
and recovery from disasters.

Lessons on disaster risk management related to NCIs can be drawn from memorable failures from the recent 
past. As mentioned above, next we focus on some case studies from the energy and transport sectors, which are 
mentioned in Council Directive 2008/114/EC.

2.1. European power outages
The European Transmission System (ETS) is an evolving, highly meshed network, which entails five synchronous 
large area networks. According to the European Network of Transmission System Operators for Electricity (ENT-
SO-E, 2019a), it includes about 489 381 km of high-voltage lines and is operated by 43 transmission system 
operators (TSOs) from 36 countries, serving 534 million citizens with an annual electricity consumption of about 
3 329 TWh (in 2017) and a peak load of 542 GW (cold wave on 18 January 2017). To ensure security of supply 
and reliable operation, the ETS needs protection against cascade tripping, voltage/frequency collapse and loss of 
synchronism. ENTSO-E (2019b) observes that ‘Europe enjoys one of the world’s most reliable power grid’. Kröger 
(2017) observes the following trends and challenges for the ETS:

• unbundled market structure replacing monopolies, with the responsibility for power supply security 
shifting from single industries to national authorities;

• operation modes pushed closer to limits, even beyond initial design parameters;

• fast-rising share of intermittent asynchronous renewable energy sources, which are highly dispersed, 
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usually abundant in sparsely populated areas and often available during low-demand periods; this 
requires massive power transfers over long distances, as well as peak-smoothing strategies;

• increasing volumes of cross-border power exchange and of short-term trading;

• increasing smartness and user involvement due to information and communication technology 
pervasiveness, self-sustaining areas and transfer of control functions from central units to decentralised 
private users while at the same time the coexistence of novel and legacy technologies must be managed;

• broadening spectrum of threats and hazards related to cyber- and physical attacks and extreme weather, 
with both frequency and severity increasing, ageing of systems and components, lack of adequate 
investment and decreasing redundancy/reserves.

The most serious challenges that the ETS faces are blackouts, which are increasingly rare but can have devastating 
consequences for people and the economy. In 2006 an incident on the north German transmission grid led to its 
being cut off from the interconnected power system of continental Europe, with 15 million households across 20 
countries experiencing power supply disruption (UCTE, 2007).

Another example that shows how electricity supply, and the lack of it, can affect society is the Italian electric 
power blackout on 28 September 2003 (Sunday morning to Monday night) (UCTE, 2004; Kröger and Zio, 2011). 
At 03.01, one of the main north–south transit lines through Switzerland – the Lukmanier transmission line – shut 
down because of a tree flashover. 

This resulted in the redistribution of the electricity, and another north–south transit line, namely the San Bernardino 
transmission line, was overloaded. The Swiss and Italian transmission operators communicated in order to relieve 
the overloads in Switzerland and return the system to a secure state. 

Thus, Italy reduced its imports; however, this reduction was insufficient to relieve the overloads. At 03.25, the San 
Bernardino line tripped after another tree flashover. With two important lines down, cascading failures occurred 
on the remaining lines. This resulted in the Italian system becoming isolated from the European network, and 
several generation plants in Italy failed. A total blackout followed at 03.27 throughout Italy, with the exception 
of Sardinia and some load islands.

In Italy, the restoration process started immediately after the blackout. After 3 hours, energy had been restored in 
some regions connected to France (such as Liguria). Nine hours later, in the afternoon of 28 September, electricity 
was restored gradually in most places, including Turin, Milan, Venice and Rome. Rolling blackouts continued to 
affect about 5 % of the population over the next 2 days (29–30 September). In Italy alone, the estimated total 
energy not supplied amounted to 177 GWh, and it took 18 hours to complete the restoration. 

According to the analysis proposed in (Kröger and Zio, 2011, p. 14), the impact on the population was strong 
(‘about 56 million people have been affected, five elderly persons died’; ‘hundreds of people have been trapped 
in elevators’), economic losses moderate (including those related to spoiled foodstuff and the interruption to 
continuously working industries) and the impact on dependent critical infrastructures varying. 

Among the critical infrastructure sectors affected were transportation (trains and subways stopped, flights 
delayed or cancelled, outages of traffic lights), water supply (`in some southern regions interruptions of water 
supply for up to 12 h’) and ICT (`telephone and mobile networks in a critical state but operable; Internet providers 
shut down their servers’). Less severe was, for instance, the impact on hospitals (`due to the use of emergency 
power generators’).
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2.2 Transport-related failures

According to the 2018 OECD Survey on Critical Infrastructure Resilience and Security, transport is very consist-
ently designated as a CI sector by the countries surveyed (OECD, 2019). It branches into many segments; for 
instance, the list of European CI sectors in Council Directive 2008/114/EC includes road, rail, air and inland wa-
terway transport, as well as ocean and short-sea shipping and ports.

A conspicuous effort has been put into determining the key stressors for each transportation category and pro-
viding quantitative indicators. For instance, Koks et al. (2019) estimate that approximately 27 % of the global 
road and railway assets are exposed to at least one natural hazard, while about 7.5 % of all assets are exposed 
to a 100-year flood event.

Common categories of transport disturbance causes include natural events, accidents, social events and mali-
cious attacks (Khademi et al., 2015). The sensitivity of different means of transport to different kinds of events 
can be quite variable. Notably, the scientific community has inquired into their risk and resilience qualities as a 
function of specific network features (Barthélemy, 2011; Rodrigue et al., 2016). The latter reference, for instance, 
characterises a given transport network in terms of topology (expressing its ‘arrangement and connectivity’) and 
typology (which ‘relates to its geographical setting as well as its modal and structural characteristics’).

According to various studies, road infrastructures often exemplify the concept of hierarchical mesh, spanning 
multiple geographical scales (2). Setting apart large-scale events, a peculiar vulnerability is related to the failure 
of strategic connectors such as some bridges or tunnels. In this sense, a major event occurred in Europe on 24 
March 1999, when the fire that spread from a truck severely affected the Mont Blanc tunnel (France–Italy) and 
led to the deaths of 39 people. Despite the triggering of security mechanisms, a critical issue was the lack of 
oxygen due to toxic smokes, while high temperatures were reached and cooling took days. Three years of closure 
followed, leading to economic losses estimated in excess of EUR 300 million. After damage assessment and 
evaluation of restoration and modernisation options, the French–Italian commission of investigation issued a list 
of recommendations including improved tunnel configuration, vehicle regulations and training aspects (Duffé et 
al., 1999). Further events followed soon, such as the 1999 fire in the Tauern tunnel (Austria) and the 2001 fire 
in the Gotthard road tunnel (Switzerland). Fires have also affected the Channel Tunnel (France–UK) more than 
once since its construction (Lewis et al., 2013), as well as the Alpine pass of Fréjus (France–Italy) in 2005. Bridge 
disasters in Europe in recent decades include the Entre-os-Rios (Portugal) tragedy in 2001, when the collapse of 
the Hintze Ribeiro bridge caused 59 deaths, and the 2018 collapse of the Morandi bridge in Genoa, which resulted 
in 43 victims.

Observing the historical evolution of air transport routing, Rodrigue et al. (2016) observe how ‘geographically, a 
key outcome of airline deregulation has been the emergence of hub-and-spoke networks centered on a major 
airport where a single carrier is often dominant’ (3). Air transport networks can be highly vulnerable to disruptions 
at such hubs. 

A seminal paper by Guimerà et al. (2005) describes the worldwide air transport network as a scale-free small-world 
network with centrality anomalies due to the community structure resulting from both geographical constraints 
and geopolitical aspects. Among its implications, for instance, the authors observe how ‘cities that connect 

(2) See also Rodrigue et al. (2016) for a discussion of the case of rail networks and their specific network layout.
(3) According to ICAO (2004), a hub and spoke system is ‘an operational system in which flights from numerous points (the spokes) arrive at and then de-

part from a common point (the hub) within a short time frame, so that traffic arriving from any given point can connect to flights departing to numerous 
other points’.
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different communities play a disproportionate role in important dynamic processes such as the propagation of 
infections such as severe acute respiratory syndrome’. See also Colizza et al. (2006) for correlations between the 
properties of the air transport network and epidemic spread. 

According to Eurocontrol (4), flight delays cost the European economy close to EUR 18 billion in 2018 (Sullivan, 
2019). A recent report by the International Air Transport Association estimates that ‘the terrorist attacks in 
Western Europe in late-2015 and early-2016 reduced European airlines’ international passenger traffic by 
around 1.6 % in the following year, compared to what would otherwise have happened. […] This reduced European 
airlines’ 2016 revenues by around US$2.5 billion’ (Oxley, 2017). The same report also highlights that, ‘as was the 
case during the SARS [severe acute respiratory syndrome] pandemic in 2003 and the Icelandic ash cloud in 2010, 
the impact on European international passenger traffic has been only temporary. This underlines the resilience of 
air passenger demand to short-lived shock events’. 

By contrast, events such as the terrorist attacks of 11 September 2001 and the global financial crisis had a more 
lasting impact. Another example of disruption to airport services can result from problems with fuel supplies, 
such as in a recent (April 2019) case related to the Portuguese air transport system, when strikes by drivers of 
hazardous materials had consequences on fuel provisioning.

The vulnerability of maritime networks and sea lanes involves different considerations depending on whether 
the node is a hub or a gateway (Rodrigue et al., 2016). Disruptions at a hub will mostly affect maritime shipping 
networks, whereas disruptions at a gateway will mostly affect the hinterland. See the latter reference for case 
studies, including cases of global maritime routes and chokepoints. When considering transport disruptions, tolls 
in terms of human lives are often accompanied by significant outbound and inbound cascading effects on and 
from other sectors. As an example, studies mentioned by Rozenberg et al. (2019) estimate that the total yearly 
costs due to extreme events on the transport system in the European Union are in the order of EUR 2.5 billion, 
predominantly road costs, with predicted rises for the years to come. Reliance on other sectors is critical, with 
energy and information and communication technology often topping the list of sources of delays and disruptions. 
Modes of transport, when disrupted, can severely affect each other, owing to the transfer of demand and the fact 
that they are often interconnected. Modern cities aim for transport intermodality, making these dependencies 
increasingly important. An event with major consequences from this viewpoint was the ash cloud resulting 
from the Eyjafjallajökull eruption of April–May 2010 (see Super Case Study 3 on the Eyjafjallajökull eruption), 
which resulted in the ‘closure of Europe’s airports and airspace which lasted for a period of over seven days 
with cancellation of up to 100,000 flights affecting 10 million passenger journeys. […] The airline industry faced 
high costs of up to $400 million per day’ (OECD 2019, p. 33). ‘Stranded passengers looked for other transport 
modes, notably trains, the cross-channel Eurostar and ferries which were neither equipped nor flexible for such 
an increase in demand’ (OECD 2019, p. 33).

Finally, transport nodes are key for managing disasters, as they are essential for the deployment of equipment 
and humanitarian goods in order to help and provide relief to victims. An efficient response helps to reduce the 
social, economic and environmental impacts. As an example, some recovery actions implemented during the 
2016 earthquakes in Amatrice (Italy) were related to restoring access to the village, which required over-river 
access, after the collapse of bridges. A joint group formed by the National Civil Protection and the Italian army 
built two temporary bridges within 10 days of the 24 August 2016 main shock (Durante et al., 2018).

(4) Note that Eurocontrol (jointly with Galileo, the electricity transmission grid and the gas transmission network) is one of the CIs selected to pilot the 
approach to CI protection and resilience proposed in (European Commission, 2013).
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3 Gaps and challenges

Past events affecting network infrastructures pushed forward our awareness and 
response to critical events, for instance through updated legislation, technologies 
and crisis management solutions. Many challenges remain, due for instance to 

complexity and hyperconnectivity, evolving market conditions, climate change and 
infrastructure ageing.

A recent study in German cities (Monstadt and Schmidt, 2019) observes that the governance of critical 
infrastructures ‘overarches different, often fragmented, policy domains and territories and institutionally 
unbundled utility (sub-)domains’. The authors also observe that risk mitigation and preparedness are based on 
catastrophic scenarios as opposed to past events, and involve considerable uncertainty. While national policies 
or regulations may be needed, this is often not translated to local vulnerabilities, needs and gaps. The discussion 
proposed so far in this section can help to shed light into some of the gaps and challenges to addressed, as far 
as NCIs are concerned.

In power networks, the analysis of recent major blackouts and disturbances led to the identification of some 
underlying causes, factors and considerations for future developments (Kundur and Taylor, 2007; Kröger and Zio, 
2011), as illustrated below.

•  Technical failures, external impacts and adverse behaviour of protective devices are important triggering 
events, when not protected by the N-1 security criterion (5) and/or manifesting in combination with high-
load conditions. These triggering events can lead to cascading outages of lines or other equipment and, 
eventually, to the collapse of the entire system.

• Organisational aspects and factors, such as market liberalisation and short-term contracting, can cause 
the system to operate beyond its original design parameters. Stressing operating conditions such as 
weakening maintenance work and/or inadequate integration of intermittent power generation have 
proven to be outstanding causes of critical situations.

• The TSOs play a decisive role in contingency management; lack of situational awareness and short-
term preparedness, as well as limited real-time monitoring beyond control areas and poorly timed 
cross-border coordination, can accumulate as aggravating factors.

• The inadequacy of the N-1 security criterion and, even more importantly, of its evaluation/implementation 
in various cases has prompted attempts to make it more stringent and legally binding.

• Power systems are increasingly being pushed harder, with higher levels of power transfers over longer 
distances. Transmission protection operations in the absence of any faults have played a major role in 
cascaded outages. This is because, as the equipment is more stressed, the boundary between functioning 
and faulty equipment becomes blurred, making it more difficult for the protection to discriminate.

(5) The N-1 criterion is ‘the rule according to which the elements remaining in operation within a TSO’s control area after occurrence of a contingency are 
capable of accommodating the new operational situation without violating operational security limits’ (European Commission, 2017).
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Recent critical situations, not necessarily leading to continent-wide blackouts, have highlighted additional areas 
for improvement in the ETS. In particular, the cold spell of January 2017 (ENTSO-E, 2017) underlined the need 
for (1) close cooperation among energy sector operators, i.e. electric power and gas TSOs, (2) increased fidelity 
in the models used for system security and adequacy assessment, and (3) the conduction of stress tests at the 
pan-European level, also accounting for climatic trends. This becomes even more important as today’s electricity 
systems integrate, requiring efficient interaction between the different stakeholders and levels of responsibility 
(ENTSO-E, 2019c).

Moreover, Europe’s energy sector is shifting from a supply-centric model dominated by fossil fuel to a consumer-
centric system with many distributed resources (ENTSO-E, 2019c). Such systems can operate in islanded mode. 
They can offer options to cope with critical conditions or emergencies in the rest of the power network and 
to increase the resilience of the overall system, by providing redundancy in energy paths and quick recovery 
options. In addition, flexibility in terms of long-term and short-term energy storage systems is a key element for 
enhancing the resilience of the grid and the ability to withstand unforeseen occurrences. Flexibility, however, adds 
operational complexity to the grid, which has to be appropriately assessed and managed.

In the case of transportation networks too, recent events have led to the identification of gaps to be filled at various 
levels, including the technological and policy layers. Lessons learned from the aftermath of tunnel disasters, for 
instance, have highlighted shortcomings in regulation and led to Directive 2004/54/EC (EU, 2004) on minimum 
safety requirements for road tunnels in the trans-European road network. This expresses a fundamental effort in 
formulating compliance requirements for tunnel infrastructure safety, and its implementation has been closely 
monitored throughout the years since it came into force; see for example Krausmann and Mushtaq (2010); 
Durante et al. (2018); ICF (2015). As a complement, the research community is also addressing tunnel safety and 
providing suggestions, for instance in the areas of uncertainty treatment and behavioural analysis (e.g. during 
evacuation); see Ntzeremes and Kirytopoulos (2019).

Transnational transport networks and corridors are increasingly central in emerging disaster risk management 
strategies. Notably, Directive 2008/96/EC (EU, 2008), complementing the abovementioned Directive 2004/54/EC, 
laid down key principles for road infrastructure safety management at the level of trans-European road transport 
systems. Procedures put in place include road impact safety assessments, road safety audits, road safety 
inspections and network safety management. The implementation of the directive led to a series of successive 
implementation appraisals (Schrefler and Dinu, 2018). Similar initiatives are in place to cover, more broadly, the 
Trans-European Transport Networks, a set of strategic land, air and water transport networks currently in the 
works and representing a key constituent of the EU Trans-European Networks.

A posteriori analyses of events involving aviation have produced a rich set of recommendations. Alexander 
(2013), discussing the case of the 2010 Icelandic ash cloud, points out criticalities such as some arbitrariness in 
air restriction decision-making, risk aversion, gaps in procedures and planning, and a lack of modal integration 
in the European transport system.

The Single European Sky (SES) initiative by the European Commission is an example of the evolving approach to 
the management of air transportation networks and infrastructures. In particular, the Single European Sky ATM 
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Research (SESAR) initiative represents the technological pillar of SES, and aims to deliver ATM innovation. The rich 
SESAR solutions catalogue (SESAR, 2019) includes, for instance, the notion of trajectory-based operations, ‘to 
enable the ATM system to know and, where appropriate, modify the flight’s planned and actual trajectory, before 
or during flight, based on accurate information that has been shared by all stakeholders. 

Prospective advantages include efficiency gains both for individual aircrafts and for the network as a whole. 
Further solutions described therein at the network level include collaborative decision-making and performance 
management, demand- and capacity-balancing mechanisms, and free routing in high-complexity environments.

In general, assessing the cascade impact of disruptions such as those described above (e.g. major air transport 
disruptions) remains a challenge due to the complexity of these NCIs. Many approaches exist. Examples include: 
the cascading impact assessment methodology from (Rehak et al. 2018); the framework for modelling the 
robustness of the critical infrastructure network proposed in (Pinnaka, Yarlagadda, and Cetinkaya 2015); 
the integrated framework for hazard estimation, network estimation and infrastructure failure assessment 
presented in (Pant et al. 2018); the multi-agent system framework for conceptualising, modelling and analysing 
interdependent critical infrastructure from (Pereyra, He, and Mostafavi 2016); the approach for the analysis of 
geographic hotspots of critical infrastructure illustrated in (Thacker et al. 2017); various other interdependency 
models focusing on critical infrastructure networks, such as the ones in (Duan et al. 2016; Lin et al. 2016; 
Johansen and Tien 2018). While similar models can assist a policymaker in assessing the complex relationships 
between infrastructures and potential cascade effects, often there is a lack of the resources or expertise needed 
to apply such models in real-life situations or to scale their application to nationwide assessments.

Network infrastructures face changes in demand and usage due to urbanisation and population growth. The 
concentration of the population implies a concentration of some risks. Thus, the impacts of any disaster affecting 
an urban area will be compounded proportionally to the population and infrastructure density. For example, road 
networks may be used at the maximum of their capacity due to changes in traffic or the development of the city. 
Another challenge is looking for cost-efficient alternatives.

At the same time, operators of infrastructures have to deal with the ageing of their networks. Maintaining, ret-
rofitting or updating components of infrastructures is a significant annual cost for most operators and poses 
challenges, as in many cases it may reduce service uptime. In many cases, there may be a lack of alternatives 
in terms of service provision, or another infrastructure or sector may be affected. In some types of networked 
infrastructures, such as water distribution systems, ageing may pose problems both to business continuity and 
to the health of consumers (Allen et al. 2018).

Climate change can affect NCIs, such as energy, transport or water infrastructures. Temperature changes, sea 
level rise, changing patterns of precipitation and storms may affect demand, reduce efficiency, cause inundation 
of coastal infrastructure or damage assets, such as bridges, ports and airports (OECD, 2018). Moreover, inter-
dependencies between sectors should be taken into account when planning for climate-resilient and sustainable 
infrastructures. For instance, Beheshtian et al. (2019) analyse the interdependency between transport and motor 
fuel supply chains, and investigate how vulnerability to climatic extremes in a fuelling infrastructure hampers the 
resilience of a transport system.
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4  Conclusions and key messsages

In this section, we have addressed NCIs from the disaster risk management perspective. Taking stock of case 
studies related to the power and transport sectors, we have made observations on the gaps and challenges that 
systems of this kind pose to our community. Enabling a fuller operationalisation of the scientific contributions 
still requires substantial effort, which this report contributes to. Next, we provide some conclusions and recom-
mendations.

4.1 Risk and resilience policies
Recent policies stress the importance of resilience for better disaster risk management. For instance, many 
recommendations issued in recent years are about infrastructural climate resilience, which has the potential to 
improve the reliability of service provision, increase asset life and protect asset returns. ‘Building climate resil-
ience can involve a package of management measures (such as changing maintenance schedules and including 
adaptive management to account for uncertainty in the future) and structural measures (e.g. raising the height 
of bridges to account for sea-level rise or using natural infrastructure such as protecting or enhancing natural 
drainage systems)’ (OECD, 2018, p. 2).

Predominantly, the CI resilience issue is faced by resorting to a comprehensive, all-hazards approach. In recent 
EU policies related to CIs, resilience has gained more and more importance and is connected to a number of 
strategic directions (Theocharidou, Galbusera, and Giannopoulos 2018). The Sendai framework considers four 
priority areas related to disaster risk management: (1) understanding disaster risk; (2) strengthening disaster risk 
governance to manage disaster risk; (3) investing in disaster risk reduction for resilience; (4) enhancing disaster 
preparedness for effective response and to ‘build back better’ in recovery, rehabilitation and reconstruction. As 
mentioned above in this section, the dual aspect of damages to facilities and services, as well as the links to the 
economic dimension, are also considered.

A key challenge for regulators and governments is to encourage investments by private companies in risk reduc-
tion and resilience, especially within the current economic and environmental context. Operators have varying 
technical, financial, political, reputational and legal priorities and constraints, which the policymakers need to 
bear continually in mind. To this end, stakeholder engagement and information sharing can be enhanced through 
participation in public–private partnerships and other networks (Theocharidou, Galbusera, and Giannopoulos 
2018). As the OECD (2019) discusses, ‘it is important for governments to find the right balance between manda-
tory and voluntary frameworks to enhance stakeholder engagement in the process and ensure that investments 
in resilience are effectively made’. 

The recent OECD survey mentioned therein identified an articulated set of policy tools for this purpose; see Table 
1. The same reference also contains a proposal for a structured approach to CI resilience policies, including the 
transboundary aspects.
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Table 1. Policy tools to foster critical infrastructure resilience. Source: © OECD, 2019. 

1. Provision of hazards and threats information 12. Inspections and performance assessments

2. Voluntary information-sharing mechanisms or platforms 13. Fines for non-compliance with resilience requirements

3. Mandatory information-sharing mechanisms or platforms 14. Other types of penalties for non-compliance

4. Awareness-raising activities and training 15. Ranking based on inspection / performance results

5. Resilience guidelines for critical infrastructure operators 16. Reporting on operators’ resilience

6. Fostering the development/use of professional standards 17. Sharing best practices

7. Incentive mechanism to assess risks and vulnerabilities 18. Public investments in infrastructure resilience

8. Incentive mechanisms for investing in resilience 19. Guidance for subnational levels of government

9. Sectoral prescriptive regulations dedicated to Critical Infrastructure Protection 20. Mandatory insurance for critical infrastructure

10. Performance-based regulations on business continuity 21. Peer reviews, monitoring and evaluation

11. Mandatory business continuity plans 22. Sectoral mutual aid agreements

4.2. Modelling and simulation
Throughout this section, we have made reference to the role of scientific disciplines such as network science 
in NCI applications; see also Galbusera and Giannopoulos (2019) for further discussion. The study of NCIs 
still requires important modelling efforts, ranging from topological aspects to dynamical processes and multi-
layer networks. From the disaster risk management perspective, interesting insights can come, for instance, 
from network perturbation studies. Key aspects covered by the literature include the compromise between 
error tolerance and attack tolerance (Albert et al., 2000; Crucitti et al. 2004) and the representation of failure 
propagation processes (Newman et al. 2005). Eusgeld et al. (2009) provides further insights on the role of both 
network theory and object-oriented modelling in vulnerability analysis of CIs. As far as the research on cascading 
disasters is concerned, Alexander (2018) observes that ‘some of the work covers the propagation of failures 
through networks, but this is largely restricted to individual categories of critical infrastructure’.

Aspects to cover in the development of modelling and simulation tools include reliability and dependability 
assessment, optimisation, large-scale simulation and the treatment of uncertainty. Examples of tools or 
approaches for NCI applications include Bayes networks (Schaberreiter et al., 2013), Boolean networks (Galbusera 
et al., 2018), probabilistic models for cascading failures (Newman et al., 2005), agent-based approaches (Panzieri 
et al., 2005; Kröger, 2008), hierarchical holographic modelling (Haimes et al., 2002), input–output modelling 
(Galbusera and Giannopoulos, 2018), risk analysis-based models (Ezell et al., 2000), Monte Carlo simulation 
(Pant et al. 2016), Petri nets (Ghasemieh et al., 2013) and Unified Modeling Language-based approaches 
(Bagheri and Ghorbani, 2010). In the literature, surveys are also available to provide a broader picture of the 
emerging modelling approaches; see for instance (Bagheri and Ghorbani, 2008; Satumtira and Dueñas-Osorio, 
2010; Ouyang, 2014) (6).

From the community perspective, the development of models should also be accompanied by initiatives to 
facilitate their exchange, validation and use even beyond the boundaries of particular specialisms. Knowledge 
management initiatives such as the creation of inventories of models, methods and tools may serve this purpose. 

(8) Further examples of resources that could be used for cascade effect analysis can be found at Poljanšek et al. (2019, pp. 115–118).
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Work is also needed to facilitate the interoperability of models and to relate them to disaster risk management 
practices. The necessity for extended paradigms for the analysis and modelling of CIs is addressed in more detail 
by Zio (2016).

Finally, the development of modelling and simulation approaches with relevance to NCIs is coupled with the on-
going scientific discussion on conceptual aspects such as the definition of the technical, organisational, social and 
economic dimensions of resilience; see Theocharidou et al. (2018) and related references for further analysis. 
See also Alderson and Doyle (2010) for a discussion on complexity in network-centric infrastructures, as well as 
Florin and Linkov (2016); Trump et al. (2018) for resources on resilience aspects.

4.3 New technologies
Emerging technologies have the potential to radically transform aspects of CI management, such as monitoring. 
For instance, the increased availability of data from satellite Earth observation is becoming important for dam-
age prevention and restoration monitoring. Recent literature shows how such data, with different temporal and 
spatial resolution characteristics, can be used as a tool to evaluate the state of health of various CIs (Milillo et al., 
2016; Chang et al., 2017; Huang et al., 2018), as well as to sample the surrounding environment, detect potential 
hazards and help to prevent potential damages (Peduto et al., 2017; Dai et al., 2018; Solari et al., 2018). However, 
there are still challenging issues to be addressed in order to provide fully operative tools for this purpose.

In parallel to satellite Earth observation, the development of short-range non-destructive techniques has grown 
significantly over the last 10 years. The appearance of drones has introduced great innovation in CI monitoring 
(Colomina and Molina, 2014), allowing damage inspection even in a number of difficult-access areas. In addition, 
the technological development of terrestrial sensors, such as radars and laser-based sensors, has provided a set 
of instruments to check both structural health and potential damage without interfering with the CI in question 
(Teza et al., 2009; Pieraccini, 2013; Luzi et al., 2014; Monserrat et al., 2014; Ham and Lee, 2018; Zhang et al., 
2018). The use of these techniques, too, is still limited by various aspects such as costs or lack of awareness, or 
regulatory restrictions (e.g. in the case of drones).

Clearly, many other aspects of information technology are relevant to NCI disaster risk management. An exam-
ple is the development of data-gathering and analysis platforms (Galbusera and Giannopoulos, 2017). Applica-
tion-specific studies have highlighted the relevance of such kinds of data-backed initiatives. A recent study on 
bridge failures in the United States, for instance, points out the relevance of data collection on historical bridge 
failures to improving bridge specifications (Lee et al., 2013).

In recent times, the development of some apps and other information-sharing tools represents an excellent ex-
ample of the use of technologies to foster citizen awareness and engagement. For instance, two-way alerting 
mechanisms may prove beneficial in reducing reaction time to critical events affecting network infrastructures, 
and may mitigate impacts on end-users.

4.4. Exercises and stress tests
Finally, an identified gap remains the need to perform joint exercises to better comprehend dependencies between 
CIs, thus generating more accurate risk assessments, and to jointly test risk treatment options. Such exercises 
may need to be designed with a different mentality with respect to the case of civil protection exercises, which 
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focus mainly on the operational capabilities of emergency responders. Crisis scenarios that involve both public 
authorities and infrastructure operators are not widely analysed, but they can be a valuable tool to test risk 
and resilience strategies and plans, as well as to enhance collaboration (Poljanšek et al., 2019). An interesting 
example of an exercise initiative relevant to NCIs is the Homeland Security Exercise and Evaluation Program 
(HSEEP) by the US Federal Emergency Management Agency (FEMA, 2020). The HSEEP provides guiding principles 
for exercise projects and programmes, including aspects related to their design, development, conduct, evaluation 
and improvement planning.

A related concept is that of stress tests (Galbusera et al., 2014; Galbusera and Giannopoulos, 2019). A stress 
test is a systematic method of crisis scenario analysis and of evaluating measures taken to reduce the societal 
risk exposure stemming from networked CIs. It involves the owners, the users and other stakeholders of CIs. 
Following the use of stress tests in the banking sector after the 2007–2008 financial crisis and in the nuclear 
power sector after the 2011 Fukushima disaster, the European Programme for Critical Infrastructure Protection 
(EPCIP) (European Commission, 2013) recognised that there is a need for stress tests of critical non-nuclear civil 
infrastructure systems, to verify their risk exposure levels as well as to help increase the disaster resilience of 
European CIs.

To this end, a harmonised risk-based natural hazard stress test methodology for CIs was recently developed in 
FP7 project STREST (‘Harmonized approach to stress tests for critical infrastructures against natural hazards’) 
(Esposito et al., 2020). The STREST stress test is designed to cover a wide range of critical non-nuclear CIs. It 
can be conducted at different levels, characterised by different scopes and complexities of risk analysis, to suit 
the widely different capabilities and resources of different European CIs. The STREST stress test comprises the 
following phases. First, the goals, scope and risk analysis methods are defined, and the stress test team members 
are selected and organised. The stress test is then performed at both component (subsystem) and system 
levels, accounting for network dependencies and cascading effects, using a probabilistic risk analysis approach. 
A mechanism for an independent review of the stress test findings is built in. Furthermore, risk assessments are 
harmonised using a penalty system to compensate for the differences between different risk analysis methods, 
and levels of CI and hazard knowledge. The harmonised risk assessment results are compared with societally 
accepted risk levels using a STREST grading system. Finally, the STREST CI grade and risk assessment findings 
are transparently reported to the owners, stakeholders and the public to build public trust.

The STREST grading systems are conceptualised to enable a comparison of different CIs in terms of their own 
disaster risk exposure and the risk exposure they present to society. This is an essential step towards harmonised 
systemic risk evaluation of CIs across Europe. The grading systems contain a mechanism for continuous reduction 
of CI risk and improvement of CI disaster resilience enacted through mandatory repeated stress tests at risk-
driven intervals. For example, if the CI system poses a risk that is greater than societally accepted risk exposure 
levels, the CI owners and stakeholders are obligated to take risk reduction actions by a specific deadline and to 
verify the achieved risk reduction in a subsequent stress test. The implementation of the STREST stress test was 
also illustrated using six different CI systems, characterised by different functions and dependencies, network 
structures, geographical extents and natural hazard exposures (Argyroudis et al., 2019).

In conclusion, it is important to observe that a comprehensive treatment of disaster risk management for NCIs 
extends well beyond the electricity and transport realms, which have been scrutinised in this section. The mosaic 
of contributions on this subject is made of many pieces, including insightful studies on finance (Gai and Kapadia, 
2010; Glasserman and Young, 2015), gas (Cimellaro et al., 2015) and telecommunications (Sterbenz et al., 2013). 
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Scientists have a key role in the development of innovative modelling and simulation tools for network infrastructures. 
These can assist policymakers, operators and responders to better understand failure propagation through networks, 
identify mitigation actions and optimise response plans. Scientific effort should be devoted to tool interoperability, large-
scale simulation, the treatment of uncertainty, reliability and dependability assessment, as well as resilience aspects.

Scientists

Citizens rely heavily on the use of network infrastructures. They can benefit greatly from new technologies, for instance 
as a way to get alerts about service disruptions and also to report promptly on the failures they observe.

Citizens

Practitioners face varying technical, financial, political, reputational, legal priorities and constraints. For better disaster 
preparedness and response by network infrastructure operators, the use of new technologies such as monitoring tools 
or information-sharing platforms can be valuable. Initiatives such as training and exercises or stress tests represent an 
opportunity to identify gaps and coordinate for better resilience.

Practitioners

Policymakers should focus on stakeholder engagement and information sharing, including public–private partnerships 
with operators and citizen involvement initiatives. Existing constraints affecting the private sector should be taken into 
account, striking the right balance between mandatory and voluntary frameworks to ensure effectiveness in investments 
in risk reduction and resilience.

Policymakers

O’Rourke (2007) suggests that ‘thinking about critical infrastructure through the subset of lifelines helps clarify 
features that are common to essential support systems and provides insights into the engineering challenges 
to improving the performance of large networks’. A scientific attitude to NCI analysis and assessment able to 
compare sectors and learn from disciplines can, therefore, be crucial to building resilient communities.
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1 Introduction 

Industrial installations and energy facilities are susceptible to a variety of hazards, which can be natural, tech-
nological or intentional in nature. Some of these facilities pose a secondary hazard if they store, handle or trans-
port hazardous materials. In case of spills, fires or explosions after natural-hazard impact, the associated risk is 
referred to as natural-hazard-triggered technological accident (Natech) risk (Krausmann et al., 2017a). Failure 
or disruption of these facilities can cause impacts on society, the environment or the local, national or global 
economy. Impacts can also occur as a result of business or service disruptions, such as power outages or a loss 
of production (Küfeoğlu, 2015). They can be exacerbated by cascading effects and (inter)dependencies between 
systems. In some cases, cascading effects across sectors can reach global proportions, resulting in a shortage of 
raw materials and finished products (Lohr, 2011).

There are many examples of incidents involving core industrial and energy facilities. In 2005, leaking fuel caused 
a major explosion and fire at an oil storage and transfer depot in Buncefield, United Kingdom, which engulfed 23 
storage tanks (MIIB, 2008). The incident also revealed the complexity of supply chains conditioned by the just-in-
time supply approach (Airmic, 2011). In the same year, Hurricanes Katrina and Rita destroyed or damaged 276 
offshore platforms, 24 rigs and 457 underwater pipelines, and resulted in global price hikes for oil and gas (Pan, 
2005; Cruz and Krausmann, 2008). A technical problem caused an explosion and fire at an Austrian natural-gas 
distribution and reception hub in 2017, causing Italy to declare a state of emergency due to a lack of gas supplies 
(Oltermann, 2017).

This section provides an overview of the risks to and impacts from selected industrial and energy facilities that 
are critical for the European Union (EU), such as chemical facilities, the pharmaceutical industry, refineries, oil and 
gas pipelines, and offshore facilities. It exemplifies the diversity of incident triggers, risk receptors and impacts 
by using three iconic case studies. It then discusses the gaps and challenges associated with reducing the risks 
and their impacts. The section ends with a summary of recommendations for the different stakeholder groups. 
Some of the discussions are equally valid for types of critical industry and infrastructure other than the ones 
mentioned above

2 Case studies

Numerous past events are testimony to the potential for major consequences 
of incidents at core industrial and energy facilities.

In the following, three detailed case studies demonstrate the different types of incident triggers, impacted in-
frastructure and consequences. The incidents not only affected the countries they originated in, but also had in-
ternational impacts and influenced risk-management regulations and practices across countries and continents.

2.1 Spolana chemical accident, Czechia, 2002

In August 2002, heavy and long-lasting rainfall in central Europe led to major flooding of the River Elbe with unprecedented 
flood heights. On 15 August 2002, the flood hit the Spolana general chemicals facility in Czechia. The facility was protected 
against a 100-year flood; however, the flood waters exceeded the 100-year water level at the site by 1.3 m (eNATECH, 2018).
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The anti-flooding measures implemented at the plant were inadequate for the magnitude of the flood, and the 
storehouses holding chlorine, a highly toxic and corrosive substance, were inundated. Several of the pressurised 
chlorine tanks were lifted by buoyancy and in the process the safety valves of a full chlorine tank were torn off, 
resulting in a massive leakage of over 80 tonnes of chlorine (Figure 1). On 23 August, a smaller chlorine release 
occurred (Hudec and Lucš, 2004; eNATECH, 2018).

Although nobody was killed during the accident, it had a significant impact on the environment and agricultural 
activities in the surroundings of the chemical facility. The chlorine entered the Elbe and the air, where the chlorine 
gas chemically burned the flora around the facility. Community life was disrupted, as the public had to shelter in 
place to escape the chlorine cloud. The operator was criticised for not properly warning the population after the 
chlorine release (Reliefweb, 2002). In addition, significant quantities of other hazardous substances (e.g. dioxins) 
were released into the Elbe and settled in sediments on its shores. In a village downstream from the damaged 
chemical facility, dioxin levels were found to be three times higher than safety norms (Gautam and van der Hoek, 
2003). The company indicated that the direct costs to property due to flood damage amounted to approximately 
EUR 29 million (eNATECH, 2018).

Figure 1. Chlorine release at the flooded Spolana plant. Source: © Václav Vašků.
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After the accident, on-site protection measures were updated to prevent the recurrence of such an event in case 
of a flood of the same or higher severity. Among the actions taken, chlorine storage was reduced to 50 % of the 
capacity before the accident, thereby significantly reducing the risk. The storehouse emergency exhaust system 
was improved to allow suction of the chlorine from the upper part of the storehouse, which is important if the 
retention basins are flooded.

From a policy perspective, discussions were launched to better understand how flood impacts of this magnitude 
could be prevented in the future. As a regulatory follow-up after this and other accidents triggered by natural 
hazards, the EU Seveso Directive on the control of major accident hazards involving dangerous substances was, 
inter alia, amended to render the need for protection against this type of risk more explicit (EU, 2012). The direc-
tive, which applies to over 10 000 industrial establishments in the EU (Gyenes and Heraty Wood, 2018), now ex-
plicitly requires the consideration of natural hazards as a threat to the safe operation of hazardous installations, 
including the demonstration that the risk is identified and mitigated.

2.2 Deepwater Horizon accident and oil spill, United States, 2010

The Deepwater Horizon oil spill was one of the largest marine oil spills in history. It was caused by an explosion 
on BP’s Deepwater Horizon oil rig located in the Gulf of Mexico in April 2010. A natural gas surge blasted through 
a concrete core installed to seal the well for later use. The gas travelled up to the platform and ignited a series 
of explosions and a firestorm causing 11 fatalities and 17 injuries (Figure 2). The rig capsized and sank in 2 days, 
resulting in an oil spill lasting about 5 months and releasing around 4.9 million barrels of oil (Pallardy, 2018). A 
massive response with more than 100 000 people, 6 500 vessels and 4 000 km of boom ensued to protect the 
environment (BP, 2015). Extensive damage was caused to marine and wildlife habitats, and also to the drilling, 
fishing and tourism industries. 

Figure 2. Left, supply vessels combating the Deepwater Horizon fire; right, skimming oil in the Gulf of Mexico after the oil spill from Deepwa-
ter Horizon. Sources: left, photo courtesy US Coast Guard; right, photo courtesy National Oceanic and Atmospheric Administration (NOAA).

An offshore drilling moratorium left an estimated 8 000–12 000 people temporarily unemployed (Snow, 2010). 
About one third of US federal waters in the Gulf was closed to fishing at the peak of a fishing ban (NOAA, 2010). 
Following the accident, BP’s stock value fell by more than 50 %, resulting in a total loss in value of USD 105 
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billion (Tharp, 2010), and its petrol stations in the United States reported a drop in sales of 10–40 % due to 
backlash (Weber, 2010). In 2016, a historic USD 18.7 billion District Court settlement was approved, resolving all 
litigation with the government and the affected states over the economic and environmental claims. Overall, BP 
spent more than USD 65 billion in relation to the spill (Vaughan, 2018). Multiple companies and individuals were 
charged with federal crimes, but no charges resulted in prison time (Gill, 2016).

There were many investigations into the accident, addressing technical, organisational and human aspects (DNV 
GL, 2015). The government report stated that the accident was due to poor risk management, last-minute 
changes to plans, failure to observe and respond to critical indicators, inadequate well-control response and 
insufficient emergency response training (BSEE, 2011). A national commission concluded that the accident was 
avoidable and resulted from clear mistakes by the companies and also by government officials who failed to 
create and apply proper regulatory oversight (Graham et al., 2011).

The accident was a global wake-up call and caused major changes in the design and operation of offshore 
equipment, accident prevention measures, planning and management of spill response activities, safety culture 
and regulations. In the United States, the regulatory body was restructured, new requirements were issued for 
offshore operations, new standards for drilling and well control were published, the accident-reporting system 
was improved and research on offshore activities was promoted (DNV GL, 2015). 

The European Commission launched an assessment of the offshore activities in EU waters to identify actions 
needed to maintain safety (European Commission, 2011). Subsequently, a new EU directive was published 
on the safety of offshore oil and gas operations to prevent accidents and respond promptly and efficiently if 
they occur (EU, 2013). The directive contains provisions on risk assessment and emergency response planning 
before exploration or production, to ensure that companies have the necessary technical expertise and are well 
financed before granting licences; independent verification of technical safety solutions; environmental protection 
measures; emergency preparedness by the national authorities; full liability of the companies for environmental 
damage caused in EU waters; and public information on safety and public stakeholder involvement on planning 
of installations (Moore et al., 2013).

2.3 Florakis naval base explosion and power blackout, Cyprus, 2011 

In July 2011, an explosion of ammunition and military explosives at the Evangelos Florakis Naval Base in Cyprus 
caused the fifth-largest non-nuclear explosion in history, with a yield of about 2–3.2 kilotons TNT equivalent. 
The explosion led to cascading events causing damage not only to the naval base but also to its surroundings, 
including the Vasilikos power station (VPS), the largest power facility in Cyprus, and urban areas. 

The blast destroyed the firefighting system of the VPS but the 60 000 t of diesel and 84 000 t of fuel oil stored 
there did not ignite, avoiding a domino effect. At the time of the explosion, 98 containers of highly explosive 
ammunition seized by the US Navy in 2009 had been stored in the open for over 2 years. Bad decision-making 
at the naval base, including lack of political willingness, ineffective logistics management and the lack of a viable 
firefighting plan (Florin et al., 2016), and the high temperatures and humidity of Cyprus caused the accident.

Since military and energy facilities were concentrated in a cluster, the power station was severely damaged in 
the explosion (Figure 3). It killed 13 people and injured a further 62 but also severely damaged all the buildings 
in Zygi village, displacing about 150 civilians (Evripidou, 2011; Hajipapas and Hope, 2011). The electricity supply 
to about half of Cyprus was interrupted, and for 15 days rolling blackouts affected cities, airports, hospitals, 
tourist areas and industrial facilities, causing outages and economic damage by disrupting business and society. 
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The Electricity Authority of Cyprus was forced to import generators from Greece and Israel while the damage, 
estimated at EUR 2 billion (almost 10 % of the country’s economy), was repaired, with a recovery cost of EUR 
900 million for the VPS alone (Hajipapas and Hope, 2011). Eight years after the accident, Cyprus reimbursed over 
EUR 4.5 million to citizens, and lawsuits by private companies claiming a total of EUR 8.5 million are still ongoing.

Figure 3. Vasilikos power station after the Florakis Naval Base explosion, Cyprus. Source: photo courtesy IDE Technologies Ltd.

The accident investigation report found that Cyprus had not applied the Seveso II Directive (EU, 1997), an 
omission that exacerbated the accident (Polyviou, 2011). Following the accident, the government took action to 
improve risk management. In 2013, the ZENON basic national plan on the management of risks from human-
made or natural origin in critical infrastructure was issued (Cyprus, Ministry of Defence, 2013). 

Exercises were organised to test the plan’s effectiveness, train the personnel and inform the public. In the same 
year, the VPS issued a new handbook on the proactive identification of human-made and natural hazards, 
according to Seveso II criteria (Electricity Authority of Cyprus, 2018). 

The handbook is reassessed periodically considering feedback from all stakeholders. In 2016, oil and gas companies 
located near the power plant were obliged to engage in continuous communication with each other to coordinate 
planning for security issues, as well as response to disasters (Cyprus, Ministry of the Interior, 2016). In 2017, the 
ZENON Coordination Center was inaugurated. It is the main executor and coordinator of the ZENON plan in case 
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of man-made or natural disasters, declares alert states and is in contact with the relevant EU agencies. Since it 
may take time for help to arrive by air or sea, the aim of this centre is to respond promptly during the initiation of 
an event to avoid an escalation to catastrophic proportions, as well as to increase the risk awareness of society.

3 Reducing impacts – gaps and challenges

The factors that create risk to industry and energy facilities can be natural, technical or organisational in nature. 
Some underlying causes are linked to risk-governance challenges and socioeconomic context. Other factors, such 
as climate change, the ageing of infrastructure or the greening of production facilities, may introduce additional 
risks. The subsections below provide examples of risk drivers that directly or indirectly influence the impacts re-
sulting from an incident.

3.1 Risk governance 

Risk governance should be approached from a territorial perspective to capture the 
potential interactions of industry, infrastructure and communities.

Governance’ refers to the actions, processes, traditions and institutions by which authority is exercised and deci-
sions are taken and implemented. Risk governance applies the principles of good governance to the identification, 
assessment, management and communication of risks (IRGC, 2020). Gill and Ritchie (2018) emphasise that the 
occurrence of technological incidents highlights conceptual and theoretical gaps in disaster science, which has 
been focusing on sudden-onset natural hazards since the 1970s. 

In addition, the risk management of a critical facility is often viewed in isolation from its surroundings rather than 
considering the potential interactions with other industry, lifelines and nearby communities. In the EU, land use 
planning around high-risk chemical facilities aims to protect the surroundings of the plant (EU, 2012); however, 
this is not always the case in other parts of the world or for other critical sectors. This means that the potential 
for cascading events and the impact on infrastructure resilience are not captured. Since natural hazards often 
affect large areas at the same time, this is even more relevant to Natech risks. Suarez-Paba et al. (2020) contend 
that a systemic view is required for the effective management of Natech risks, requiring a territorial approach 
to risk governance and incorporating physical (e.g. industrial facilities, lifelines, building stock), organisational 
and socioeconomic factors into the analysis. Decommissioned or mothballed facilities constitute a particular 
risk-governance problem.

Efforts to improve risk governance exist in all domains where modern government tries to reduce costs and en-
sure benefits. Some aspects of risk governance from different industry or infrastructure domains could be appli-
cable universally (i.e. improved legislation, enforcement, inspections and experience feedback practice). However, 
systematic research into the applicability and effectiveness of different governance types for a variety of prob-
lems and under different conditions is lacking (NASEM, 2018). International organisations, such as the European 
Commission or the Organisation for Economic Co-operation and Development (OECD) facilitate risk-governance 
experience exchange in different domains (e.g. Tomic et al., 2008; NEA, 2018; OECD, 2003, 2014, 2015).
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3.2 Data availability, collection and analysis

The availability of accurate, reliable and complete data affects the quality of risk 
analysis and all risk-reduction decisions based on it.

DData are the basis for gaining knowledge on the dynamics of incidents, through incident analysis and learning 
lessons. Data required for risk assessment must be accurate, reliable and complete, and must consider, e.g. in the 
case of Natech risk assessment, all natural hazards that an industrial plant can be subject to in a certain area, the 
likelihood of these hazards, their possible impact, the equipment’s vulnerability to each natural hazard identified 
and the consequences of impact (Girgin et al., 2017; Krausmann et al., 2019). However, industry and infrastruc-
ture data or information on incidents is often not collected in a systematic way or voluntarily disclosed, owing to 
confidentiality issues. The availability of relevant and reliable data conditions the quality of risk assessment and 
all risk-reduction decisions that are based on it. Several studies have pointed out (e.g. De Almeida et al., 2015; 
Sengupta et al., 2016) the scarce availability of industrial data and associated databases, which can hamper the 
definition of a strategy for risk reduction. A recent study by Heraty Wood and Fabbri (2019) concludes that da-
tabases for chemical incidents are incomplete and fragmented. They add that an official international database 
for analysing global chemical accident trends does not exist and that only relatively few countries and industry 
organisations around the world maintain dedicated chemical accident databases.

Data mining and standards, i.e. harmonisation of data according to standardised procedures, are relevant to 
improve the feasibility and rapidity of analysis (OECD, 2012). The proper compilation and aggregation of data 
in well-structured databases allows experts to systematically assess risks to industry and energy infrastructure, 
and supports lesson-learning studies for better preparedness and loss prevention (Chakraborty et al., 2018).

3.3 Risk assessment

Methodologies, tools and guidance for Natech risk assessment are scarce.

Risk analysis identifies threats at industrial and energy facilities both during normal operation and in incident 
situations. It evaluates the risk based on the likelihood of occurrence of an event and its consequences. The anal-
ysis can be qualitative, semi-quantitative or quantitative. Quantitative risk analysis uses sophisticated models to 
simulate and analyse a high number of scenarios and requires significant time and expertise (Cox, 1998; Uijt de 
Haag and Ale, 1999; CCPS, 2000). 

All approaches are subject to data and model uncertainties, whose magnitude needs to be quantified before 
risk-analysis results should be used for decision-making. Once the risk has been analysed, it needs to be com-
pared with prescribed numerical acceptability criteria to determine if risk-reduction measures have to be imple-
mented. In the EU, these criteria are not uniform among Member States, which hampers comparability between 
countries. The criteria can range from fully quantitative (occurrence probabilities) to deterministic (maximum 
permissible levels of overpressure, toxic concentration, etc.). Countries can also have different thresholds.

Certain identified risk scenarios are commonly removed from the assessment process when their likelihood is 
considered below a limit probability defined according to acceptability criteria. While this approach helps to save 
time and resources by screening out seemingly less important scenarios, this can only work if assumptions are 
sound and subject to low uncertainty. This approach also creates immediate problems for high-impact, low-prob-
ability risks, as they could be lost from the risk-management process (Nafday, 2009).
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Natech risk analysis has been hampered by its multi-hazard risk nature and a lack of damage models and Natech 
scenarios, resulting in a lack of Natech risk-analysis methodologies and tools. Guidance on Natech risk assess-
ment at industry and community levels is also scarce. Therefore, this risk source is not adequately taken into 
account in the industrial risk-assessment process, and preparedness levels are low, even in countries generally 
well prepared for natural hazards (Krausmann et al., 2019). Steps have been taken to address Natech risk anal-
ysis in a qualitative and (semi-)quantitative way at facility level or in national risk assessment (Cruz and Okada, 
2008; Cozzani and Salzano, 2017; Krausmann, 2017; Krausmann et al., 2017b; Girgin et al., 2019). However, no 
assessment tool exists that captures all external hazard factors (Girgin et al., 2017).

3.4 Cascading effects

The risk of cascading effects is high for core industrial and energy facilities.

Today’s industry and energy infrastructures are highly interconnected and mutually dependent in many respects: 
physically, spatially, logically and through the information infrastructure (Rinaldi et al., 2001; Petit et al., 2015). A 
dependency exists if one infrastructure relies (depends) on the service provided by another infrastructure in order 
to carry out its function (Bloomfeld et al., 2009; see also Section 3.4.2 of the present report). These dependencies 
(unidirectional) and interdependencies (bidirectional) can give rise to a percolation of failures, as a failure in one 
system can produce a failure in another. The spreading of failures can take place in a cascading (non-linear) 
manner, which can exacerbate the impact of the initial disruption. On the other hand, interdependencies do not 
per se give rise to risks, but can in some cases also be a source of redundancy and fault tolerance (Bloomfeld et 
al., 2009), which underlines the need to understand them clearly.

Energy production facilities are rich in interfaces between different infrastructures (e.g. energy, transport, com-
munication). Industrial production processes usually require the transportation of raw materials and fuel, and 
the distribution of a product to consumers or to secondary industry, and thus depend on various infrastructures. 
Nearly all facilities depend on supervisory control and data acquisition systems required to control or monitor 
the system (cyberdependency). Furthermore, logical dependencies on the financial sector and governance exist. 
Disruptions to one of these essential services might not only result in economic losses, but also endanger the 
security of supply, with possible impacts on society if products are of vital importance to public security, societal 
well-being or economic prosperity. If at the end of the chain stands a service or (physical) supply of critical im-
portance, dependencies along the chain could also be identified as critical.

In addition, industrial plants are often concentrated in clusters (as are transport networks), and an accident in 
one facility can cascade to multiple units in the same facility or to neighbouring plants, thereby increasing the 
severity and likelihood of negative impacts, which are called domino effects. This risk is significantly increased in 
cases of natural-hazard impacts on industry (Cozzani et al., 2013; Necci et al., 2015). Unfortunately, this domino 
risk is not systematically captured in industry because of the complexity of the analysis and the large number 
of data needed (Reniers and Cozzani, 2013). Novel modelling techniques have been proposed to address this 
problem (e.g. Khakzad, 2015; Kamil et al., 2019).

The risk of propagation of failures among different interacting infrastructures, e.g. between electrical trans-
mission and natural gas systems (EU, 2008), has reached the attention of policymakers in recent years, partly 
because of the increased significance of gas-fired power plants as backup generators in the transition towards 
renewable energy sources. Many regions of the EU rely heavily on foreign natural-gas imports. The need to iden-
tify ‘critical gas-fired power plants’ has also been noted by policymakers at the European level (EU, 2017, Art. 11).
In order to contain the risk, the relevant (inter)dependencies between infrastructures must be well understood. 
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It is usually impossible to fully analyse or understand the behaviour of a given infrastructure in isolation from its 
environment or connected infrastructures. The methodology to analyse interdependencies between infrastruc-
tures should match the needs of each specific problem and be based on a solid theoretical foundation, as are for 
example the well-developed theories of complex adaptive systems and of dependable systems (Avižienis et al., 
2000; Laprie, 2008). A systematic approach is needed to describe the mechanisms, exposing a clear chain of cau-
sality, and to quantify the impact of dependencies and interdependencies between different systems and sectors.

3.5 Emergency management

Interfaces and procedures for multi-agency cooperation and communication are 
key for successful emergency management.

Emergency planning is at the interface between incident prevention and consequence mitigation, and ensures 
adequate preparedness in case of an event. The EU’s Seveso Directive requires the preparation of internal and 
external emergency plans and the establishment of procedures to ensure that these plans are tested and revised 
as necessary (EU, 2012). The internal emergency plan is under the responsibility of the operator and aims to 
protect potential targets within a facility. Public authorities are in charge of the external emergency plan, which 
mitigates the risk to off-site targets. Similarly, other pieces of legislation for offshore operations or natural-gas 
supply include provisions to prepare for emergency situations (EU, 2013, 2017). It is vital that the various actors 
involved in emergency management cooperate effectively. The risk of transboundary impacts should also be 
taken into account for facilities close to borders (UNECE, 2015).

Although legislation and regulations are necessary to ensure the safe operation of industrial and energy facili-
ties, they may not be sufficient to prevent or adequately prepare for incidents. Gyenes and Heraty Wood (2018) 
found a number of patterns related to failures in emergency management:

• lack of clear emergency response procedures with well-defined roles and responsibilities, and deficiencies 
 in the emergency plan,
• lack of accident scenarios in the emergency plan due to their low frequency of occurrence,
• inadequate training of emergency managers and lack of emergency exercises,
• inadequate evacuation plans,
• inadequate public warning systems,
• inadequate communication and coordination between on- and off-site response services,
• unavailability of emergency power supply for safety-critical parts of a facility.

Additional problems arise because emergency planning usually does not acknowledge dependencies between 
critical infrastructures, possibly leading to deficiencies in crisis response and indirect impacts on the population. 
Moreover, multiple critical installations can fail at the same time because of common-mode failure or cascading 
effects (which are common occurrences during disasters of natural origin). 

However, preparedness measures taken by operators, as well as by emergency responders, usually take into ac-
count only single failures (Boin and McConnell, 2007; Luijf and Klaver, 2009). For example, owing to its multi-haz-
ard nature, Natech risk needs special treatment because of the complications generated by the natural-hazard 
trigger. The possibility of multiple and simultaneous accidents over large areas, the increased likelihood of cas-
cading events and the accompanying challenges in managing the emergency might overwhelm on- and off-site 
response capacities alike.
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4 Conclusions and key messages 

Collaboration between the different stakeholder groups is essential for effectively 
reducing risks.

Industrialisation, urbanisation and climate change are increasing the risks from natural and man-made hazards. 
Damage or disruption of industry and energy facilities may severely affect society either by the consequences of 
technological accidents or through effects on the supply chain. Management of these risks is essential for reduc-
ing losses but also for sustainable industrial growth. This requires a concerted effort by policymakers, scientists 
and practitioners with the involvement of citizens.

In the following, recommendations for addressing existing gaps for each stakeholder group are proposed (1). The 
need for open and effective communication to share relevant information applies to all stakeholders. 
The adequate handling of potential data sensitivities must also be ensured.

(1) Please note that policymakers include governmental authorities and that practitioners include operators, emergency responders and insurance.

• Base policy development on experience and science with transparent justification and independent 
verification.

• Approach risk governance from a territorial perspective that views the safety and security of critical facilities 
in conjunction with their surroundings.

• Encourage corporate and government leadership at all levels, and promote new governance models fostering 
the sharing of responsibility for a risk.

• Exploit risk governance insights from different sectors, and especially from high-hazard activities, as they 
are universally applicable. International organisations such as the European Commission, OECD, the United 
Nations Economic Commission for Europe (UNECE) or IAEA could help support arrangements to identify and 
disseminate risk-governance experience across different regulatory domains.

• Mandate that all risks to industry and energy facilities be analysed, including cascading risks, starting from 
a national level, and provide a framework for emergency management to clarify responsibilities. Potential 
transboundary risks should also be taken into account in this context.

• Ensure (with the help of practitioners) that the results of research projects, e.g. new or improved risk-
analysis methodologies, are disseminated and applied.

• Encourage knowledge transfer and experience sharing between (inter)dependent sectors to guarantee a 
more efficient use of resources.

• Promote public–private partnerships to provide solutions linking science, practice and policy-making. For the 
sake of societal resilience, these partnerships should not be driven by market forces.

• Incentivise private bodies to invest in risk-management structures that help to prevent, prepare for and 
respond to infrastructure failures and their societal repercussions.

Policymakers
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• Collect data and make them accessible (including to scientists) to enable risk analysis and to prepare for 
emergencies. New technologies, e.g. artificial intelligence, can support the data collection.

• Explain the results of risk analyses, with their underlying assumptions, completeness and level of uncertainty, 
to facilitate communication with policymakers and citizens.

• Verify the validity of design criteria, construction standards, and prevention or mitigation measures 
considering industry-specific conditions (e.g. ageing) and hazard-specific conditions (e.g. climate change 
affecting natural hazards’ frequencies and intensities).

• Promote the use of good practices in risk management, including cross-fertilisation between sectors.
• Develop business continuity plans to facilitate recovery after infrastructure failure. For example, facilities 

could stockpile spare parts to ensure that service recovery is fast after an incident.
• For Natech accidents, assume in on-site emergency plans that off-site response resources and lifelines 

might be unavailable.
• Assess physical emergency-response capacity, including protective equipment, and the capacity needed in 

case of cascading events, when competition for scarce resources will manifest.
• Review and test emergency plans periodically to ensure they are up to date. Also outline actions to take if 

assumptions are exceeded (e.g. if a natural hazard exceeds design criteria). For industry in natural-hazard 
areas, assume that the natural event will render the response more complex (e.g. no possibility of shelter 
in place or evacuation).

• Train emergency responders and security personnel on how to handle releases of hazardous materials 
when providing assistance to citizens affected by a natural hazard. 

• Make medical services aware of the risks at industry and energy facilities to ensure that they have sufficient 
and suitable resources for treating the victims of hazardous materials releases.

• Emergency planning and response should exploit new technologies, such as new communication systems, 
3D photography, robots and drones.

• Evaluate investments to ensure they are risk sensitive and do not aggravate existing risks.
• Use financial incentives (e.g. lower insurance premiums) to increase resilience by rewarding risk-averse 

behaviour.

Practitioners
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Make existing data, models and tools for the analysis of impact risks available to practitioners, including guid-
ance on their use and limitations, and recommend best practices for risk analysis.

• Carry out benchmarking exercises for methodologies for risk analysis of critical infrastructures, to under-
stand their reliability and applicability.

• Identify and quantitatively assess (inter)dependencies and propose actions and measures that could be 
taken to eliminate or mitigate them.

• Develop methodologies for better estimation of environmental damage and economic losses. These meth-
odologies should also consider cascading impacts.

• Engage in studies that measure the relative costs of prevention and preparedness versus response and 
recovery.

• Carry out systematic research into the applicability and effectiveness of regulatory approaches across dif-
ferent sectors and conditions.

Scientists

• Proactively request information about risks from industry and energy facilities in the neighbourhood, unless 
already provided by authorities, making use of citizens’ rights under the Aarhus Convention (UNECE, 1998). 
New media and information technologies should be employed to draw citizens’ attention to risks.

• Participate in emergency drills to train the correct behaviour during hazardous material releases.
• Request the inclusion of disaster risk management in school curricula, stressing the importance of both 

natural and technological risks, their possible interaction and the factors that drive risk.

Citizens
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1 Introduction

Humans and other life forms have communicated for millions of years, interacting to coexist, co-create and 
develop our societies to where we are today. Only the last 140 years have seen the mainstream use of electronic 
communication, marked by the award of the telephone patent to Alexander Graham Bell in 1876.

However, within the last 20 years we have witnessed an information revolution. Communication capabilities have 
moved rapidly, from ‘text messages’ and voice only, to highly rich media allowing simultaneous communication 
of live video, audio and large amounts of information, which are vital for speeding up and improving economic 
activities. The coming 5–10 years will see use of immersive, augmented and mixed reality, whereby communicated 
information will become even more pervasive within our physical world augmented by new artificial intelligence 
capabilities.

Legislation gives varying degrees of support to classifying communication systems as critical infrastructures. The 
information that is carried by these systems should define the level of criticality. For example, a tweet may not be 
considered as critical information as a medical record. However, our distinct social and business reliance on the 
internet and mobile communication systems must consider the most critical information flows as the common 
baseline to determine that a communication system must be classified as a critical infrastructure.

In this section we discuss:

• the role of communication systems and their varying degrees of responsibility regarding the transfer of 
information of varying critical natures;

• information and communication systems as critical infrastructures;
• rapid advances in technology – fast-changing communication infrastructure and services;
• the dependency of EU society on information and communication systems;
• cybercrime as an emerging challenge – new modalities of disaster;
• the cascading impact of compromised communication systems on other critical infrastructures;
• social impact and isolation when communication systems are not available;
• case studies;
• proposed solutions and key messages.

As we become more and more dependent on our communication systems, we will become more vulnerable and 
helpless when those services that we depend on are no longer available. When disaster hits, and communication 
services fail, then we, as citizens, will become blinder than ever.

We must prepare to enable our public safety responders with communication capabilities in the face of disaster. 
They must be able to collaborate whenever and wherever disaster hits within and outside Europe. Mission-critical 
communication should not be bounded by geopolitical borders as it is today. New communication capabilities 
to enable operational mobility for public safety responders are crucial to achieve this. This reflection should 
encourage commercial mobile communication operators to improve reliability and response action in the face of 
disaster, hence providing more resilient services for all, and not just for public safety responders.
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2 Information and communication systems 
as a critical infrastructure

2.1 Critical information infrastructures

Critical information on infrastructure involves three levels: critical service 
information, business information and consumer information.

The definition of critical infrastructure (CI) is often confused with the definition of a critical information infra-
structure (CII). This confusion lies in different perceptions of the definition of a critical asset. When are physical 
assets that constitute a communication infrastructure considered to be critical? The answer, in fact, is dependent 
on the information that this physical infrastructure carries, the knowledge that the information represents and 
the use of that knowledge for motivated reasons.

To aid the understanding of criticality of an information infrastructure throughout the present report, a concep-
tual framework relating to an information communication system and consisting of three layers, as shown in 
Figure 1, is considered.

Figure 1. Conceptual framework for information 
and communication. Source: Authors

The use of knowledge differs in criticality depending on the need 
that drives the use of that knowledge. We give examples here with 
the aim of differentiating the following three levels of criticality 
required for knowledge exchange.

Critical. Critical knowledge and/or information is required for the 
provision of critical services supporting vital societal functions. 
Such information may even be considered mission critical for 
some functions, in that the knowledge or information is vital to 
the functioning of an organisation or the accomplishment of a 
mission. Examples include public protection and disaster response 
services, control of utilities (energy generation and distribution, 
water, etc.), logistics (delivery of food etc.) and transport (cars, 
buses, trains, aircraft, shipping, etc.).

Business. Business knowledge and/or information is related to the provision of economic development activities 
requiring high degrees of confidentiality and integrity in information exchange, e.g. development of new products 
and services (intellectual property), sales and marketing, delivery of products and financial markets.

Citizens/consumers. Such information and/or knowledge is useful for exchanging with friends and family. We 
expect confidentiality and our privacy must be under our control.
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2.2 Rapid advances in technology – fast-changing communication 
infrastructures and services

Rapid change in technology involves many actors in providing services, which could 
be a challenge for the security an d quality of the service.

Communication operators will experience increased use of software-defined systems. This is set to fragment 
the communication system value chain. A transition is expected with the advent of fifth-generation (5G) mobile 
technology, whose standards allow for new, different and diverse business models. The provision of mobile virtual 
network operations is likely to change, allowing more agile and dynamic provision of mobile services.

New security challenges will be faced with the increased virtualisation of communication services, whereby they 
will no longer be physically separated. It is likely that more software components and services will be provided 
by more actors. This raises new challenges regarding the quality and security assurance of these software com-
ponents and therefore trust in them.

New challenges will also be faced with the increased dynamics of sharing virtual resources, especially consid-
ering the fact that critical, business and citizen communications will probably be hosted on the same physical 
infrastructure.

2.3 High level of dependency of European society on information 
and communication systems

With increased use of mobile services, we have more to lose when they become 
compromised and unavailable.

According to the GSMA (2019), the mobile market is estimated at:

• 5 billion mobile subscribers, constituting 66 % of the world’s population, rising to 71 % by 2025;
• 43 % of them using mobile internet, rising to 61 % by 2025.

In Europe there are:

• 465 million mobile subscribers, constituting 85 % of the European population, rising to 88 % by 2025;
• 72 % of them using mobile internet, rising to 82 % by 2025.

There are 3.19 billion users of social media (42 %) globally (Chaffey, 2018), increasing by 13 % year on year. 
These statistics do not differentiate usage by the three different classifications of criticality described earlier. The 
majority of users are expected to be citizens communicating with each other, and businesses communicating 
with each other and with citizens.

As we rapidly move forwards from voice communications to a richer media and immersive environment, we reach 
an important point to reconsider work carried out in the 1960s by Professor Albert Mehrabian. Mehrabian (1971) 
studied the role of non-verbal communication, developing the 7–38–55 % rule of personal communication. This 
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rule shows the importance of non-verbal cues in communication, which extend the effectiveness of communi-
cation over and above spoken words. In this rule, 7 % represents spoken words, 38 % voice and tone, and 55 % 
body language.

This original study related only to feeling and attitudes but gives an important point to consider, now that we can 
communicate with high-quality voice, which improves tone, and more than just voice, as video calling can also 
communicate body language (gestures and facial expression). Augmented and virtual reality will extend this. As 
the use of mobile services increases, we have more to lose when they become compromised and unavailable.

2.4 Cyber-dependent crime as an emerging challenge
 – new modalities of disaster

It is challenging to identify cybercrime as technology changes quickly and those 
changes increase complexity. 

Cyber-dependent crime (that is, crime that can only be committed using information and communication technol-
ogy) is an evolving challenge. As vulnerabilities are patched, and new techniques countered, new vulnerabilities 
and techniques are adopted by criminals.

According to Accenture and Ponemon Institute (2017) the global average cost of cyber-dependent crime was of 
USD 11.7 million, having increased by 22.7 % in one year. Small companies are also a target, and so suffering 
losses, but only 14% of small businesses are prepared for cyber-attacks (Accenture and Ponemon Institute, 
2019). 

Cyber-dependent crime itself can be the root cause of a disaster. Cyber-dependent crime is not just focused on 
monetary theft or data breaches. It is a primary vector yielding both malicious and non-malicious severe con-
sequences, for example on key utilities that provide our services (electricity, water, etc.). Cyberterrorism must be 
continually countered to protect these critical infrastructure services.

A report by Europol (2018) focuses on both cyber-dependent crime and many other online threats, such as child 
sexual exploitation, payment fraud, online criminal markets and Terrorists are becoming increasingly proficient 
in hiding their traces and activities by using encryption tools and services. Furthermore, the anonymity provided 
by crypto currencies, and their preferential use in the trades taking place on dark markets, seems to be leading 
terrorists to invest in this currency. Goods and services offered on Dark net.This ranges from malware, to illegal 
goods like stolen weapons, to crowd funding sites claiming to support terrorist groups.. 

The report explains how mobile malware has not yet been reported as a significant issue but is set to become 
more prominent in the coming years. A major vulnerability and associated mobile malware were discovered in 
July 2019, affecting WhatsApp (NCSC, 2019), which is used by 1.5 billion users in 180 countries. The deployment 
of 5G faces some challenges technically and institutionally (Blackman and Forge, 2019). Steadily increasing de-
mand for efficient spectrum utilization as part of the fifth-generation (5G) cellular concept. The rising demands 
associated with communicating over 5G will make lawful interception and, therefore, investigation and law en-
forcement more difficult.
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Higher degrees of virtualisation in mobile networks will minimise capital expenditure and optimise operating 
expenditure costs of service delivery. Software components will become smaller and will be delivered by more 
providers. Security assurance of these virtualised solutions will become even more challenging.

2.5 Vulnerability of physical structures of communication and 
network systems

The quality and connectivity of communication systems depend upon different 
service providers, released frequency spectrum and network infrastructure.

Physical aspects of communication systems can be classified in two ways:

1. the crucial physical medium that is required for communication:
     (a) radio spectrum;
     (b) copper and optical fibre;

2. the physical components required to carry out and manage the communication operations, e.g.:
     (a) traditional wired telephone networks – public switched telephone network (PSTN), 
  Integrated Services Digital Network (ISDN), etc.;
     (b) point-to-point high-capacity backhaul:
      i. wired (copper and optical),
       ii. wireless (e.g. microwave, free space optical links, etc.);
     (c) mobile telecoms infrastructures:
      i. mobile base stations, switching facilities, etc.,
      ii. mobile terminals;
     (d) satellite ground stations, and satellites themselves;
     (e) network operation centres.

The radio spectrum is a valuable, yet vulnerable, resource. Any actor can transmit on any frequency. It is easy to 
listen to transmissions and/or jam radio communications. Jamming, while easy to achieve, is often used in com-
bination with other factors. For example, jamming a 4G mobile connection can be used to force a mobile device 
to automatically move to 3G or 2G. Attacks such as this are often accompanied by the use of fake base stations 
to either capture identities or act as a man-in-the-middle.

Spectrum access is heavily regulated, yielding high revenues for governments. Unlicensed spectrum is availa-
ble but accessed opportunistically. Reliability of unlicensed communication can be questionable, depending on 
context and circumstance of use. Licensed spectrum often comes with obligations to use a protocol that adopts 
methods allowing the fair sharing of spectrum resources between users.

Physical components of telecommunication systems require physical security measures to avoid physical com-
promise. They are often situated in public places requiring strong enclosure which   protect 5G equipments  or set 
up to be difficult to reach. At the same time, the whole communication system fails if there is no power. 
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3 Impacts

3.1 Insights from ENISA reports on incidents

Impacts of natural and human-made disasters on digital services, digital 
infrastructure and service providers need to be understood to improve services.

As reported by the EU project RAIN (2019), network outages in the telecoms sector are not audited openly or 
with the same level of public detail as is customary in the power sector, which probably reflects the fact that 
the telecoms sector is less regulated(1). It is therefore hard to obtain good, detailed study cases for disaster risk 
management specialists to analyse. However, incident reporting became mandatory in the EU thanks to Article 
13a of Directive 2009/140 EC (the common regulatory framework for electronic communications networks and 
services).

The European Union Agency for Network and Information Security (ENISA) requires each EU Member State to 
report incidents affecting the following communication services and networks: fixed telephony (e.g. PSTN, voice 
over internet protocol over digital subscriber line, cable, fibre), mobile telephony (e.g. Global System for Mobile 
Communications, Universal Mobile Telecommunications System, Long-Term Evolution), fixed internet access (e.g. 
digital subscriber line, fibre, cable) and mobile internet access (e.g. General Packet Radio Service/EDGE (IMT Sin-
gle-Carrier, based on GSM), Universal Mobile Telecommunications System, Long-Term Evolution).

ENISA has collected the data and published annual reports summarising them, starting in 2011. These deal 
mostly with outages, i.e. disruption in the telecoms service provided by carriers. In the last few years ENISA has 
supplemented these with additional reports that cover incidents at higher levels of the information infrastructure 
stack, namely trust providers (which secure electronic transactions, e.g. digital signatures, digital certificates, 
electronic seals and timestamps) and digital service providers (cloud, online marketplaces and search engines). 
However, in the following we focus only on incidents related to the core communication services.

One of the first non-trivial insights arising from the data is that the vast majority of incidents are due to system 
failures (hardware failures and software bugs), followed by human errors and weather events. Incidents caused 
by malicious intent (i.e. cybersecurity incidents and physical vandalism) represented less than a 10% of the total 
(Figure 2). We see that, contrary to what all the talk about cybersecurity threats suggests, the actual data tell us 
that we should be more worried about common equipment failures, human errors and extreme weather events. 

Of course, this picture is likely to be different if we consider other, non-telecom, information services, such as 
trust providers and general cloud service providers, as those are inherently more dependent on internet-exposed 
information technology systems. Likewise, the severity of the incidents labelled as minor and large are on the 
rise (Figure 3).

(1) See https://ec.europa.eu/digital-single-market/en/policies/telecom-laws 

https://ec.europa.eu/digital-single-market/en/policies/telecom-laws   
https://ec.europa.eu/digital-single-market/en/policies/telecom-laws   
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Figure 2. Incidents reported by root cause. 
Source: Authors using the Cybersecurity Incident Report and Analysis System – Visual Analysis Tool (ENISA, n.d.). 

Figure 2. Incidents reported based on their severity of impact.
Source: Authors using the Cybersecurity Incident Report and Analysis System – Visual Analysis Tool (ENISA, n.d.). 
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Here are other relevant insights to extract from these reports, over the 7 years they have been running.

• Incidents due to extreme weather are trending upwards: heavy storms, major floods or wildfires caused 
by extreme drought are being spotted more often.

• Natural phenomena (in particular, wildfires) also cause the highest number of user-hours lost per in-
cident, on average, amounting to 56 800 user-hours in 2017.

• Most incidents have an impact on mobile telephony and mobile internet. In 2017, 51 % of all reported 
incidents were in mobile telephony.

• Incidents in mobile telephony and mobile internet affect, on average, the most users: on average, 
around 500 000 users per reported incident, or around 8 % of the national user base.

• Human errors affect, on average, a high number of user connections. In 2017, human error was the 
category of root cause affecting the most users per incident (around 1.2 million user connections on 
average).

• Regarding network assets, mobile phone base stations (9 %) and controllers and mobile switches (8 
%) were the network components most affected by incidents.

3.2 Societal impact and isolation when communication 
systems are not available

Multiple services depend on communication systems and if they fail, then it 
creates anxiety in society. People become ready to pay more to back up the 

service.

Assessing the socioeconomic impacts of outages, and in particular of the effects of major disruptions, is key to 
correctly assess the risk and vulnerability of a geographical region and population. Target D of the Sendai Frame-
work for Disaster Risk Reduction addresses damages and destruction of critical infrastructures and the services 
disrutptions, including Information and Communication Technology (ICT) systems (UNISDR, 2017).

The direct impact of a disruption of service is usually assessed in economic terms, in the form of the value of lost 
service, which is one of the most commonly accepted measurements. However, social effects are not easily incor-
porated into impact measurements. Collaboration between economists, engineers and social scientists helps in 
quantifying these effects. When communication systems fail, we will naturally find a way to retrieve information. 
We will talk to neighbours, physically moving to seek out knowledge of the situation. We will look for alternative 
methods of communication. In the Storm Desmond example described below, some people sought other commu-
nication systems to get information. In this case, the individual involved had technical knowledge. Many others 
will not, which may result in a feeling of isolation.

Regarding the measurement of other social effects beyond the direct economic impacts of an outage, many 
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different approaches are used. Most studies have been on power outages, but the methods could be easily ex-
tended to analyse the effects of telecommunication system disruptions. Four of them are listed below, the first 
three methods being the most commonly used (Walker et al., 2014; Linares and Rey, 2013; Centolella, 2013; 
Grünewald and Torriti, 2012). (Rain Project, Milenko Halat)

• Customer surveys. Customers are asked their willingness to pay (WTP) to avoid outages or their will-
ingness to accept compensation for having a higher number of interruptions. This direct method is also 
called the stated preference approach.

• Case studies. Past events are analysed; thus, estimations of costs are more detailed and based on 
actual outages. However, only limited and specific information is available (the incidents occurred in 
particular circumstances).

• Production function approach. The goal is to get the total value of service loss by computing the ratio 
of an economic measure, such as gross domestic product, and a measure of electricity consumption, 
e.g. kWh. Then, it is usually given in terms of EUR/kWh. Finally, cost of lost leisure time can be also in-
cluded. It can be monetised by using Becker’s model (Becker, 1965) as de Nooij and colleagues propose 
(Nooij et al., 2007).

• Market behaviour. This approach is based on the expenditures on backup devices/facilities, and the 
price of interruptible contracts. These expenses can reflect what is the WTP of the customers (it is a 
form of revealed preference). However, in regions with high reliability there are no market signals (the 
user trusts the service); and some community service providers (e.g. hospitals) must be equipped with 
backup systems by law

4 Cases: scenarios where communication networks have 
failed – examples of impact

Systems need to be prepared for post-disaster situations in case there is a 
power failure, to avoid interruption of communication systems and protect the 

communication infrastructure.

4.1 Storm Desmond: communication services lost as result 
of power outage due to flooding

Storm Desmond was an extratropical cyclone that caused significant damage in North West England in Decem-
ber 2015. One month’s rain fell over 24 hours. The counties of Cumbria and Lancashire were hit especially hard, 
with severe flooding causing significant damage to critical infrastructure and three fatalities. More than 60 000 
properties in northern England were without power and more than 1 000 people were evacuated because of the 
floods (Davies and Glanfield, 2015). 
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Flood defences at Carlisle and Kendal’s main electricity substations protected power supplies but the flooding 
of smaller sub-stations and properties resulted in a substantial number of properties losing power. At the peak 
of flooding, it was estimated that more than 17 00 costumers lost electricity, the majority of these in Carlisle 
district (Cumbria County Council, 2015) (Figure 4). It is known that telecommunication systems were impacted 
although the number and location of costumers is unknown as well as the duration of the disruption (Cumbria 
County Council, 2015; Environment Agency, 2018).  

Figure 4. Situation of Carlisle city and its surroundings on the 7th December 2015 
Source: extracted from Copernicus, 2015. © European Union, 2015.

The description below is of the direct experience of one of the authors, who suffered the power outage. Although 
it remains a partial narrative, it serves to illustrate the impact of the event.

The loss of power occurred around 22.00–23.00 on a Saturday evening. When residents woke up on Sunday 
morning, power had not been restored. For a local resident in the outskirts of Lancaster city centre, who had 
previously only experienced short power outages of 1–2 hours in recent years, this already longer outage was 
worrying. It was difficult to find out the status of power loss. With no electricity, there was no television reception, 
no ADSL (asymmetric digital subscriber line) internet access and no mobile network coverage. Although mobile 
phones retained battery power, there was no mobile signal. Landline telephones and local radio both remained 
usable. However, use and reception required knowledge and equipment that the general public would typically 
not have to hand. Initial attempts to connect by landline telephone were not successful owing to the use of digital 
enhanced cordless telecommunications (DECT) cordless phones. The base unit of a DECT system requires power, 
so it was inaccessible. On searching through old stores, the author found an old PSTN wired telephone. This unit 
was operational, as the PSTN telephone line had retained power and connectivity. A call was made to family living 
in a different region of the United Kingdom confirming, from internet news, that the power outage was due to 
flooding of the substation. However, details were limited.
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As the author of this section has technical knowledge, author knew it was known that the BBC local radio ser-
vice was responsible for notifying the public in cases of emergency. In this case BBC Radio Lancashire was the 
relevant outlet. The majority of radio receivers in the home relied on mains power and were therefore unusable. 
A battery-powered receiver was found. The radio was usable; however, a scan on the frequency modulation (FM) 
band did not find BBC Radio Lancashire. A commercial local station was found. On listening for more than an 
hour, no news was received but only a cycle of automated music with no presentation intervention. The author 
scanned again and found a weak signal for BBC Radio Cumbria. Regular announcements were made every 15 
minutes regarding closed roads, where to find aid and a lot of useful supporting information. However, this infor-
mation was useful in Cumbria and not entirely relevant to the locality of Lancaster, where information regarding 
the power outage was sought. The safety of refrigerated and frozen food became a concern after more than 12 
hours of power outage.

Listening for 1–2 more hours, the author heard an announcement that power to the local FM transmitter for 
Lancaster had also been lost, so listeners in Lancashire should tune to the medium wave (MW) band. The specific 
tuning frequency was announced but unintelligible owing to the reception quality. The landline was used again to 
make a call to remote family to request a web search for BBC Radio Lancashire’s MW tuning frequency. Details 
were obtained, the radio tuned and local information received on a regular basis. It became apparent that risk to 
the author’s property was thankfully minimal, yet the power outage would persist for many days.

Initially, generators were deployed and prioritised to the local hospitals. Reports were heard that mobile coverage 
was restored in the locality of the hospital. Over the next 24–48 hours generators were set up and for 4–5 days 
they supplied the majority of the 55 000 properties until the substation could be repaired.

This case study suggests that, during disaster, effective and immediate communication is essential. It can be 
achieved through regular training of local stakeholders on communication systems.

4.2 Manchester Arena bombing – communication services lost as a 
result of poor processes and configuration

At just after 22.30 on Monday 22 May 2017, a suicide bomber detonated an improvised device in the foyer of 
Manchester Arena. Around 14 000 people, mainly teenagers and their families, had travelled from across the 
United Kingdom to attend a concert by Ariana Grande, which was just coming to an end. The foyer was busy with 
exited concertgoers, waiting family members and merchandise sellers.

The bomb killed 22 people including many children. Over 100 were physically injured and many more suffered 
psychological and emotional trauma. Paramedics treated many walking wounded in the city centre. Hospitals 
in Greater Manchester treated people with serious injuries, transported by the ambulance service, while others 
made their way to hospitals across the wider region. Kerslake (2018) cites a failure of Vodafone to set up a 
national mutual aid telephony system. This system provides a telephone contact service for relatives to call. 
This failure caused significant stress and upset to the families involved that night, who were seeking to find out 
more about the situation of their loved ones. Some resorted to a frantic search around the hospitals of Greater 
Manchester in their search for information. This is an example of a typical human-made communication failure 
based upon commercial decisions. There was no technical fault, yet citizens’ stress was exacerbated and could 
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have been avoided. Figure 4 shows the blast area, between the main arena and neighbouring Victoria Station. It 
blew people off their feet and caused widespread panic. Witnesses described hearing an explosion and seeing a 
flash of fire.

5 Proposed solutions

The following solutions are proposed in order to build resilience, on both a societal and a technological level.

Empower local groups/communities to respond independently

We must prepare the public for disaster in case of lost digital communication connectivity, both to obtain infor-
mation regarding the situation, so that they can help themselves, and to be able to still communicate by means 
that have fewer capabilities but are more reliable.

Local resilience forums should work to educate the public to know how to communicate in times of crisis or 
communication failure. This work must take clear note of the digital divide, to offer modes of alternative com-
munication that individuals will be able to easily use and access.

Operational mobility for responders – Europe-wide communication 
capabilities for public protection and disaster response

Public safety operations will be enhanced by the availability of pan-European mobile broadband. ‘Operational 
mobility’ means that a public safety responder will be able to carry out their operations wherever they physi-
cally are, and with anyone in their communication group wherever they are. All communications should not be 
restricted by geopolitical boundaries. BroadWay (2019) is carrying out pre-commercial procurement of technical 
solutions to enable operational mobility.

Explore/innovate communication technologies that can function 
independently from the physical infrastructure

We must not lose sight of existing, highly resilient, low-bandwidth communication techniques. Long-range ser-
vices, such as low frequency, high frequency and very high frequency, can also be used to provide voice and low-
speed data services, where more capable broadband is not possible. FM, amplitude modulation and short wave 
services have been relied upon since the early 1900s. A high number of amateur radio enthusiasts around the 
world continually develop new ideas to communicate over long distances. This skill set is valuable and its practi-
tioners should be encouraged to take part in situations where response and additional communication methods 
are needed in times of disaster.

Capacity building to ‘build back better’: speedy restoration 
of the communication system

Reliance only on fixed infrastructure for mobile phones leaves us vulnerable. Preparation should seek to rapidly 
replace service in circumstances where service is lost to equipment failure or damage. Tactical networks should 
be prepared to enable fast replacement of mobile coverage. Airborne coverage may be provided by aircraft, bal-
loons, satellites, etc. Cells on wheels can be deployed to provide additional or replacement coverage.



CHAPTER 3   ASSETS AT RISK AND POTENTIAL IMPACTS 

393

Legislation

Policy and legislation should make operators of communication infrastructures responsible for maintaining a 
high level of resilience, taking into account all possible options to keep people connected. especially in compro-
mised technical situations, and especially when social situations require additional support when disaster hits. 
Citizens should remain connected. This is becoming a societal expectation.

Mobile communication services for public safety responders should have the highest priority over and above all 
non-safety-critical communications. Service availability of mobile communication for responders should be the 
same everywhere, at all times and whatever the conditions when a responder needs to operate.
Legislation about public alerts should require guarantees of service to reach the public with information regard-
ing developing situations where public safety is at increased risk.

Building a resilient communication capability

Legislation should aim to guarantee availability of communication services. The need to power new communi-
cation systems reliably is crucial, especially in terms of crisis, but awareness of the need is diminishing. When 
power fails, communication networks fail in a cascade. Communication failure leads to limited response by 
emergency services, restricted communication to and from the public, potential for lack of coordination, and 
the possibility of lost lives and/or public disorder. Current mobile communication connectivity is not resilient and 
cannot be relied upon, yet the public and business increasingly depend upon it.

For example, the highly trusted wired ISDN/PSTN communication infrastructure (landlines) will be turned off by 
2025 . Security systems for both building security and fire protection have relied on this highly reliable wired 
service for more than 30 years. ISDN and PSTN lines carry voice, data and, crucially, their own autonomous source 
of power, independent from the power grid. Replacing ISDN with optical fibre or wireless communication removes 
the possibility of delivering dedicated power over a long range. Power will have to be delivered locally, creating a 
significant reliance on power supply for communication equipment to be locally resilient.

Building a secure communication capability

New cybersecurity certification processes, as a result of the EU Cybersecurity Act, are under development at 
the time of writing. They will be focused on new challenges posed by the development of new communication 
network infrastructures such as 5G. Those certification processes should, however, retrospectively apply to all 
existing communication infrastructure. Communication networks of all natures should be covered. This includes 
national terrestrial and international satellite infrastructures, ranging from fully licensed, managed and regulat-
ed systems to unlicensed self-deployed systems and even amateur radio.
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6 Conclusions and key messages

• Enhance and enforce reliability policy and standards. Take a cue from the power sector regulatory standards 
and require something similar for telecom operators. Standardise and refine reliability indicators for all 
large telecom networks. Ensure that telecom and mobile network operators are fully accountable when their 
services fail. Policy should encourage backup power sources for mobile infrastructure and rapidly deployable 
coverage to improve resilience in circumstances of unavoidable communication network failure. Availability 
of mobile communication has become a societal expectation, especially when disaster strikes.

• Pay more attention to disaster risk and extreme weather events using quantitative analysis. For example, 
risks related to extreme weather receive less concern than cybersecurity, but the actual statistics tell us that 
weather events are a greater risk. Their impacts are greater, since other infrastructures (most notably power) 
are often affected simultaneously. Telecom networks are complex infrastructures, so quantitative analysis 
of failure is important for decision-making during an event, and to understand where to invest in future 
preparedness.

• Monitor our growing dependency on information infrastructures and online information technology services. 
Outages in information infrastructure and online services (e.g. global positioning system navigation maps, 
messaging apps, banking apps) are not considered as critical as an outage of the underlying telecom service. 
Ensure that actors within local resilience forums (or any coordinated disaster risk forum) are aware of 
the vulnerability of mobile communication and information services and are prepared to use alternative 
communication networks and information services when mainstream mobile networks and services become 
limited or unavailable.

• The cybersecurity of communication networks must be of primary concern. Common certification processes 
should assure communication for crime and disaster response to high levels of assurance, shared across all 
EU Member States and collaborating countries. 

Policymakers
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• Strive to provide quantitative risk studies. Promote and require engineering-based, quantitative risk assessment 
methodologies, especially when making investment decisions. Purely qualitative studies based on vague risk 
matrices are no longer adequate.

• Team up with engineers, statisticians and data scientists. Modern techniques, such as Bayesian networks and 
Monte Carlo simulation, allow engineering-based models to be combined with data-based machine learning 
approaches to obtain better quantitative results. Extreme weather events are becoming more important. 
Weather is behind a relatively small number of incidents, but those have the greatest impact because of the 
disruptive effects on other critical infrastructures, and because of the long times to recovery. Keep an eye on 
climate change trends.

• All information systems should be widely usable, and acceptable to both the public and responders’. 
Minimisation of the effects of the digital divide should be driven by the need for improved resilience. Ethical, 
legal and societal issues in different contexts of use should be a key consideration. Societal Impact of new 
communication methods and tools should be understood, and negative impacts mitigated.

Practitioners and scientists

• Citizens must have no significant burden placed on them whereby communication technology may become a 
risk to societal life. Responsible behaviour is essential during disaster communication. Only authoritative and 
confirmed information should be communicated, to stop civil unrest during emergency period. False messages 
and fake news should not be circulated using social media, which would put unnecessary pressure on disaster 
management workers.

• Become aware of your dependency on telecoms and information services. Citizens must be offered education 
to make them aware of the limitations of their mobile communication and internet access technologies and 
information services.

• Become prepared for outages. Citizens must be provided with knowledge of how to communicate or obtain 
information when their familiar mobile communication or other internet connectivity becomes unavailable 
during compromised situations. Citizens must be prepared for outages in phone lines, the internet or online 
services. Keeping batteries or small generators for powering radios and phones can sometimes save lives.

• Citizens must join with policymakers, practitioners and scientists to take action for better preparedness’, to 
protect society in the face of disaster, crime and terrorism. Regular scrutiny and mechanism should be devel-
oped to identify false information, fake news, etc., in order to avoid confusion and reduce the burden during 
emergency periods.

Citizens
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Conclusions

Critical infrastructures are complex assets and systems. This subchapter has focused on some of the CI 
assets and systems at risk and the potential impacts should such assets and systems be disrupted for any 
reason.

Section 3.4.1 provided a set of examples, with guidelines for continuity management and policies formulated 
in order to reduce vulnerability and increase flexibility during worst-case scenarios. It emphasised integrating 
cascading events into emergency management and business continuity practice, increasing awareness 
of interconnected dynamics and reassessing the locations of critical infrastructure based on hazards and 
vulnerabilities, as steps towards improving the organisational resilience of emergency facilities.

Section 3.4.2 discussed networked infrastructures, the centrality of which provides some degree of resilience 
by design but also results in fragilities being not only intrinsic to each technological layer but manifest at 
the boundaries between systems. Policymakers should focus on stakeholder engagement and information 
sharing, including public–private partnerships with operators and citizen involvement initiatives. Practitioners 
are encouraged to use new technologies, such as monitoring tools or information-sharing platforms, when 
faced with varying technical, financial, political, reputational and legal priorities and constraints. Training 
and exercises or stress tests represent an opportunity to identify gaps and coordinate for better resilience. 
Citizens can benefit greatly from new technologies, for instance as a way to get alerts to service disruptions 
and also to report quickly on the failures they observe. Scientists can assist policymakers, operators and 
responders in better understanding failure propagation through networks, identifying mitigation actions and 
optimising response plans. Scientific effort should be devoted to tool interoperability, large-scale simulation, 
the treatment of uncertainty, reliability and dependability assessment, as well as resilience aspects.

Section 3.4.3 addressed risks to society and the environment from damage to core industrial and energy 
facilities due to human-made and natural hazards and how these impacts can be prevented or reduced in the 
future. Policymakers (including government authorities) are encouraged to develop policies in a transparent 
manner, based on experience and science. Risk governance insights from different sectors, especially from 
high-hazard activities, could be useful guidelines in this area. Practitioners should adopt good practices in 
risk management, including cross-fertilisation between sectors, and develop plans to facilitate recovery after 
infrastructure failure.

Section 3.4.4 discussed the role of the communication systems and their varying degrees of responsibility 
for the transfer of information of differing levels of criticality. Decision-makers are urged to enhance and 
enforce reliability policies and standards, using quantitative analysis to integrate disaster risk in the political 
decision-making process, and being aware of modern societies’ reliance on information and communication 
technologies. Practitioners and scientists should strive to provide quantitative analyses of risk and to use 
multidisciplinary approaches when supporting investment and public policy decisions. The interoperability of 
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information technology equipment is also emphasised as a critical area for practitioners. Lastly, citizens are 
encouraged to prepare for disaster-generated outages of information technology and other CI.

Protecting CIs requires a comprehensive, collaborative, risk-based and integrated approach at the regional, 
national and cross-border levels. The protection of CIs necessitates a system that builds on and elaborates the 
requirements of the European Critical Infrastructure (ECI) Directive, currently under review by the Directorate-
General for Migration and Home Affairs, while taking into consideration the challenges stemming from the 
inherent technical complexity of infrastructure systems, the diversity in ownership, geography, asset and 
system types, and national and EU regulations.

The organisation and structure chosen to protect CIs should allow all levels of government, all jurisdictions, all 
disciplines and all actors (public and private) to work together to reduce the risk from all hazards and threats 
to CI. Relevant EU legislation should be applied and incorporated into national law, using an integrated rather 
than piecemeal approach, reducing ambiguity and minimising added requirements of CI operators.

A comprehensive risk assessment is to be adopted, combining the national risk assessment requirements 
emerging from the Union of Civil Protection Mechanism (Decision No. 1313/2013/EU) of the European 
Parliament and of the Council of 17 December 2013, with the assessment of risk to CI’s in the context of the 
ECI Directive of 8 December 2008 on the identification and designation of European critical infrastructures 
and the assessment of the need to improve their protection (Council Directive 2008/114/EC) and the 
designation of essential services in line with the NIS Directive of 6 July 2016 concerning measures for 
a high common level of security of network and information systems across the Union (Council Directive 
2016/1148/EU), at the heart of the process.  Embracing a combined contingency and systems approach 
helps to identify hazards, vulnerabilities and threats, update the list of critical infrastructures and essential 
services, determine interdependencies and ultimately define capability targets.

All interested and affected parties should be involved in the process within specifically set up national 
sectoral bodies or forums. This can be best achieved through their security liaison officers as defined by the 
ECI Directive (Council Directive 2008/114/EC). Multi-agency coordination, both in the steady state and during 
crises, is best driven by the CI bodies/sectoral forums. National CI bodies and/or forums should bring together 
the public and private entities involved.

Information and communication technologies are leveraged to help build and sustain a common operational 
picture. Training and knowledge sharing play a central role in the process. Workshops and crisis response 
exercises are conducted on a regular basis, while the involvement of relevant EU institutions helps to ensure 
consistency at the EU level and augment local capabilities.
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Linkov, I., Bridges, T., Creutzig, F., Decker, J., Fox-Lent, C., Kröger, W., Lambert, J. H., Levermann, A., Montreuil, B., Nathwani, J., Nyer, R., Renn, 
O., Scharte, B., Scheffler, A., Schreurs, M., Thiel-Clemen, T., 2014, ‘Changing the resilience paradigm’, Nature Climate Change, Vol. 4, 
No 6, pp. 407–409.

National Fire Protection Association, 2019, NFPA 1600: Standard on continuity, emergency and crisis management, National Fire 
Protection Association, Quincy, MA.

Neal, D. M., 1997, ‘Reconsidering the phases of disasters’, International Journal of Mass Emergencies and Disasters, Vol. 15, No 2, 
pp. 239–264.

Nones, M., Pescaroli, G., 2016, ‘Implications of cascading effects for the EU Floods Directive’, International Journal of River Basin 
Management, Vol. 14, No 2, pp. 195–204.

Perri, M. A., 2014, ‘Alluvione e radio: Come il 118 ha reagito al blackout’, La Repubblica Parma, 15 October, https://parma.repubblica.it/

http://www.irgc.org/risk-governance/resilience/
https://parma.repubblica.it/cronaca/2014/10/15/news/alluvione_e_radio_come_il_118_ha_reagito_al_black_out-98187073/


400

cronaca/2014/10/15/news/alluvione_e_radio_come_il_118_ha_reagito_al_black_out-98187073/.  

Pescaroli, G., Alexander, D. E., 2018, ‘Understanding compound, interconnected, interacting, and cascading risks: A holistic framework’, Risk 
Analysis, Vol. 38, No 11, pp. 2245–2257.

Pescaroli, G., Turner, S., Gould, T., Alexander, D. E., Wicks, R. T., 2017, Cascading effects and escalations in wide area power failures: A 
summary for emergency planners, UCL IRDR and London Resilience Special Report 2017-01, Institute for Risk and Disaster 
Reduction, University College London, DOI: 10.13140/RG.2.2.29607.04008.

Pescaroli, G., Wicks, R. T., Giacomello, G., Alexander, D. E., 2018, ‘Increasing resilience to cascading events: The M. OR. D. OR. scenario’, 
Safety Science, Vol. 110, No C, pp. 131–140.
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