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a b s t r a c t

The initial steps of single-wall carbon nanotube (SWNT) oxidation in nitric acid were studied using a (6,6)
supercell with a mono-vacancy defect and employing spin-polarised density functional theory. According
to our results, the geometric changes that occur during the process are significantly localised around the
vacancy. The carbonyl group generation does not change the metallic nature of the nanosystem. Vibra-
tional thermal corrections calculated using full and partial Hessian vibrational analysis indicated a small
contribution to the reaction energy. An overall favourable oxidation pathway is proposed and includes an
initial NOþ2 exothermic electrophilic attack followed by an endothermic oxaziridine formation.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

Due to the chemical inertia of pristine (as-synthesised) carbon
nanotubes (CNTs), activation steps are necessary prior to chemical
modification [1]. In this sense, oxidative processes should be high-
lighted as a procedure for purification, removing amorphous car-
bon and catalyst particles, and surface activation [2]. According
to some studies, oxidation occurs preferably at the positions of
greatest stress [3–6]. Furthermore, cuts may be made on the tube
surface, resulting in open-ended structures or holes in the tube
walls [7].

Studies of CNT oxidation may result in many benefits, including
(i) improvement in purification processes, (ii) an increase in solu-
bility, (iii) higher chemical reactivity, (iv) new strategies for chem-
ical functionalisation and (v) insights into reaction mechanisms for
carbon-based compounds. The interaction of oxidising reagents
with CNTs, similar to the oxidation of alkenes, may result in the
formation of C–OH, C@O, C–O–C, and O@C–OH functional groups
[8,9]. The presence of these groups is often verified by infrared
[10] and XPS [11] spectroscopies. A large number of commonly
used oxidising agents and their structural consequences have been
addressed in the literature. The most common oxidants include air
[6], O2 [12–15], O3 [16–18], HCl [19], HNO3 [6,9,20–21], and H2SO4/
HNO3 [22]. Each oxidant has intrinsic characteristics and promotes
distinct structural changes, which are not completely understood
at the molecular level, although these processes date back to the
mid-1990s [23]. Nonetheless, the products of these reactions are

commonly used as reagents for further chemical processing, for
example, for the insertion of amines on the surface of the nano-
tubes [24]. Among the main oxidising species, the most important
are HNO3 (generally preferred due to its minimal damage on the
CNT structures) and H2SO4/HNO3 (this mixture is often more
destructive) for liquid phase processes. These species provide puri-
fication of as-grown CNTs as well as surface functionalisation with
oxygen-containing groups [8,22].

The experimental procedures used to obtain oxidised single-
wall carbon nanotube (SWNT) in aqueous solution may involve
heating to reflux [21], sonication [25], sonication followed by re-
flux [26], and hydrothermal autoclaving [8]. For nitric acid, the
main products are oxygenated functional groups whose chemical
identities and quantities depend on the reaction conditions [21].
According to Gerber et al. [21], for multi-wall carbon nanotube
(MWNT) in reflux with an aqueous nitric acid solution (65% v/v)
at 393 K, the oxidation reaction starts with the formation of car-
bonyl groups, which reach a maximum concentration after 1 h.
After this, lactones, anhydrides, and carboxylic functional groups
are generated. The phenol formation follows a parallel reaction
process. Moreover, according to the authors, after four hours, the
concentration of surface groups remains nearly constant. After
2 h of reaction, the functional groups are present in the following
order: phenol > carbonyl > carboxylic > anhydride > lactone. De-
spite its chemical importance, the carboxylic group is not domi-
nant. According to Romanos et al. [8], for SWNTs that are
hydrothermally treated with an aqueous nitric acid solution
(1.25% v/v) in an autoclave at 473 K, a similar order is observed,
namely, phenol > carboxylic > lactone > anhydride > carbonyl. For
both SWNTs and MWNTs, the phenol group is present in the great-
est concentration.
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According to published studies [22,27,28], for both HNO3 and
H2SO4/HNO3 reagents, the NOþ2 species acts as the oxidising agent.
Cabria et al. [29], using a density functional theory (DFT) solid state
approach, observed that NOþ2 ion binds strongly to a perfect arm-
chair (4,4) SWNT through a charge transfer mechanism, producing
significant structural deformities in the vicinity of the adsorbed
nitronium ion. The role of the counterion was also investigated
(BF�4 , for a nitronium tetrafluoroborato salt as the oxidising re-
agent). According to the authors, the anion does not play a primary
role in the oxidation of SWNTs. Gerber et al. [21], using nanoflakes
with a mono-vacancy defect (usually labelled v1) as a model to mi-
mic CNTs, proposed a possible role of the NO�3 species (through a
nucleophilic attack) in oxidation reactions, thus broadening the
range of possibilities for the respective mechanism. That particular
vacancy defect has been widely studied in recent years, mainly due
to its influence on chemical [30,31] and physical properties [32,33].
In addition, Kim et al. [34] showed that the nitronium hexafluoro-
antimonate salt (NHFA) can be used as a strong p-type dopant on
SWNTs due to a charge transfer process from the SWNT to the
NOþ2 ion. Therefore, these oxidation processes may be useful in
the technological applications of CNTs.

Given the importance of the oxidation processes of CNTs, in the
present letter, the first step for carbonyl group formation was stud-
ied. The system chosen was an armchair (6,6) supercell (labelled
a(6,6) hereafter) with a mono-vacancy defect. The computational
methodology employed was the periodic boundary conditions
(PBC) as implemented in the Quantum ESPRESSO (QE) package
[35]. The oxidising agent used was the nitronium ion (NOþ2 ) result-
ing from an acid–base HNO3 dissociation. Structural, electronic,
vibrational, and thermodynamic properties were calculated and
discussed.

2. Calculation methodology

All ab initio calculations were performed using the Quantum
ESPRESSO distribution [35] using spin-polarised DFT with a
plane-wave basis set to represent the one-electron wave functions
of the Kohn–Sham equations. The Vanderbilt ultrasoft pseudopo-
tentials [36] were used to describe the core electrons, and the

PW91 generalised gradient approximation functional [37] was
used to describe the exchange–correlation potential for the valence
electrons. The additional technical details are summarised in
Table 1.

3. Results and discussion

3.1. The SWNT + HNO3 reaction model

For the CNT model, a supercell of an armchair (6,6) containing
71 carbon atoms was used. It included a reconstructed vacancy de-
fect (v1) [38] to represent the topological defect, usually produced
as-synthesised [3]. A greater supercell would be more representa-
tive of the ‘real’ system but would require too much computational
power. Considering the oxidising environment, the first step is to
define which species are available in the aqueous nitric acid solu-
tion. Initially, the following main processes can be considered Eqs.
(1) and (2):

Acid-base dissociation : 2HNO3 ! NOþ2 þ NO�3 þH2O K1 ð1Þ

Acid dissociation : HNO3 þH2O! H3Oþ þ NO�3 K2 ð2Þ

Table 1
Structural and electronic parameters used in the quantum calculations.

General informations about the nanosystem

Chirality Armchair (6,6)
Nominal diameter 8.14 Å
Defect Reconstructed mono-vacancy
Minimum formula C71

a(C71H2O6N2)b

Structural parameters used
a = b, c 18.00 Å, 7.39 Å
a = b = c 90.0�

Self-consistency fied (SCF), ionic and cell convergence thresholds
SCF 1.0 lRy
Forces for ionic minimization 1.0 mRy a�1

0

Pressures for cell optimization 0.5 kbar
Total energy 0.1 mRy atom�1

Cutoff energies and k-point mesh
Plane-wave cutoff kinetic energy 25c(40)d Ry
Charge–density cutoff energy 200c(320)d Ry
k-Point mesh (kx � ky � kz)e 1 � 1 � 8

a The isolated and reactive systems, respectively.
b The isolated and reactive systems, respectively.
c Preprocessing (e.g. structural optimizations) and post-processing (e.g. phonon

calculations at gamma point) jobs, respectively.
d Preprocessing (e.g. structural optimizations) and post-processing (e.g. phonon

calculations at gamma point) jobs, respectively.
e Determined by the Monkhorst–Pack procedure.

Figure 1. A schematic representation of the proposed chemical process (a
transverse section of the structures are depicted). Only the highlighted carbon
atoms (yellow colour) were included in the partial Hessian vibrational analysis. (For
interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)
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There may be at least five different species in solution (NOþ2 ,
H3Oþ, HNO3, H2O, and NO�3 ). Assuming that HNO3 is a strong acid,
K2 is significantly greater than K1 (in the usual experimental
ranges of temperature and pressure); therefore, it is possible to as-
sume the following order of chemical availability: H2O (sol-
vent) >> NO�3 > H3Oþ > NOþ2 >> HNO3. Considering the significant
passivity of water with respect to the non-chemically modified
SWNTs [39,40], the NO�3 , H3Oþ and NOþ2 species should be taken
into account. For the oxygen transfer processes, the NOþ2 nucleo-
philic species is more susceptible to reduction reactions (nitroni-
um ? nitrosonium ion). Thus, the chemical process used
consisted of a periodic a(6,6) interacting with the species derived
from Eq. (1) as shown in Eq. (3).

C71ðð6;6Þ�v1Þ þ NO2NO3:H2O! C71Oðð6;6Þ�v1Þ þ NONO3:H2O ð3Þ

The present reaction model does not rule out other chemical
possibilities. It is just one possible method of accessing the exper-
imentally obtained carbonyl groups as part of a more complex glo-
bal process.

3.2. Structural analysis

The proposed chemical process is depicted in Figure 1. For every
reactive species, the atomic coordinates of the oxygen labelled O4
were fixed at a C2–O4 of approximately 5.5 Å. According to our
reaction model, the R ? I1 rotation (<C2O4N1 = 113.8 ? 5.9 degree;
see Table 2) allowed the approach of the nitronium ion into the
reactive site on the tube surface (C2), and the rC2N1 distance de-
creased from 6.30 to 3.71 Å. The next step considered is the migra-
tion of the NOþ2 ion from the solute environment onto the nanotube
surface under an electrophilic attack (I1 ? I2). The new C–N bond
of 1.44 Å implies a decreased distance of the N–O bonds (NOþ2 )
from 2.27 to 1.26 Å. Following the reaction pathway, after the elec-
trophilic attack, the next step is an oxygen transfer process that is
conducted through an oxaziridine-derivative [41] formation (I3).
Due to its strain and the two strong electronegative oxygen atoms
bound to the nitrogen, the oxaziridine ring may open following the
Vidal nitrogen transfer mechanism [42], releasing a nitrosonium
ion (I4). The carbonyl product P has a slightly greater separation
between the ionic species and the nanosurface than the I4 species
(I4: rN1O3 = 2.36 Å; P: rN1O3 = 5.24 Å). The chemical modification
is significantly localised, as indicated by the root-mean-square
deviation (RMSD) of the nonreactive carbon atom coordinates with
respect to the isolated a(6,6) (smaller than 0.1 Å; see Table 2).

3.3. Electronic analysis

The isolated a(6,6)-v1 (Figure 2), despite its chemical similarity
(two dangling bonds), does not display the electronic characteris-
tics of conventional carbenes. This class of compounds usually
shows singlet or triplet multiplicity and null charge [43]. However,
according to our results, the divalent carbon atom depicted in Fig-
ure 2 has both an atomic charge (in e) and a magnetisation (in lB/
cell) equal to 0.5. Analogous magnetic behaviour was found by Yu-
chen et al. for a short a(6,6) supercell [44]. Some similarities to
carbenes arise when the ionic species are present in the supercell
(R species; Figure 1), which changes these properties to a null
charge and singlet multiplicity. It is important to make clear that
the absolute value of magnetization depends on the size of unit cell
and might be doubtful for small unit cell as that used here. Never-
theless, the same size of unit cell was used for all reactive species
in the present study and, therefore, the magnetization might be
analysed as relative quantity throughout the reaction pathway.

The studies addressing with CNT oxidation usually focus on
nanostructures [45,46] and overlook the by-products. Therefore,
the chemical identities sometimes become unclear. In general,
nitrogen-based compounds are not found in appreciable quantities
on the nanostructures after the chemical process. According to our
model and considering a non-solvated medium, the nitrogenated
compound to be released is the NOx+ species. Eq. (4) illustrates
the process with R as the reactant and P as the product (see Figure
1). Despite the small calculated fractional charge, a qualitative
interpretation may be performed. During the process, a residual
charge is transferred from the carbon nanotube.

C71ðð6;6Þ�v1Þ0:0 þ NO0:2þ
2 NO0:2�

3 :H2O0:0 ! C71Oðð6;6Þ�v1Þ0:1þ

þ NO0:3þNO0:4�
3 :H2O0:0 ð4Þ

The electronic states change with the oxidation of each struc-
ture. Figure 3a illustrates the density of states (DOS) plotting for
all species. The metallic nature of the isolated defective tube [47]

Table 2
Optimized bond lengths (r, in Å), angles (<, in degree) and dihedrals (d, in degres) for
the species shown in Figure 1.

Structural
parameter

Structure

R I1 I2 I3 I4 P

rCC 1.43 1.43 1.43 1.43 1.43 1.43
rC2C(1,3)

a 1.38 1.38 1.44 1.49 1.48 1.49
rC2N1 6.30 3.71 1.44 1.45 3.22 6.19
rC2O3 5.67 3.18 2.31 1.46 1.23 1.22
rN1O3 2.27 1.19 1.25 1.56 2.36 5.24
rN1O2 2.27 1.19 1.26 1.23 1.44 1.44
rN1O4 1.60 1.71 4.19 4.10 3.02 1.85
rN2O(4,5,6) 1.31 1.29 1.26 1.26 1.27 1.28
rO4H2 4.13 3.71 3.54 3.55 3.22 2.85
rO6HChe1 3.76 3.58 1.99 2.00 3.19 3.18
<C1C2C3 119.5 118.8 113.8 107.4 109.1 108.4
<C2O4N1 113.8 5.9 12.7 14.4 37.1 119.4
<O2N1O3 134.9 137.5 125.1 120.9 104.7 73.2
dO2N1N2O6 0.9 0.9 2.6 6.9 65.0 156.2

RMSDb 0.0 0.1 0.1 0.1 0.1 0.1

a average value for the rC2C1 and rC2C3 bond lengths.
b Root-mean-square deviation of the carbon atoms Cartesian coordinates with

respect to the isolated a(6,6), except the C1, C2 and C3 atoms.

Figure 2. Representation of the isolated a(6,6)-v1 supercell and its spin polarisation
(electronic density (up) – electronic density (down); isovalue = 0.003 e/a.u.3).
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(black line) remains unchanged during each stage of the oxygen
transfer process. The most substantial modifications occur below
the Fermi level (FL) with the spin up and down differentiations
highlighted only for the I2, I3 and I4 species (greater total magnet-
isations, equal to 1.5, 1.6 and 1.2 lB/cell, respectively). Figure 3b
shows the projected density of states (PDOS) plotting for the reac-
tant and product. For both structures, the carbon atom contribu-
tions are dominant. However, for a small range close to the FL,
the oxygen and nitrogen atom contributions are greater than the
carbon ones. In addition, a greater contribution from the heteroat-
oms (O and N) to the Fermi level electronic states may be observed
for the product (Figure 3b).

3.4. Vibrational and thermodynamic analysis

For a system containing N atoms, the full Hessian vibrational
analysis (FHVA) considers a 3 N � 3 N Hessian matrix of which
the mass-weighting and diagonalisation yield 3 N frequencies
and normal modes. This standard normal modes analysis becomes
prohibitive for large and complex systems due to the high compu-
tational cost required. In contrast, the partial Hessian vibrational

analysis (PHVA) reduces the computational effort by calculating
only selected/relevant normal modes for a specific application
[48]. It enables the choice of a different number of ‘free’ (Nfree)
and ‘fixed’ (Nfixed) atoms to be or not be displaced (labelled as
{Nfree, Nfixed} from henceforth) [49]. The ‘frozen’ atoms are mod-
elled as infinite masses during the frequency calculation and do
not contribute directly to the vibrational modes, despite their
influence over each original Hessian matrix component and post-
SCF calculation. The PHVA does not alter the description of the po-
tential energy surface (PES) but reduces the Hessian matrix to a
3Nfree � 3Nfree dimension and yields 3Nfree eigenvalues and eigen
vectors. To evaluate the thermal contributions to the total energy
during each stage of the chemical process, we used a {13, 68}
scheme, as depicted in Figure 1. The portion coloured as gray
was kept fixed, and the remaining portion (C-yellow, H, N, and O
atoms) was free.

To calculate the thermodynamic corrections from the vibra-
tional contributions, the methodology described by Ferreira et al.
[50] was used. For the reactant (R) and product (P), the FHVA
and PHVA approaches were checked (Figure 4). With respect to
the harmonic frequencies and atomic displacements, good

Figure 3. Spin-resolved DOS plotting for all species along the oxidative process (T: isolated a(6,6)-v1) and spin-up PDOS for the reactant (a) and product (b).
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agreement between the corresponding normal modes was found.
To illustrate this finding, Figure 4 shows the NO stretching (in
the NOþ2 and NO�3 species) for the R species, and the CO (carbonyl)
and NO (nitrosonium ion) stretching are shown for the P species.
For the selected reactant vibrational properties, there is no visible
difference between the harmonic frequencies and the atomic dis-
placements. For the product, the bond stretching presented small
differences, less than 3 cm�1 between the FHVA and PHVA corre-
sponding modes (see Figure 4). Despite the good agreement be-
tween FHVA e PHVA approaches, it should bear in mind that only
hard normal modes are calculated and, therefore, the reduced Hes-
sian diagonalization gives satisfactory frequencies. Nonetheless,
thermodynamic properties, mainly entropy, are quite sensitive to
the soft normal modes and thus, FHVA might be necessary for
accurate prediction of absolute values. This drawback is minimised
when reaction energies involving isomer species (monomolecular
process) are desired due cancelation of contributions from low fre-
quency modes (soft modes) which should be strongly delocalised.
For the process investigated in the present letter, DA for the global
reaction (R ? P) differs by only 2.6 kcal mol�1 when FHVA and

PHVA approaches are used, corresponding to �3% of the total DA
values.

The PHVA was used to calculate the vibrational contributions to
the reaction energies, as depicted in Table 3. The process starts
with a rotation of the nitrogenated cation (R ? I1,
DA = �1.2 kcal mol�1) followed by a much more exergonic electro-
philic attack on the tube (I1 ? I2, DA = �31.2 kcal mol�1). As the
oxygen-transfer is the focus, a rearrangement that requires
20.4 kcal mol�1 (I2 ? I3, oxaziridine formation) is necessary. This
endergonic process is balanced by a strong exergonic ring opening
process (I3 ? I4, nitrosonium production; �37.8 kcal mol�1) and
relaxation into the more ionic environment (I4 ? P,
�20.7 kcal mol�1; see Table 3). The total PHVA-Helmholtz free en-
ergy (PHVA-DA) for the R ? P process is �70.2 kcal mol�1. From
the values in Table 3 we note that the dominant contributions
come from the internal energies (DE and DU), and the TDS portion
corresponds only to 4–21%. Lastly, the overall profile for the reac-
tion pathway suggests the formation of the oxaziridine ring
(I2 ? I3) as the ‘rate determining step’, even though the transition
state (TS) has not been found. The I3 species was characterized as a
minimum point on the potential energy surface with all PHVA
vibrational modes predicted to be real (see Figure S1 as Supple-
mentary Material). Nevertheless, we suggest that the true TS must
be close in energy and structure to the I3 intermediate and, there-
fore, the free energy barrier (DA) might be extrapolated for car-
bonyl generation around 20 kcal mol�1.

4. Concluding remarks

In the present letter, spin-polarised DFT calculations were con-
ducted for the structural, electronic, vibrational and energetic anal-
ysis of a modelled SWNT + HNO3 chemical reaction. The system
studied was an armchair (6,6) supercell with a mono-vacancy de-
fect, considering a reaction environment of NOþ2 , NO�3 , and H2O
from the acid–base HNO3 dissociation. As the reaction progresses,
the carbonyl group generation does not change the metallic nature
of the nanosystem and, depending on the reaction stage, the den-
sity of states might increase or decrease on the Fermi level. As pre-
dicted by the root-mean-square deviation of the passive carbon
atom coordinates (not greater than 0.1 Å, with respect to the iso-
lated a(6,6)) and from the vibrational thermal contribution using
the full and partial Hessian vibrational analysis (FHVA and PHVA,
respectively), oxygen incorporation is a significantly localised pro-
cess. There were only small differences between the atomic dis-
placements and the harmonic frequencies predicted for the R and
P species by both the FHVA and the PHVA models. An overall
favourable oxidation (FHVA-DA = 72.8 kcal mol�1) was calculated,
and the predicted thermal contributions corresponded to only 4%
of the total energy. The chemical process included an initial NOþ2
exothermic electrophilic attack followed by the endothermic oxaz-
iridine formation. We believe the results reported in this study

Figure 4. Atomic displacements and vNO⁄ (in the NOþ2 and NO�3 species), vCO and vNO

stretching frequencies calculated using the full and partial Hessian vibrational
analysis for the reactant (top) and product (bottom).

Table 3
Thermodynamic properties calculated for each stage along the oxidative process
(T = 298.15 K).

Parameters
(kcal mol�1)

Structure

PHVAa FHVAb

R ? I1 I1 ? I2 I2 ? I3 I3 ? I4 I4 ? P R ? P R ? P

DE �1.4 �32.4 21.8 �42.3 �15.9 �70.2 �70.2
DU �1.4 �32.5 21.8 �42.1 �16.1 �70.3 �70.4
�TDS 0.2 1.3 �1.4 4.3 �4.3 0.1 �2.4
DA �1.2 �31.2 20.4 �37.8 �20.7 �70.2 �72.8

a Partial hessian vibrational analysis.
b Full hessian vibrational analysis.
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might add to the molecular description of oxidation of CNT and as-
sist the experimentalist in the characterization of intermediate
species.
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