
Abstract—This paper presents a practical recognition 

method based on deep learning techniques, for fungal 

species, through Scanning Electron Microscopy (SEM) 

images. A small number of images was acquired. To 

circumvent the issue of not having many samples, a method 

of generating the training set is proposed to increase target 

signatures and optimize the baseline quality of inputs for 

object recognition. To tackle the challenge of detecting 

varied scale targets, a sophisticated and powerful 

Convolutional Neural Network (CNN) based on faster 

region R-CNN, with the prepared training dataset, was 

trained. In this study, the datasets for five different species 

of Aspergillus were previously collected via SEM. The 

proposed method is applied to identify the spore structures 

– conidia – in the images so as to recognize the species

respectively. The initial experimental results show that the

developed method can qualitatively and quantitatively

identify the relevant species effectively, being of major

importance for the development of easier diagnostic and

identification tools in mycology.

Index Terms—Aspergillus conidia, convolutional neural 

network, object recognition, scanning electron microscopy 

I. INTRODUCTION

In the study of fungi, the species of Aspergillus from 

section Nigri (known as black aspergilli) are of great 

interest in a variety of biotechnological applications, food 

science and clinical mycology [1], [2]. They consist of at 

least 27 different taxa in total [3], [4]. 

Some of the species within this section are associated 

with infections in animals, humans and plants. These later 

can have great impact on human health since they can 

affect food availability. Others have been reported to be 

opportunistic pathogens to humans (e.g., A. tubingensis 

[5]). 

Within the medical context, A. niger is the most 

described species within the section and one of the 

causative agents of aspergillosis [6], a disease many times 

misdiagnosed as tuberculosis [7], [8]. Furthermore, this 
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section of aspergilli has been reported as the most 

common etiological agent of aspergillosis, but systematic 

studies on its antifungal susceptibility profile are still 

missing. Within most of the reported cases, these fungi 

are not identified to species level. And, even though 

many novel species have been described, especially with 

the development of molecular biology, identification is 

complex and misidentification is a problem [9]. 

In microbiology, the identification of fungal species is 

a fundamental task which is time-consuming and very 

laborious because it implies the collection of large 

amounts of information about the fungal strains (e.g., 

morphology, physiology, biochemistry, and ecological 

roles). Over the years, efforts have been made to facilitate 

identification processes. Scanning Electron Microscopy 

(SEM), is one of the techniques applied to characterise 

fungal species and to analyse their ornamentations, sizes 

and shapes as shown in Fig. 1. The SEM images of fungal 

strains provide the geometric properties and structural 

information of each species and it has been found that 

each species has its own particular and characteristic 

spores’ morphology. Since some species, like section 

Nigri here investigated, are phylogenetically close [5], 

making taxonomy and identification a very difficult task; 

it is imperative to find alternatives to circumvent this. 

Thus, pattern based methods in image processing can be 

naturally applied to automatically recognize these species 

by supervised learning. 

Recently, alternative techniques to traditionally 

artificial neural networks have been proposed for a 

variety of applications. Particularly, Convolutional 

Neural Networks (CNNs) [10], [11] show unrivalled 

success in object recognition that is credited to some new 

localizing formulations proposed, instead of the obsolete 

sliding-window detector such as selective search [12], 

and region proposal network [13]. To date, a prevalent 

CNN framework [13] for object recognition is as follows: 

first, convolutional layers are employed to acquire region 

based features for detecting objects of interest; then a 

region-wise Multi-Layer Perceptron (MLP) classifier is 

followed to do the classification for recognizing objects. 

Therefore, this architecture provides a feasible way to 
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identify fungal species, which is many times a difficult 

and long task [14], by training an effective model. This 

paper presents a CNN based species recognition method 

for black aspergilli. In this initial study, we worked with 

images from five aspergilli species: A. aculeatus, A. 

brasiliensis, A. carbonarius, A. ellipticus and A. 

lacticofeatus. Fig. 1 illustrates two images collected for 

our experiment. Due to the experimental restrictions, a 

small number of images were collected for these five 

species (see Table I). To obtain the effective training set, 

we made use of the geometric conidium information, 

from the collected species image, so as to generate the 

ground truth and apply the affine transformation to 

augment the training set. Then, a learning model was 

trained by using the faster R-CNN techniques [13] and 

thus the species in Aspergillus images can be recognized 

by applying this obtained model. This paper shows the 

effort on how to use the CNN based techniques to 

identify fungal biological structures without a large 

dataset support, which the sample culturing and SEM 

imaging usually cost a lot both in time and expenses.  

In the following section, we introduce the proposed 

method. Section III presents the relevant experimental 

results. The paper is concluded in Section IV. 

 

Figure 1. Examples of collected SEM images for A. aculeatus (a) and 

A. carbonarius (b) [3]. 

Your goal is to simulate the usual appearance of papers 

in the. We are requesting that you follow these guidelines 

as closely as possible. 

II. METHOD  

The proposed recognition method includes data 

collection, ground truth creation and augmentation, and 

model training using the faster R-CNN [13], [14]. These 

stages are unified into an overall CNN framework that is 

implemented based on the Caffe [15] development 

environment. The main contribution lies in the attempt 

that the CNN based techniques are able to be applied to 

detect the fungal biological structures via a small number 

of collected images (see Table I). 

TABLE I.  NUMBER OF THE SGSS GENERATED FOR THE FIGURES OF 

EACH SPECIES 
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No. of images 

collected per 

species 

4 6 6 4 3 

No. of SGSs in 

the species’ 

images 

25 37 42 28 23 

No. of SGSs 

transformed 
325 481 546 364 299 

No. of SGSs in 

total 
350 518 588 392 322 

A. Data Collection and Training Set Generation 

Images from five strains belonging to Aspergillus 

section Nigri were selected. Briefly, for the collection of 

SEM data, the selected strains were inoculated on a drop 

of Malt Extract Agar (MEA), set on a metal SEM stub, 

and incubated for 7 days at 27 C in the dark, as 

described in [3], [14]. The collected images are TIFF 

format and their size is 1024x943. In the acquired SEM 

data, each image presents a number of species conidia 

where each conidium represents one Species Geometric 

Structure (SGS). Thus, these SGSs are the fingerprint for 

recognizing the corresponding species. Table I lists the 

number of SGSs collected from the augmented datasets 

for each species. A variety of geometric transformations 

were used for the data augmentation, including flip, 

rotation, scaling, crop, translation, etc. Fig. 2(a) shows 

that we can obtain different transformed SGSs from an A. 

aculeatus image. These SGSs present the geometric 

properties of the conidia from A. aculeatus species. Thus, 

we used these SGSs of A. aculeatus to generate its ground 

truth via LabelImg [16]. The annotations were saved as 

XML files, i.e. Pascal VOC format [17]. Likewise, we 

created the ground truth for other four species of 

Aspergillus. Fig. 2(b) presents four generated examples 

from a SGS. Thus, the number of the ground truths 

generated for each species ranged from 350 to 588. The 

ratios, 7:2:1, were used to divide the total SGSs into the 

sets for training, testing, and validating, respectively. It is 

worth noting that we have simulated the background 

images in terms of the SEM experimental environment. 

Thus, the synthetic background is similar to the one in 

Fig. 1. 

B. Convolutional Neural Networks 

The findings on how the mechanisms in the visual 

cortex of the brain work, have successfully driven the 

CNN designing to deal with pattern based problems. 

(a)

(b)
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Similar to a traditional neural network architecture, a 

CNN is made up of layers that aim to obtain a set of 

locally connected neurons, between two layers, by 

learning data-specific kernels. Three main types of layers 

are employed to build a CNN model: convolutional layer, 

pooling layer and fully-connected layer. A typical CNN 

for object recognition is illustrated in Fig. 3. The input is 

an image and the output is a single vector of class scores. 

The role of each type of layer can be described as follows: 

• Convolutional layer will generate a volume of 

feature maps, by computing a dot product between 

their weights used and the region connected to the 

input volume. 

• Pooling layer will down-sample the feature map 

along the spatial dimensions. 

• Fully-connected layer will create the class scores 

according to the given categories. 

In addition, for making the CNN model robust, ReLu 

layer was used to apply an elementwise activation 

function. A dropout strategy was used, to perform the 

action of randomly ignoring neurons, for preventing 

inter-dependencies between neurons. 

 

Figure 2. Generation of ground truth: cropped conidium structures 

(SGSs) for A. aculeatus (a) [3] and SGS examples obtained by the 

affine transformation (b). 

 

Figure 3. A typical CNN architecture. 

C. Object Detection and Recognition Using Faster-

RCNN 

Faster R-CNN [13], a most recently developed object 

detection system, aims to integrate traditional region 

proposals and object detector/classifier into one CNN. It 

is composed of two main components. The first one is 

Region Proposal Networks (RPN), a fully convolutional 

network, that produces region proposals where the 

objects within are similar. The second one is Fast R-CNN 

[18] that uses the proposed regions to do classification 

and make a final decision on the existence of those 

objects. Our ATD/R system employs Faster-RCNN to 

carry out object detection and recognition. The following 

subsections introduce how Faster R-CNN works. 

1) RPN for generating region proposals 

This region proposal network is constructed as a Fully 

Convolutional Network (FCN) [19]. It produces region 

bounds and objectiveness scores simultaneously at each 

location. The RPN architecture (Fig. 4) is actually 

composed of a n×n convolutional layer (L1, n = 3 used), 

two sibling 1×1 convolutional layers for box regression 

(reg), and box classification (cls), respectively. 

• (L1 layer): a n×n spatial window of the feature 

map of the last shared convolutional layer is input 

into this layer for generating region proposals. At 

each sliding position, k (= 9), region proposals 

(the green part in Fig. 4) are created by using 3 

scales and 3 aspect ratios. These k proposals are 

mapped to a feature vector that is fed into the reg 

layer and cls layer. 

• (reg layer): this layer performs the regression 

process for the input feature vector in terms of 

each sliding position. The outputs are the 

coordinates of k region proposals. 

• (cls layer): this layer estimates the object 

probability for each region proposal. The outputs 

are the scores of each proposal. 

 

Figure 4. Region Proposal Network (RPN). 

2) Fast RCNN object detection network 

Fast R-CNN is an improved version of R-CNN [20] for 

accelerating the detection process. It uses bounding box 

proposal methods [12] to create bounding boxes. Then, 

Region of Interest (RoI) pooling is applied to generate a 

feature vector for each bonding box. Afterwards, the 

(a)

(b)
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feature vector is input to a 2-layer regression network and 

a classification network for fine-tuning the bounding 

boxes and obtaining class scores. Finally, Non-Maxima 

Suppression (NMS) is applied over all boxes to eliminate 

the redundant bounding boxes. 

3) Model training 

For creating region proposals, the RPN was trained 

end-to-end by back propagation and Stochastic Gradient 

Descent (SGD). For recognizing objects, fast R-CNN was 

adopted and was trained independently. In Faster R-CNN, 

a unified network is learnt from RPN and fast R-CNN by 

sharing convolutional layers. This was implemented by a 

pragmatic 4-step training algorithm as follows: 

i) The RPN is trained as above, which is initialized 

with an ImageNet pre-trained model. 

ii) A detection network is trained within fast R-CNN 

using the proposals generated in the trained RPN, 

which is also initialized by the ImageNet-pre-

trained model. 

iii) The initialization of RPN training is made through 

the detection network by fixing the shared 

convolutional layers and only fine-tuning the 

layers unique to RPN. 

iv) The shared convolutional layers are kept fixed, 

and the layers unique to the fast R-CNN are fine-

tuned. 

Thus, a unified network is formed because the same 

convolutional layers are shared by both of the RPN and 

detection networks. 

III. RESULTS 

To demonstrate the performance of our method, we 

applied it to different test images. Part of the test images 

(5 images, 45 SGSs) came from our collected data (5 

images, 48 SGSs), extracted from public sources as cited 

in each image. Fig. 5 shows two examples, for the species 

A. ellipticus (a) and A. lacticofeatus. We can see that the 

conidia are recognized and matched with the right species 

with high confidence scores (see Table II). In Fig. 6, the 

species A. carbonarius, A. brasiliensis and A. aculeatus 

were successfully identified according to their species 

images. 

 

Figure 5. Resulting images for the species of A. ellipticus [3]. 

Due to the high resolution of Fig. 5 and Fig. 6, our 

method was able to recognize the relevant SGSs with 

high confidence scores. 

 

Figure 6. Resulting images for the species A. brasiliensis (a) [21] and 

A. aculeatus (b) [14]. 

Table II presents the obtained scores for the 

highlighted SGSs in these figures. We can see that our 

method recognized the species with the highest score, 

such as 0.901392 for A. ellipticus in Fig. 5, and 0.904234 

for A. brasiliensis in Fig. 6(a). 

TABLE II.  THE SCORES OBTAINED IN OUR RECOGNITION SYSTEM 

FOR THE SGSS HIGHLIGHTED IN FIG. 5 AND FIG. 6. THE SCORES IN BOLD 

ARE CORRESPONDENT TO THE SPECIES DETECTED 
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A. ellipticus (Fig. 

5) 
0.901392 0.001268 0.001675 0.002184 0.004081 

A. brasiliensis 

(Fig. 6(a)) 
0.007655 0.002187 0.001307 0.904234 0.001365 

A. aculeatus 

(Fig. 6(b)) 
0.001344 0.000689 0.00096582 0.000825 0.868145 

 

For the images with low resolution and poor contrast, 

as shown in Fig. 7, our method proved to be very 

promising since it still allowed us to obtain the correct 

species identification. Although, this may lead to a low 

confidence score such as 0.108 obtained for A. 

carbonarius in Fig. 7(b). 

Our method can well use the conidial features and be 

trained to recognize the species in a new image. However, 

due to similar geometric properties, as seen for A. 

brasiliensis and A. carbonarius, our method may make 

incorrect judgement when applied to an image with low 

resolution and poor contrast. This is actually due to less 

geometric structure information provided. So, the 

performance of our method can be improved by 

significantly increasing the number of the ground truth 

images. Table III presents the confusion matrix with the 

confidence score 0.5 for the test dataset. The recognition 

accuracies for A. brasiliensis and A. carbonarius were 

76.47% 86.21%, respectively. A. carbonarius was 

detected at 90.91%. Note that the score confidence was 

0.5. To improve the identification performance, more 

(a)

(b)
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ground truth data needs to be provided so that the 

conidial geometric structure information of all the species 

can be enhanced. 

 

Figure 7. Resulting images obtained images from low resolution 

source images: A. lacticofeatus (a) [21] A. carbonarius (b) [22]. 

IV. DISCUSSION AND CONCLUSIONS 

We developed a CNN based method to recognize 

aspergilli species. We managed to circumvent the issue of 

the small number of source images by employing a 

geometric transformation to augment the training data. A 

sophisticated training dataset was generated to train a 

CNN model in terms of Faster R-CNN. The initial results 

demonstrate that our method can effectively detect the 

species qualitatively and quantitatively. 

Frankly speaking, although the developed method is 

able to effectively identify fungal species with a small 

number of SEM images, identification can be extensively 

enhanced with a higher amount of data. As shown in 

Table III, the detection accuracy of the model could be 

improved with some extra efforts.  

TABLE III.  THE CONFUSION MATRIX FOR THE CONFIDENCE SCORE 0.5 

           Actual 
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A. ellipticus 86.96% 8.70% 0 0 4.34% 

A. lacticofeatus 6.06% 90.91% 0 0 3.03% 

A. carbonarius 0 0 86.21% 13.79% 0 

A. brasiliensis 5.88% 0 17.65% 76.47% 0 

A. aculeatus 0 6.67% 6.67% 0 86.67% 

 

We currently adapted the geometrical transformations 

to augment the data. With the advanced techniques in 

synthetic data generation like Deep Convolutional 

Generative Adversarial Networks (DCGAN) [23], the 

more synthetic data could be generated to enrich the 

training data profile that should help improve the 

performance of the method. Another point is worth noting 

that the current method aims to detect the fungal species 

class. However, the biologists are keen to know the 

details of the species structure. Thus, the instance based 

object recognition will be promising to do the 

investigation such as Mask R-CNN [24]. 

For the purpose of future evaluation of our method, 

regarding fungal imagery, we will collect more images to 

generate more species conidial signatures. This will 

enhance the training set and improve the identification 

performance. In addition, we will extend our method to 

all 27 species of Aspergillus from section Nigri, by 

collecting SEM images of conidia for all the species 

within this section. 
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