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NURBS Enhanced Virtual Element Methods for the
Spatial Discretization of the Multigroup Neutron
Diffusion Equation on Curvilinear Polygonal Meshes

J. A. Ferguson , J. K�oph�azi , and M. D. Eaton

Nuclear Engineering Group, Department of Mechanical Engineering, City and Guilds Building
(CAGB), Imperial College London, London, UK

ABSTRACT
The Continuous Galerkin Virtual Element Method (CG-VEM) is a
recent innovation in spatial discretization methods that can
solve partial differential equations (PDEs) using polygonal (2D)
and polyhedral (3D) meshes. Recently, a new formulation of CG-
VEM was introduced which can construct VEM spaces on poly-
gons with curvilinear edges. This paper presents the application
of the curved VEM to the multigroup neutron diffusion equation
and demonstrates its benefits over the conventional straight-
sided VEM for a number of benchmark verification test cases
with curvilinear domains. These domains were constructed using
a topological data-structure developed as part of this paper,
based on the doubly-connected edge list, with curves and surfa-
ces both represented using non-uniform rational B-splines
(NURBS). This data-structure is used both to specify the geom-
etry of the reactor and to represent the curvilinear polygonal
mesh. We also present two separate methods of performing
integrations on curvilinear polygons, one for homogeneous
functions and one for non-homogeneous functions.

KEYWORDS
Virtual element method;
neutron diffusion equation;
polygonal mesh; NURBS;
high-order mesh

1. Introduction

The multigroup neutron diffusion equation (NDE) is a coupled system of
elliptic, second-order partial differential equations (PDEs). It is a special case
of the neutron transport equation (NTE), where the angular dependence of
the angular flux is linearly anisotropic (Hebert 2020). The NDE is widely used
in the nuclear industry for whole-core nuclear reactor analysis simulations
(Gaston et al. 2015; Mylonakis et al. 2014). Whole-core simulations are typic-
ally the final stage of a nuclear reactor core analysis and are usually performed
using coarse mesh nodal methods (Lawrence 1986; Smith 2017; Sanchez 2009;
Smith 1986). The nodal reactor analysis simulations utilize spatially homogen-
ized, and energy group condensed, macroscopic neutron cross section data for
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each of the nuclear fuel assemblies (or nodes) within the reactor core
(Lawrence 1986; Smith 2017; Sanchez 2009; Smith 1986). Nuclear reactor lat-
tice physics computations are performed to determine the spatially homogen-
ized and energy group condensed macroscopic neutron cross section data as
well as assembly discontinuity factors (ADFs). These nuclear reactor lattice
physics codes solve the neutron transport equation for a single nuclear fuel
assembly (or node) with prescribed periodic boundary conditions (Lawrence
1986; Smith 2017; Sanchez 2009; Smith 1986). Typically between 2 to 4 energy
groups are used when solving the NDE across the whole nuclear reactor core.
The whole-core calculation is used to compute quantities such as the power
distribution in the nuclear reactor core and nuclear fuel burn-up or depletion
(Hebert 2020). This approach to nuclear reactor core analysis has been devel-
oped over decades and was initially conceived when computing resources
were far less developed. As computing resources have grown over recent deca-
des it has become feasible to perform calculations on nuclear reactor geome-
tries which have not been spatially homogenized, for example see (Stimpson
et al. 2020; Collins et al. 2020). This presents an opportunity to produce high-
fidelity solutions where spatial information is not lost in the homogenization
process, but it also poses an additional challenge. This challenge is to faithfully
represent the full set of geometric features of the nuclear reactor within the
computational mesh. Early numerical methods, such as the nodal method,
were limited to structured, Cartesian grids and were therefore not able to
exactly model complex, curvilinear geometric features.
The finite element method (FEM), which was first applied to neutron

transport in the 1970s (Semenza, Lewis, and Rossow 1972; Kang and
Hansen 1973), was an important advance in improved geometrical model-
ing capability. For the first time, unstructured meshes could be used to dis-
cretise the NTE. Unstructured finite element (FE) meshes are better able to
approximate curvilinear geometries than structured Cartesian meshes. The
key disadvantage of the FEM was the initial limitation to straight-sided ele-
ments, which result in a discrepancy between the computational mesh and
the geometric domain. Higher-order isoparametric FEM, which has a
piece-wise polynomial description of geometry, are often used to reduce
this discrepancy. However, even the high-order isoparametric FEM is
unable to exactly represent conic sections in 2D and quadric surfaces in
3D, meaning the mesh-geometry discrepancy is not eliminated. This is of
particular relevance to nuclear reactor physics as many reactor designs fea-
ture cylindrical fuel rods. For a FEM scheme of higher polynomial order
(p � 2), the geometric discrepancy becomes the dominant source of spatial
discretization error relative to the other sources of error, which are the
approximation error and the integration error. The approximation error
arises due to difference between the approximate solution, which is
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expanded in a finite-dimensional global FE basis, and the exact solution.
While the integration error occurs due to the discrepancy between analytic
integrals and integrals performed by numerical quadrature. In this paper,
we are primarily concerned with the approximation error and the geomet-
ric error. The integration error can always be reduced by increasing the
order of quadrature. In fact, it was shown in (Ciarlet 2002) Section 4.1,
that for a FEM scheme of order p that numerical quadrature of order �
2ðp�1Þ is sufficient to guarantee that numerically integrated bilinear form
is still coercive and that the FEM scheme will converge with the expected
order of accuracy. A more recent innovation in the finite element method
was the advent of the NURBS-enhanced finite element method (NE-FEM)
(Sevilla, Fern�andez-M�endez, and Huerta 2008; Sevilla, Fern�andez-M�endez,
and Huerta 2011), from whom we took inspiration for the name of our
own method. In the NE-FEM, the mapping between parent space and real
space is constructed using the NURBS definition of the boundary curves.
The NE-FEM therefore also eliminates the geometry error between the
computational mesh and the geometric domain from the lowest level of
mesh refinement. The authors demonstrate that the NE-FEM exhibits opti-
mal order of convergence for problems with curvilinear NURBS bounda-
ries. The NE-FEM is still limited to triangular/quadrilateral meshes in 2D
and tetrahedral/hexahedral meshes in 3D however.
Isogeometric analysis (IGA) (Hughes, Cottrell, and Bazilevs 2005) is a

spatial discretization method designed to minimize the geometric model
error between the computer aided geometric design (CAGD) geometric
description of a domain and the computational mesh. It is a weighted-
residual (WR) Galerkin spatial discretization where the basis functions used
to represent the solution field are the same as those used to describe the
geometry, in this case the Non-Uniform Rational B-spline basis, which is
ubiquitous in CAGD. NURBS are capable of representing a wide variety of
geometries including conic sections in 2D and quadric surfaces in 3D,
making them very useful for the analysis of nuclear reactors. IGA has
already been applied to numerous areas of nuclear reactor physics includ-
ing the neutron diffusion equation, the even-parity form of the NTE, the
first-order form of the NTE, the self-adjoint angular flux (SAAF) form of
the NTE and the weighted least squares (WLS) form of the NTE (Owens
et al. 2016; Hall, Eaton, and Williams 2012; Owens, K�oph�azi, and Eaton
2017a; Owens et al. 2017b; Owens et al. 2017c; Welch et al. 2017a; Welch
et al. 2017b; Latimer et al., 2020; Latimer et al., 2020; Latimer et al. 2021).
Many of these papers demonstrate a marked improvement in numerical
accuracy for a given number of degrees of freedom (DoF) when compared
to conventional finite elements of equal polynomial order. However, IGA
has one potential disadvantage which is that a piece-wise volumetric
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NURBS parametrisation of the computational domain is required. Further,
this volumetric NURBS parametrisation must be constructed from the rep-
resentation of geometry found in most commercial CAD software which is
the boundary-representation (b-rep). The b-rep is a topological structure
which stores the incidence and adjacency of vertices, edges, faces and vol-
umes. Faces, edges and vertices are then mapped to surfaces, curves and
points which encode how these entities are embedded in 3D space. The
process of producing an analysis-suitable NURBS mesh from a b-rep
involves subdividing the computational domain, which may have compli-
cated topology, into individual sub-regions which are curvilinear quadrilat-
erals in 2D and curvilinear hexahedra in 3D (Hughes, Cottrell, and Bazilevs
2005). Even with the use of hanging-node discontinuous IGA (Owens et al.
2016; Owens, K�oph�azi, and Eaton 2017a; Owens et al. 2017b; Owens et al.
2017c), constrained node continuous IGA (Latimer et al. 2021) or T-spline
IGA methods (Harmel, Sauer, and Bommes 2017; Bazilevs et al. 2010) this
represents a significant geometrical challenge. Some approaches to this
problem may be found in (Khamayseh and Hamann 1996; Aigner et al.
2009; Xu et al. 2013a; Xu et al. 2013b; Lin et al. 2015; Schneider, Panozzo,
and Zhou 2021; Schmidt, W€uchner, and Bletzinger 2012). Therefore, an
alternative to IGA would be a method which employs a more conventional
notion of mesh, in the sense of finite elements, but is able to preserve the
full geometric information of the original geometry. One such numerical
method is the virtual element method (VEM).
The virtual element method (VEM) is a generalization of the Galerkin

finite element method (FEM) to polytopal grids. The VEM was first intro-
duced in (Beir~ao da Veiga et al. 2013) for Poisson’s equation, which intro-
duced the canonical H1-conforming, C0-continuous virtual element.
Around the same time the H2-conforming, C1-continuous virtual element
method for plate bending problems (Brezzi and Marini 2013) was also
introduced. The VEM literature has since expanded substantially from
these two original papers. In (da Veiga and Manzini 2014) the VEM was
extended to include schemes with arbitrary regularity, i.e. Cm continuous
with any m> 0, while in in (Manzini, Cangiani, and Sutton 2014; da Veiga
et al. 2016) the H1-conforming VEM for general second-order elliptic prob-
lems was presented. Other major breakthroughs on VEM theory include
the development of the computable L2 projection (Ahmad et al. 2013), the
reduction of internal degrees of freedom (Beir~ao da Veiga et al. 2016a;
Russo 2016), nonconforming discretisations (Antonietti, Manzini, et al.
2018; Cangiani, Manzini, and Sutton 2016; Berrone, Borio, and Manzini
2018; Ayuso de Dios, Lipnikov, and Manzini 2016; Liu, Li, and Chen 2017)
and stabilisations and L2-orthogonalised local polynomial bases (Dassi and
Mascotto 2018; Mascotto 2018; Berrone and Borio 2017). A rigorous

148 J. A. FERGUSON ET AL.



analyses of stability and a priori error estimates may be found in (Brenner,
Guan, and Sung 2017; Brenner and Sung 2018; da Veiga, Lovadina, and
Russo 2017). Recently, formulations involving H1 virtual elements with
curvilinear edges have been presented (Beir~ao da Veiga, Russo, and Vacca
2019; Bertoluzza, Pennacchio, and Prada 2019; Beir~ao da Veiga et al. 2020),
with the version presented in (Beir~ao da Veiga, Russo, and Vacca 2019)
being the one that has been used in this paper to solve the Neutron
Diffusion Equation (NDE). One of the important advantages of the VEM
presented in (Beir~ao da Veiga, Russo, and Vacca 2019) is its simplicity
since an algorithm developed for a straight-sided VEM, such as that in
(Beir~ao da Veiga et al. 2013) can easily be modified to accommodate curvi-
linear edges.
The novelty presented in this paper is the use of Non-Uniform Rational

B-spline geometry, in conjunction with curvilinear VEM of (Beir~ao da
Veiga, Russo, and Vacca 2019), to develop a high-order, exact-geometry
discretization of the multigroup neutron diffusion equation (NDE). This is
a direct extension of the research we presented in (Ferguson, K�oph�azi, and
Eaton 2021), where it was shown that the geometric error was causing con-
vergence rates in various quantities of interest (QoI) to saturate at second-
order, irrespective of the polynomial order of the VEM scheme. This paper
demonstrates that such effects can be eliminated using NURBS-enhanced
VEM (NE-VEM) algorithms. Eliminating the geometric error means that
the benefits of higher order VEM schemes are fully realized and this will
be demonstrated through a series of benchmark verification test cases.
Additionally, this paper will describe many of the algorithmic details
needed to implement a computationally efficient NE-VEM, including a
geometry/mesh data structures for both building nuclear reactor geometries
and for representing curvilinear polygonal meshes and numerical integra-
tion on curvilinear polygons.
This paper is organized as follows: in Section 2 we review the definition

of the curvilinear, H1-conforming virtual element space that has previously
been developed within the existing research literature (Beir~ao da Veiga,
Russo, and Vacca 2019). These are the local function spaces which we shall
use to discretise the multigroup NDE. In Section 3 we derive the vari-
ational form of the multigroup neutron diffusion equation and present the
virtual element discretization of both the fixed-source and effective multi-
plication factor (Keff ), or k-eigenvalue, nuclear reactor physics problems. In
Section 4 we present the data structure we developed to efficiently store
both NURBS-based models of nuclear reactor geometries and NURBS-
based curvilinear polygonal meshes. We also present the geometric model
we developed to represent curvilinear polygons with NURBS edges. In
Section 5 we present the method we developed to perform high-order
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numerical integration of homogeneous functions (in particular the set of
monomials up to a given order) and general functions using a NURBS sur-
face tessellation of curvilinear polygons. High-order numerical integration
which incorporates exact-geometry information is the key to obtaining the
maximum possible accuracy from the high-order VEM on curvilinear meshes.
In Section 6 we present three numerical test cases which demonstrate the
benefits of using the NE-VEM over standard straight-sided VEM for prob-
lems with curvilinear geometry. Finally, in Section 7 we give some concluding
remarks.

2. The curved VEM

The theory of the NE-VEM shall be presented in this section. The formula-
tion presented here is taken primarily from the previous research literature
in the field (Beir~ao da Veiga et al. 2013; Ahmad et al. 2013; Russo 2016;
Beir~ao da Veiga et al. 2016b) with the extension to curvilinear domains
introduced in (Beir~ao da Veiga, Russo, and Vacca 2019).

2.1. Preliminaries

Vectors in R
d are denoted with lower case bold e.g. v and the element at

index i of a vector is denoted ðvÞi: Matrices in R
m�n are denoted using

upper case bold e.g. A and the element at index (i, j) of a matrix is denoted

ðAÞi, j: Given a domain E � R
d the diameter, centroid and measure are

denoted hE, xE and jEj respectively. If E is a polygon then the number of
vertices, edges and degrees of freedom present in it are denoted NE

v , N
E
e

and NE
dof respectively.

Let the domain of interest V be bounded by a set of n general NURBS
curves, denoted fCigni¼1, with the only restriction being that each curve is
a member of Cm, with m � 0: We shall let fT hgh denote a family of parti-
tions of V where h denoted the maximum face diameter in the mesh: h ¼
maxF2T h

hF: The mesh shall satisfy the usual restrictions: that faces are non-
overlapping and share one or more edges only if they are adjacent. The
faces themselves are each bounded polygons with possibly curved edges.
The set of faces in the mesh F h may be split into two disjoint sets: F i

h and

F b
h such that F h ¼ F i

h [ F b
h: The set F i

h are the internal faces, defined as

the set of faces that are not incident with a geometric curve. The set F b
h

are the boundary faces, defined as those faces which are incident with a
geometric curve. An example is presented in Figure 1c. The reason for
making the distinction between these two sets of faces is that the faces F 2
F i

h are guaranteed to have all their edges be straight lines. Therefore, the
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local curved virtual element spaces coincide with classical VEM described
in (Beir~ao da Veiga et al. 2013; Beir~ao da Veiga et al. 2016b; Beir~ao da
Veiga et al. 2014). The faces F 2 F b

h however, may have one or more of
their edges be curvilinear. Therefore, the local curved VEM spaces diverge
from the classical ones. Similarly we may split the set of edges in T h,

denoted Eh into boundary edges Ebh and internal edges Eih: All edges may
either be straight or curvilinear depending on whether they are incident on
either curved boundaries or curved internal interfaces. We make the fol-
lowing mesh regularity assumptions:

Assumption 2.1. (Mesh Regularity) The exists a positive constant g
such that

� for every face F 2 T h the length of all the edges of F have length � ghF:
� every face F 2 T h is star-shaped with respect to a ball BF with

radius ghF:

We denote the usual norm and seminorm in the Sobolev spaces as
kvks,E, jvjs,E for all v in HsðEÞ and we denote the the the broken Sobolev
space and broken polynomial space as:

HsðT hÞ ¼ v 2 L2ðVÞ : vjF 2 HsðFÞ 8F 2 T h

� �
,

PpðT hÞ ¼ qp 2 L2ðVÞ : qpjF 2 PpðFÞ 8F 2 T h

� �
:

We define the broken Sobolev norms on HsðT hÞ in the usual way:

kvks, h ¼
X
F2T h

kvk2s, F
� �1=2

, jvjs, h ¼
X
F2T h

jvj2s, F
� �1=2

:

Figure 1. Illustration of the VEM DoFs on a curvilinear polygon and an example of a curvilinear
polygonal mesh (right).
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Finally, we define the set of scaled monomials of order � p on face F as:

MpðFÞ ¼ maðxÞ ¼
x�xF
hF

� �ax y�yF
hF

� �ay
: ax þ ay � p

( )
,

and useMpðFÞ as a basis for PpðFÞ therefore the dimension of PpðPÞ is given
by: np ¼ ðpþ 1Þðpþ 2Þ=2: Following (Beir~ao da Veiga et al. 2014) we estab-
lish the following ordering between 1D index a and multi-index ðax, ayÞ :

1() ð0, 0Þ, 2() ð1, 0Þ, 3() ð0, 1Þ, 4() ð2, 0Þ, 5() ð1, 1Þ,
6() ð0, 2Þ, :::

(2.1)

This mapping shall be denoted aði, jÞ:

2.2. The local curved VE space

2.2.1. The initial space
Given a curved polygon F 2 T h, on each edge e, straight or curved, let ce :
½0, 1� ! e be the NURBS parametrisation of that edge. The forward map-
ping is denoted x ¼ cet and the inverse mapping t ¼ c�1e x: We define a 1D
polynomial space Ppð½0, 1�Þ from which we may define a pseudo-polynomial
space on each edge e

~PpðeÞ :¼ ~qpðcetÞ ¼ qpðtÞ : pp 2 Ppð 0, 1½ �Þ 8t 2 0, 1½ �
n o

:

Note ~PpðeÞ will not be polynomial unless ce is an affine map. Let F be

bounded by the union of a set of curvilinear edges ~EF and a set of straight

edges EF such that @F ¼ ~EF [ EF: Following the usual process of construct-
ing local VEM spaces for elliptic operators we begin by defining a bound-
ary space Bpð@FÞ :

Bpð@FÞ :¼ v : v 2 C0ð@FÞ and vj~e 2 ~Ppð~eÞ 8~e 2 ~EF and vje 2 PpðeÞ 8e 2 EF
n o

:

With Bpð@FÞ defined, the initial local VEM space may be constructed as
follows:

~V pðFÞ :¼ v 2 H1ðFÞ : vj@F 2 Bpð@FÞ and Dv 2 PpðFÞ
� �

We now present two propositions about the dimension of both Bpð@FÞ
and ~V pðFÞ:

Proposition 2.1. For a polygon F with NF
e edges, Bpð@FÞ has dimension pNF

e

and ~V pðFÞ has dimension pNF
e þ np:
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See ((Beir~ao da Veiga, Russo, and Vacca 2019), proposition 2.2) and
((Ahmad et al. 2013), proposition 1) for a short proof.
Figure 1a illustrates ~V pðFÞ on an example curved polygon where e2, e6

(shown in orange) are curved and the remaining edges are straight. We
may define the following linear functionals on ~V pðFÞ (Beir~ao da Veiga,
Russo, and Vacca 2019):

� D1 : The value of v at each of the vertices of F.
� D2 : The value of v at the p – 1 internal points of the pþ 1 Gauss-

Lobatto quadrature on e 2 EF:
� D3 : The value of v at each of the points given by x ¼ c~e t where t is a

member of the p – 1 internal points of the pþ 1 Gauss-Lobatto rule on
½0, 1� and c~e : ½0, 1� ! ~e is the NURBS parameterization for
curve ~e 2 ~EF:

� D4 : The moments with the members ofMp�2ðFÞ :
1
jFj

ð
vmadx 8ma 2Mp�2 Fð Þ:

Using these linear functionals, it is possible to compute three important
projection operators: the energy projector Prp : H1ðFÞ ! PpðFÞ, the gradi-

ent projector P0
p�1r : H1ðFÞ ! ½Pp�1ðFÞ�2 and the L2ðFÞ projec-

tion P0
p�2 : L

2ðFÞ ! Pp�2ðFÞ:

Definition 2.2. (The energy projector) The energy projector is defined by the
following projection onto constants and the following orthogonality condition:ð

@F
Prp v�vdx ¼ 0 8v 2 H1ðFÞ

r Prp v� v
� �

, rqp
� �

0, F
¼ 0 8v 2 H1ðFÞ and 8qp 2 PpðFÞ:

Definition 2.3. (The gradient projector) The gradient projector is defined
by the following orthogonality condition:

P0
p�1rv�rv, qp�1

� �
0, F
¼ 0 for qp�1 2 Pp�1ðFÞ

� 	2,
Definition 2.4. (The L2 projector) The L2 projector is defined by the follow-
ing orthogonality condition.

P0
p�2v� v, qp�2

� �
0, F
¼ 0 8v 2 H1ðFÞ and 8qp�2 2 Pp�2ðFÞ:
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2.2.2. The enhanced virtual element space

The initial virtual element space ~V pðFÞ is sufficient to solve pure diffusion
problems. However, if one wishes to solve problems involving either con-
vection or reaction terms then the full L2ðFÞ projector is required.
Following the method of (Ahmad et al. 2013), it is possible to construct the
enhanced virtual element space in which the full L2 projection onto PpðFÞ
is computable from just the linear functionals D1�D4: The enhanced vir-
tual element space is defined as follows

VpðFÞ :¼ v 2 ~V pðFÞ : v, qpð Þ0, F ¼ Prp v, qp
� �

0, F
8qp 2 �PpðFÞ [ �Pp�1ðFÞ


 �
,

where �PpðFÞ ¼ PpðFÞ=Pp�1ðFÞ is the set of polynomials of order strictly

equal to p. Therefore, VpðFÞ � ~V pðFÞ, and is the set comprised of all func-

tions v 2 ~V pðFÞ for which the internal moments of v and Prp v coincide for

orders p� 1 and p. The linear functionals D1, :::,D4 are well defined on
VpðFÞ and may be taken as a set of insolvent degrees of freedom, meaning
that every v 2 VpðFÞ is uniquely determined by the values of D1�D4:

Proposition 2.5. For a polygon F with NF
e edges the dimension of VpðFÞ is

pNF
e þ np�2 and the linear functionals D1, :::,D4 may be taken as a unisol-

vent set of degrees of freedom.

See ((Ahmad et al. 2013), proposition 2) for a proof. With unisolvence
established, the linear functionals D1, :::,D4 shall now be referred to as
degrees of freedom (DoFs) and dimVpðFÞ shall be denoted NF

dof : The i’th
degree of freedom shall be denoted dof iðvÞ : VpðFÞ ! R and the local
Lagrangian basis ui 2 VpðFÞ satisfies:

dof iðujÞ ¼ di, j for i, j ¼ 1, :::,NF
dof :

Every v 2 VpðFÞ has a unique representation in the local Lagrangian basis:

v ¼
XNF

dof

i¼1
dof iðvÞui:

Remark 1. Due to the fact the the boundary spaces ~PpðeÞ are not polynomial
unless ce : ½0, 1� ! e is an affine map, then in general the set of polynomials
PpðFÞ are not contained in VpðFÞ (i.e PpðFÞ 6� VpðFÞ). However we still have
P0ðFÞ � VpðFÞ (Beir~ao da Veiga, Russo, and Vacca 2019).

The choice of local DoF numbering, and their mapping to D1, :::,D4 is
arbitrary so long as it is consistent. Here we opt to number the vertex
DoFs counter-clockwise first (D1), then edge DoFs counter-clockwise (D2

and D3 irrespective of whether edge e is curvilinear) and finally internal
DoFs in order of increasing monomial id. An example is presented in
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Figure 1b for VEM order p¼ 3. We also use De to denote the set of DoFs
(two vertex DoFs and the edge Dofs) that reside on edge e. In VpðFÞ the
full L2ðFÞ projection P0

p : VpðFÞ ! PpðFÞ is computable using just the

degrees of freedom as follows:

P0
pv, qp

� �
0, F
¼

v, qpð Þ0, F for qp 2 Pp�2ðFÞ
Prp v, qp
� �

0, F
for qp 2 �Pp�1ðFÞ [ �PpðFÞ

8<
:

Finally, we define the global H1-conforming VE space as follows:

VpðVÞ ¼ v 2 H1ðVÞ : vjF 2 VpðFÞ 8F 2 T h

� �
This is the functional space in which we shall approximate solutions to

the multigroup neutron diffusion equation.

3. Discretization of the neutron diffusion equation

3.1. The neutron diffusion equation

Let V � R
2 be the domain of interest, the boundary @V is the union of a

prescribed vacuum boundary and reflective boundary CV and CR such that
CR \ CV ¼ ;: Then the steady-state, multigroup NDE is given by Equation
(3.2) (Wang and Ragusa 2009; Duderstadt and Hamilton 1976):

�r 	 DgðxÞr/gðxÞ þ Rg
rðxÞ/gðxÞ ¼ QgðxÞ 8x 2 V,

�DgðxÞr/gðxÞ 	 n ¼ 0 8x 2 CR,

1
2
DgðxÞr/gðxÞ 	 nþ

1
4
/g ¼ 0 8x 2 CV ,

(3.1)

where g ¼ 1, :::,G, DgðxÞ is the group g neutron diffusion coefficient, Rg
r ðxÞ

is the group g macroscopic neutron removal cross section, defined as:

Rg
rðxÞ ¼ Rg

aðxÞ þ
XG
g0 6¼g

Rg!g0
s ðxÞ ¼ Rg

t ðxÞ�Rg!g
s ðxÞ,

where Rg
t ðxÞ is the macroscopic neutron total cross section. By convention

g¼ 1 is the high energy (fast) flux and g¼G is the low energy (thermal)
flux. QgðxÞ is a neutron source for group g which will take one of two
forms depending on the type of problem under consideration.

� In eigenvalue, or nuclear criticality (Keff ) problems, QgðxÞ takes the form:

QgðxÞ ¼
vgðxÞ
Keff

XG
g0¼1

�Rg0

f ðxÞ/g0 ðxÞ þ
XG
g0 6¼g

Rg0!g
s ðxÞ/g0 ðxÞ
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where vgðxÞ is the group g prompt neutron fission spectrum, � is the average
number of neutrons per fission, Rg

f ðxÞ is the group g macroscopic neutron fis-
sion cross section, Rg0!g

s ðxÞ is the macroscopic neutron scattering cross section
from group g0 to g and Keff is the effective multiplication factor, an important
quantity of interest (QoI) in nuclear reactor physics as it indicates the degree of
criticality of the system.

In extraneous, or prescribed (fixed) neutron source problems QgðxÞ takes the
form:

QgðxÞ ¼
XG
g0 6¼g

Rg0!g
s ðxÞ/0gðxÞ þ qgðxÞ

where qgðxÞ : R2 ! R is an extraneous, or prescribed (fixed) neutron source.

Let us denote the group removal operator with Lg ¼ �r:Dgrþ Rg
r , the

g0 ! g scattering operator with Sg, g0 ¼ Rg0!g
s and the fixed source vector

q ¼ ½q1, :::, qG�T , then the fixed-source problem has the following matrix
form (Duderstadt and Hamilton 1976; Miller and Lewis 1993):

L1 0 ::: 0
0 L2 ::: 0
..
. ..

. . .
. ..

.

0 0 ::: LG

2
6664

3
7775

/1
/2

..

.

/G

2
6664

3
7775�

0 S1, 2 ::: S1,G
S2, 1 0 ::: S2,G
..
. ..

. . .
. ..

.

SG, 1 SG, 2 ::: 0

2
6664

3
7775

/1
/2

..

.

/G

2
6664

3
7775 ¼

q1
q2
..
.

qG

2
6664

3
7775
(3.2)

Letting / ¼ ½/1,/2, :::,/G� then we may write the fixed-source problem
more succinctly in operator form ðL�SÞ/ ¼ q: Let us denote the g0 ! g fis-

sion operator with Fg, g0 ¼ vg�R
g0

f then the k-eigenvalue problem has the fol-

lowing matrix form:

L1 0 ::: 0

0 L2 ::: 0

..

. ..
. . .

. ..
.

0 0 ::: LG

2
666664

3
777775

/1

/2

..

.

/G

2
666664

3
777775�

0 S1, 2 ::: S1,G
S2, 1 0 ::: S2,G

..

. ..
. . .

. ..
.

SG, 1 SG, 2 ::: 0

2
666664

3
777775

/1

/2

..

.

/G

2
666664

3
777775

¼ 1
c

F1, 1 F1, 2 ::: F1,G
F2, 1 F2, 2 ::: F2,G

..

. ..
. . .

. ..
.

FG, 1 FG, 2 ::: FG,G

2
666664

3
777775

/1

/2

..

.

/G

2
666664

3
777775,

(3.3)
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or equivalently in operator form ðL�SÞ/ ¼ 1
c F/ from which it becomes

clear that c are the eigenvalues of the operator ðL�SÞ�1F: It has been
shown that spectrum of this operator form a positive decreasing series
c1> c2> c3> ::: (see Habetler and Martino 1958 or Wachspress 1966 sec-
tion 3.3). The effective multiplication factor is defined as the first eigen-
value of the spectrum Keff ¼ c1: The corresponding eigenvector / is the
fundamental mode of the system. The discrete NE-VEM approximation of
the pair ð/, KeffÞ is the desired solution of the nuclear reactor physics
benchmark verification test case in this paper.

3.2. The VEM discretisation of the NDE

First, we define the infinite-dimensional space WðVÞ :¼ ½H1ðVÞ�G where
we pose the variational forms of Equations (3.2) and (3.3). Letting u, v 2
WðVÞ, the inner product and norm of WðVÞ are defined as:

u, vð ÞWðVÞ :¼
XG
g¼1

ug , vgð Þ1,V , kuk2WðVÞ :¼
XG
g¼1
kugk21,V :

We make three assumptions about the computational mesh T h in add-
ition to assumption 2.1:

Assumption 3.1. Material properties: the neutron diffusion coefficient and
the macroscopic neutron cross sections are all constant, finite and positive
within each material sub-domain. For example within a nuclear fuel pin or
the moderator.

Assumption 3.2. Face Conformity: in T h there exists no polygon that
crosses a material boundary. This means that every polygon must reside
entirely within a material sub-domain and must conform to
internal boundaries.

Assumption 3.3. Edge Conformity: the set of edges in Eh that lie on the
boundary @V may be split into two disjoint sets of edges ER and EV:

EV ¼ e 2 EV : e � CVf g ER ¼ e 2 EV : e � CRf g
that lie solely within CR and CV respectively. In other words, there exists no
boundary edge that crosses the interface between CR and CV.

We also define the following notation:

Dg ¼ inf
x2V

DgðxÞ, Dg ¼ sup
x2V

DgðxÞ, Rg
X ¼ inf

x2V
Rg
XðxÞ, Rg

X ¼ sup
x2V

Rg
XðxÞ

where Rg
X is a placeholder for any macroscopic neutron cross section.

Following the derivation presented in Ferguson, K�oph�azi, and Eaton (2021,
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Section 3.1), the variational form of the fixed-source problem is:

Find / 2 WðVÞ which satisfies :
L̂ð/, vÞ�Ŝð/, vÞ ¼ Q̂ðvÞ 8v 2 WðVÞ ,



(3.4)

and variational form of the k-eigenvalue problem is:

Find k 2 R and / 2 WðVÞ which satisfies :
L̂ð/, vÞ�Ŝð/, vÞ ¼ kF̂ð/, vÞ 8v 2 WðVÞ :



(3.5)

The terms L̂ð/, vÞ, Ŝð/, vÞ and F̂ð/, vÞ are the removal, scattering and
fission bilinear forms respectively, while the term Q̂ðvÞ is the fixed source
linear form. Their respective definitions are:

L̂ð/, vÞ ¼
XG
g¼1

Dgr/g , rvg
� 

0,V
þ Rg

r/g , vg
� 

0,V
þ 1
2

/g , vg
� 

0,CV
,

Ŝð/, vÞ ¼
XG
g¼1

XG
g0 6¼g

Rg0!g
s /g0 , vg

� �
0,V

, F̂ð/, vÞ ¼
XG
g¼1

XG
g0¼1

Fg, g0/g0 , vg
� 

0,V
,

Q̂ðvÞ ¼
XG
g¼1

qgðxÞ, vg
� 

0,V
:

We shall now present the VE discretization of Equations (3.4) and (3.5).
The first step of the VE discretization, and of Galerkin discretisations in
general, is to define a finite-dimensional subspace WpðVÞ � WðVÞ in
which to pose the VE variational problems. In this paper we define

WpðVÞ :¼ ½VpðVÞ�G to be this space. Given that VpðVÞ � H1ðVÞ then it
follows that WpðVÞ � WðVÞ: The trial and test functions are then defined
follows:

vh ¼ vh1, v
h
2, :::, v

h
G

h i
2 WpðVÞ, /h ¼ /h

1,/
h
2, :::,/

h
G

h i
2 WpðVÞ

To discretise the variational problems of Equations (3.4) and (3.5) we

must derive computable VE bilinear and linear forms L̂
hð	, 	Þ, Ŝhð	, 	Þ, Q̂hð	Þ

F̂
hð	, 	Þ which approximate their continuous counterparts L̂ð	, 	Þ, Ŝð	, 	Þ, Q̂ð	Þ

F̂ð	, 	Þ (Beir~ao da Veiga et al. 2013). We begin with the discrete removal
operator, which is defined as follows:

L̂
h
/h, vh
� 

¼
XG
g¼1

X
F2T h

Lhg, Fð/h
g , v

h
gÞ þ

1
2

X
e2EV

/h
g , v

h
g

� �
0, e

 !

where
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Lhg, Fð/h
g , v

h
gÞ

¼
Dg

F P0
p�1r/h

g , P
0
p�1rvhg

� �
0, F
þ Rg

r, F P0
p/

h
g , P

0
pv

h
g

� �
0, F

þcg, FSF /h
g �Prp /

h
g , v

h
g �Prp v

h
g

� �
where cg, F :¼ ðDg

F þ h2FR
g
r, FÞ is a stabilization scaling parameter for face F

and

SF /h
g �Prp /

h
g , v

h
g �Prp v

h
g

� �
¼
XNF

dof

l¼1
dof lð/h

g�Prp /h
gÞdof lðvhg�Prp vhgÞ

is the local stability term. Letting Lg, Fðu, vÞ denote the un-discretized
removal operator on face F:

Lg, Fðu, vÞ ¼ Dg
F ru, rvð Þ0, F þ Rg

r, F u, vð Þ0, F,

then the stability term is constructed to satisfy:

a
Lg, Fðu, uÞ � cg, FSFðu, uÞ � a
Lg, Fðu, uÞ, 8u 2 KerðPrp Þ

where 0< a
< a
 are positive constants independent of F or hF which
depend on the mesh regularity parameter g (see assumption 2.1). It may be
shown that Lhg, F satisfies the p-consistency property and the stabil-

ity property:

Property 3.1. (p-consistency) If either u 2 PpðFÞ or v 2 PpðFÞ then the dis-
crete removal operator satisfies:

Lhg, Fðu, vÞ ¼ Lg, Fðu, vÞ

Property 3.2. (Stabilty) For all u 2 VpðFÞ the discrete removal operator sat-
isfies:

b
Lg, Fðu, uÞ � Lhg, Fðu, uÞ � b
Lg, Fðu, uÞ

Where 0< b
< b
 are positive constants independent of F or hF which
only depend on the mesh regularity parameter g (see assumption 2.1).

The Discretized scattering and fission bilinear forms, and the fixed
source linear form are given by
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Ŝ
h
/h, vh
� 

¼
XG
g¼1

XG
g0 6¼g

X
F2T h

Rg0!g
s, F P0

p/
h
g0 , P

0
pv

h
g

� �
0, F

,

F̂
h
/h, vh
� 

¼
XG
g¼1

XG
g0¼1

X
F2T h

vg�R
g0

f , F P0
p/

h
g0 , P

0
pv

h
g

� �
0, F

Q̂
h
vhð Þ ¼

XG
g¼1

X
F2T h

P0
pv

h
g , qg

� �
0, F

We may now define the discrete VE variational problems. First, the
extraneous, prescribed (or fixed) neutron source problem:

Find /h 2 WpðVÞ which satisfies :

L̂
h
/h, vh
� 

�Ŝh /h, vh
� 

¼ Q̂
h
vhð Þ 8vh 2 WpðVÞ

:

(
(3.6)

Second, is the effective multiplication factor (Keff ) or k-eigenvalue
nuclear reactor physics problem:

Find kh 2 R and /h 2 WpðVÞ which satisfies :

L̂
h
/h, vh
� 

�Ŝh /h, vh
� 

¼ khF̂
h
/h, vh
� 

8vh 2 WpðVÞ
:

(
(3.7)

3.3. Numerical solution

The functions /h
g , v

h
g 2 WpðVÞ and vhg have the following expansions in the

global basis of VpðVÞ :

/h
g ¼

XNgdof

i¼1
dof ið/h

gÞui, vhg ¼
XNgdof

i¼1
dof iðvhgÞui, g ¼ 1, ::,G: (3.8)

where Ngdof is the dimension of global VEM space VpðVÞ and the number

of global DoFs on mesh T h for each discrete, group scalar neutron flux /h
g :

We also denote the global vector of scalar neutron flux DoFs as /g ¼
½dof1ð/h

gÞ, :::, dofNgdof ð/h
gÞ�: Letting KF, MF and SF be the NF

dof � NF
dof stiff-

ness, mass and stability matrices on face F 2 T h and letting Me be the ðpþ
1Þ � ðpþ 1Þ mass matrix on edge e 2 Eh

ðKFÞi, j ¼ P0
p�1rui, P

0
p�1ruj

� �
0, F

, ðMFÞi, j ¼ P0
pui, P

0
puj

� �
0, F

,

ðSFÞi, j ¼ SF
�
ui�Prp ui, uj�Prp uj

�
, ðMeÞi, j ¼ ui, ujð Þ0, e

3.3.1. The extraneous, prescribed (or fixed) neutron source problem
Substituting the expansions of Equation (3.8) into the discrete fixed source
problem of Equation (3.6) and performing the steps presented in Ferguson,
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K�oph�azi, and Eaton (2021, Section 3.3), Equation (3.6) may be written as
the following block matrix system of equations:

L1 0 ::: 0
0 L2 ::: 0
..
. ..

. . .
. ..

.

0 0 ::: LG

2
6664

3
7775

/1
/2

..

.

/G

2
6664

3
7775�

0 S1, 2 ::: S1, 3
S2, 1 0 ::: S2, 3
..
. ..

. . .
. ..

.

SG, 1 SG, 2 ::: 0

2
6664

3
7775

/1
/2

..

.

/G

2
6664

3
7775 ¼

q1
q2
..
.

qG

2
6664

3
7775:
(3.9)

where:

Lg ¼
X
F2T h

Dg
FKK þ Rg

r, FMF þ cg, FSF þ
1
2

X
e2CV

Me

Sg, g0 ¼
X
F2T h

Rg!g0

s, F MF, qg ¼
X
F2T h

P0
pui, qg

� �
0, F

(3.10)

In this paper, we implemented a standard source iteration (SI) procedure

to solve Equation (3.9) which proceeds as follows: let /ðiÞg denote the i’th

iterate of the group g global scalar neutron flux vector. First, scalar neutron

fluxes are first initialized to zero /ð0Þg ¼ 0: The SI then proceeds as follows:

/ðiþ1Þg ¼ L�1g

X
g0< g

Sgg0/
ðiþ1Þ
g0 þ

X
g0> g

Sgg0/
ðiÞ
g0 þ qg

 !
: (3.11)

In the absence of up-scattering Equation (3.11) will converge after a sin-
gle outer iteration. This is because the scattering source for each energy
group is a linear combination of scalar neutron fluxes that have already
been computed. In the case where up-scattering is present, a suitable con-
vergence criteria must be defined. In the present work we choose the fol-
lowing criteria:

max
g

dg
� 

< � where dg ¼
k/ðiþ1Þg �/ðiÞg kRNgdof

k/ðiÞg kRNgdof

: (3.12)

The value of the tolerance, �, is problem-dependent, therefore we shall
state its value when specifying each numerical test case later in this paper.
The operator Lg is symmetric positive-definite, therefore the action of the

operator L�1g on a vector is computed using the preconditioned conjugate

gradient (PCG) algorithm from PETSc (Balay et al. 2020). In (Ferguson,
K�oph�azi, and Eaton 2021) we discuss some of nuances and convergence
behavior of computing the action of Lg , which have not changed appre-
ciably between the NURBS-enhanced VEM and the classical VEM.
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3.3.2. The effective multiplication factor (Keff ) or k-eigenvalue nuclear reactor
physics problem

Again, substituting the expansions of Equation (3.8) into the discrete fixed
source problem of Equation (3.7) and performing the steps presented in
Ferguson, K�oph�azi, and Eaton (2021, Section 3.3), yields the following glo-
bal system of equations:

L1 0 ::: 0
0 L2 ::: 0
..
. ..

. . .
. ..

.

0 0 ::: LG

2
6664

3
7775

/1
/2

..

.

/G

2
6664

3
7775�

0 S1, 2 ::: S1, 3
S2, 1 0 ::: S2, 3
..
. ..

. . .
. ..

.

SG, 1 SG, 2 ::: 0

2
6664

3
7775

/1
/2

..

.

/G

2
6664

3
7775

¼ kh

F1, 1 F1, 2 ::: F1, 3
F2, 1 F2, 2 ::: F2, 3
..
. ..

. . .
. ..

.

FG, 1 FG, 2 ::: FG,G

2
6664

3
7775

/1
/2

..

.

/G

2
6664

3
7775 (3.13)

where

Fg, g0 ¼
X
F2T h

vgR
g0

f , FMF:

and Lg and Sg, g0 have the same meaning as in Equation (3.10). Equation

(3.13) may be written write equivalently as: ðL�SÞ/ ¼ khF/: Equation
(3.13) is a generalized eigenvalue problem, the equivalent standard eigen-
value problem would be

ðL�SÞ�1F/ ¼ ch/ where ch ¼ 1=kh (3.14)

The most common method of solving Equation (3.14) for the largest eigen-
value (ch1 ¼ Keff ), is the power iteration (PI). This is the method we have

implemented in this paper. Let /ðiÞg denote the i’th iterate of the group g global

flux vector and KðiÞeff the i’th iterate of the effective multiplication factor. The
power iteration begins by initializing the fluxes to some initial flux profile, in

this case unit scalar neutron flux /ð0Þg ¼ 1 and Kð0Þeff ¼ 1: The iterative proced-

ure then follows Equation (3.15) below (Duderstadt and Hamilton 1976):

/ðiþ1Þg ¼ L�1g
1

KðiÞeff

XG
g0¼1

Fgg0/
ðiÞ
g0 þ

X
g0< g

Sgg0/
ðiþ1Þ
g0 þ

X
g0> g

Sgg0/
ðiÞ
g0

0
@

1
A: (3.15)
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After each full power iteration a new set of fluxes will have been computed:

/
ðiþ1Þ
1 ,/ðiþ1Þ2 , :::,/ðiþ1ÞG

n o
:

After each power iteration the next iterate of the effective multiplication

factor Kðiþ1Þeff may be computed as follows

Kðiþ1Þeff ¼ KðiÞeff

ð
V
Sðiþ1Þf dxð
V
SðiÞf dx

where SðiÞf ¼
XG
g0¼1

�Rg0

f /
h, ðiÞ
g

Following (Ferguson, K�oph�azi, and Eaton 2021) the fission source inte-
grals were computed as follows:ð

V

XG
g0¼1

�Rg0

f /
h
g0 ¼

XG
g0¼1

X
F2T h

�Rg0

f , F

ð
F
/h
g0dx,

where each flux integral in face F is computed as follows:

ð
F
/h
g0dx ¼

ð
F
P0

p/
h
g0 dx if p ¼ 1

jFjdofpNF
vþ1ð/

h
g0 Þ if p> 1

:

8><
>:

The iteration procedure is continued until the convergence criteria pre-
sented in Equation (3.12) is satisfied.

4. The description of topology and geometry

This section shall explain the underlying description of topology and geom-
etry used in this paper for the purpose of implementing the NURBS-
Enhanced virtual element method (VEM) to solve the NDE. First, a brief
review of the doubly-connected edge list (DCEL) shall be presented. The
DCEL is a minimal datastructure which stores vertices, half-edges and faces
and the connections between them in a way which can encode any 2-mani-
fold topology. We use the DCEL to both represent geometric domains,
such as nuclear reactor cores, and curvilinear polygonal meshes used in the
NE-VEM. Second, we present our geometric description of curvilinear pol-
ygons. Our implementation uses non-uniform rational B-spline (NURBS)
curves to describe the loop of edges which bound the polygon and uses
NURBS surfaces to represent the interior of the polygon. Having this geo-
metric description built into the data structure itself means we may imple-
ment exact-geometry numerical quadratures without recourse to an
external computer-aided geometric design (CAGD) modeling kernel such
as OpenCascade, ACIS or Parasolid.
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4.1. The Doubly-Connected edge list

In a computer-aided geometric design (CAGD) context the storage of topo-
logical data entails the encoding of topological entities: 0-cells (vertices), 1-
cells (edges), 2-cells (faces), 3-cells (cells) and even n-cells depending on
the application. When choosing a format in which to store discrete topo-
logical data there is often a tradeoff between low storage requirements and
having fast access to adjacency and incidence relations between topological
entities. Therefore, a careful consideration of the functional requirements
of the application and the likely size of the final meshes is needed to make
an informed decision. An additional consideration is which topological
entities need explicit representation for a given application. For example, in
the VEM, vertices, edges and faces all have degrees of freedom attached to
them. Therefore, having each of these entities explicitly represented in the
mesh greatly eases many common operations: such as finding all the
degrees of freedom coupled to a given degree of freedom (DoF), or enu-
merating the set of degrees of freedom attached to the closure of a face. In
Beall and Shephard (1997) a framework for analyzing these considerations
is presented and applied to examples of mesh data-structures presented in
the numerical analysis literature. Such as an edge-based analysis and refine-
ment (Biswas and Strawn 1994) and volumetric meshes with adaptive
refinement (Kallinderis and Vijayan 1993).
The topology data-structure developed as part of this paper is an imple-

mentation of the double-connected edge list (DCEL) (Muller and Preparata
1978; de Berg et al. 2008). This is a well-known data-structure in com-
puter-aided geometric design (CAGD). The DCEL is capable of represent-
ing any 2-manifold geometry. Vertices, edges and faces each have explicit
representation in the DCEL making it an ideal topology description for the
VEM, where degrees of freedom are attached to each of these entities. The
basic principle of the DCEL is to split each edge going between vertices
ðv1, v2Þ into two half-edges, one being v1 ! v2 and the other v2 ! v1: This
means that the orientation of edges and faces are explicitly encoded into
the DCEL.
The DCEL is defined as a triple ðV, E,FÞ where V is the set of vertex

records, E is the set of half-edge records and F is the set of face records.
Each vertex record v 2 V stores two items (de Berg et al. 2008):

� A reference to an arbitrary outgoing half-edge, denoted outHedge(v),
which has v as its start point.

� A point in the plane x 2 R
2 which represents the embedding of the ver-

tex in R
2, this is denoted by point(v).

Each half-edge record he 2 E stores six items (de Berg et al. 2008):
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� A reference to the twin half edge, which is the second half-edge of a
pair when an edge is split. This is denoted twin(he).

� A reference to the face f on which he is incident. Incidence in this case
is defined as being a member of a ring of half edges which bounds face
f. This is denoted face(he)

� A reference to the edge that comes directly after he in the ring bound-
ing f, this is denoted next(he).

� A reference to the edge that comes directly before he in the ring bound-
ing f, this is denoted prev(he).

� A reference to the vertex v which is the start point of he, this is denoted
origin(he).

� A curve which represents the embedding of the half edge in R
2: This

could be any continuous curve however, in this paper we restrict it to
be a NURBS curve in the plane. This is denoted curve(he). Note,
that the curve belonging to twin(he) must be the exact same curve
with the orientation reversed.

The vertex and half-edge records are illustrated in Figure 2a. The face
records f 2 F are best explained using an example, consider the DCEL in
Figure 2b.
Each bounded face in the DCEL has one outer ring of half-edges that

bound the face from the outside, for example face f2 is bounded by
fhe10, he12g: Additionally, each bounded face may have an arbitrary num-
ber of rings that bound the face from the inside, in the case of f1 these two
rings are fhe9, he11g and fhe13, he21, he19, he17g: A ring bounding a face will
always be oriented such that the face will be to its left (w.r.t to the tangent
vector). Therefore, outer rings run counter clockwise and inner rings will

Figure 2. Illustrations of the vertex and half-edge records (left) and the face records (right).
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run clockwise. The unbounded face, which in this paper will always be
defined as f0, is a face used to delineate the boundary of the DCEL. This face
stretches into infinity in all directions and is also the face bounded by any
rings that form holes in the DCEL. In this paper all of the geometries will be
assumed to be connected, therefore the unbounded face has exactly one inner
ring that bounds it from the inside, in this case it is fhe1, he7, he5, he3g: The
number of outer rings belonging to f0 is equal to the number of holes in the
DCEL, in this case there is just one hole and it is bounded by the ring
fhe14, he16, he18, he20g: To traverse the rings that bound it, each face need
only store a reference to an arbitrary half-edge in each ring. The next()

and prev() pointers may then by followed to traverse each ring. Each face
record f 2 F therefore stores the following (de Berg et al. 2008):

� An array of outer-ring half edges, for bounded faces this will have just
one half-edge which is any half-edge in the outer ring that bounds f.
For the unbounded face this array will have one half-edge for every
hole in the domain and each. This array shall be denoted
outerHedges(f).

� An array of inner-ring half edges, for bounded faces this may have any
number of half-edges in it. For the unbounded face f0 this will have just
one half-edge. This array shall be denoted innerHedges(f).

For a given DCEL the face records are not unique, there would be many
ways to describe the same DCEL. In the case of Figure 2b, a possible set of
values for the face records could be that shown in Table 1 If the DCEL is
in a valid state, with validity defined as being 2-manifold, then the DCEL
will satisfy the Euler-Poincar�e formula:

V�Eþ F ¼ 2ðS�HÞ þ R (4.1)

where V, E, F, S, H and R are the number of vertices, edges, faces, shells,
holes and rings respectively. In R

2 a shell is simply a connected component
of the DCEL. In this paper all geometries will consist of one connected
component so S¼ 1. In the case of Figure 2b we have V¼ 10, E¼ 10,
F¼ 3, H¼ 1 and R¼ 3. Using these values in Equation (4.1) gives 3 ¼ 3,
therefore the DCEL of Figure 2b is a valid 2-manifold geometry.

Table 1. Possible choice of half-edges for defining rings of
face f0.
Face outerHedges(f) innerHedges(f)

f0 he14 he5
f1 he0 fhe11, he13g
f2 he12 ;
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In this paper, Euler operators (Mantyla and Sulonen 1982; M€antyl€a 1983;
Mantyla 1984) are used to construct geometry. These operators add or remove
vertices, edges, faces, shells, holes and rings in such a way as to preserve
Euler-Poincar�e formula at every stage (Mantyla and Sulonen 1982). The Euler
operators serve as manipulation primitives which may be combined to form
complex and intuitive geometric operations which are guaranteed to be 2-
manifold. Although the terms of Equation (4.1) may only have positive integer
values: if one were to briefly consider ðV,E,D, S,H,RÞ to be a vector in R

6,
then the Euler-Poincar�e formula may be thought of a hyperplane with normal
vector ð1,�1, 1,�2, 2,�1Þ: Under this interpretation, the Euler operators
may be thought of as a set of 5 linearly independent vectors in R

6, with inte-
ger values, that span the hyperplane (M€antyl€a 1983). There are many valid
choices for this spanning set however the literature on Euler operators has
converged to the set given in Table 2 (M€antyl€a 1983).
We demonstrate the use of Euler operators to build a square with a hole

inside of it in Figure 3, this is one of the simplest geometries that uses all
five operators.
Both the “mesh” and the “domain”, as they are commonly thought of in the

FEM literature, are represented using the DCEL data-structure. The only differ-
ence between the mesh and the initial domain is that the mesh is subdivided
into many more faces. To remain consistent with the FEM literature, the sub-
script h will be used to refer to the mesh. Therefore, the mesh shall be defined
as a triple ðVh, Eh,F hÞ where Vh, Eh and F h have the same definitions as they
did for the initial domain. All of the geometric information needed to imple-
ment the NE-VEM is stored in point field of each vertex v 2 Vh and in thee
curve field of each half-edge he 2 Eh, this data is generated during
mesh generation.

4.2. The NURBS polygon

The key to implementing the NURBS-enhanced VEM is to have a geomet-
ric description of curvilinear polygons which can serve as a base for

Table 2. The set of 5 Euler operators and their inverses.
Operator Meaning V E F S H R

mvsf make vertex shell face þ1 0 þ1 þ1 0 0
kvsf kill vertex shell face �1 0 �1 �1 0 0
mev make edge, vertex þ1 þ1 0 0 0 0
kev kill edge, vertex �1 �1 0 0 0 0
mef make edge, face 0 1 1 0 0 0
kef make edge, face 0 �1 �1 0 0 0
mekr make edge, kill ring 0 þ1 0 0 0 �1
kemr kill edge, make ring 0 �1 0 0 0 þ1
Mfkrh make face, kill ring, hole 0 0 þ1 0 �1 �1
Kfmrh kill face, make ring, hole 0 0 �1 0 þ1 þ1
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numerical integration. To this end, the edges of the curvilinear polygon
were encoded using NURBS curves and the polygon itself is tessellated into
NURBS surfaces. NURBS are a standard description of geometry which are
ubiquitous in computer-aided geometric design. The knot vector is a non-
decreasing set of real numbers u ¼ ½u1, :::, um� with each ui referred to as a
knot. Repeated knots are permitted and the number of times a knot
appears in a knot vector is referred to as the knot multiplicity. The i’th
half-open interval ½ui, uiþ1Þ, which may have zero length, are referred to as
knot spans. From a given knot vector, a set of B-spline basis functions of
polynomial order p (denoted Ni, pðuÞ) are using the Cox-deBoor recursion
(Piegl and Tiller 1995; Cox 1972; de Boor 1972):

Figure 3. The series of Euler operators used to create a DCEL representing a square with a
hole in it.
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Ni, 0ðuÞ ¼
1 if ui � u< uiþ1
0 otherwise

, p ¼ 0



Ni, pðuÞ ¼

u�ui
uiþp � ui

Ni, p�1ðuÞ þ
uiþpþ1�u

uiþpþ1 � uiþ1
Niþ1, p�1ðuÞ, p> 0

For a knot vector with m knots there will be r ¼ m�ðpþ 1Þ basis func-
tions of order p. Given r points in R

d, denoted Pif gri¼1 where d¼ 2, 3 and
r corresponding wights fwigri¼1, a p-order NURBS curve is defined as
(Piegl and Tiller 1995):

CðuÞ ¼
Xr
i¼1

Rp
i ðuÞPi, where Rp

i ðuÞ ¼
wiNi, pðuÞPr
j¼1wjNj, pðuÞ

:

NURBS curves are non-interpolatory, meaning that the curve does not
pass through its control points unless the corresponding knot has a multipli-
city of p. We give an example NURBS curve and the associated B-spline basis

in Figure 4. If all the weights are equal then Rp
i ðuÞ ¼ Ni, pðuÞ and the NURBS

curve becomes the B-spline curve. Given two knot vectors u ¼ ½u1, :::, um�
and v ¼ ½v1, :::, vn�, two polynomial orders p and q, a r-by-s 2D array of
points Pi, j (where r ¼ m�ðpþ 1Þ and s ¼ n�ðqþ 1Þ) and r-by-s 2D array
of weights wi, j the NURBS surface is defined as (Piegl and Tiller 1995):

Sðu, vÞ ¼
Xr
i¼1

Xs
j¼1

Rp, q
i, j ðu, vÞPi, j,

where Rp, q
i, j ðu, vÞ ¼

wi, jNi, pðuÞNj, qðvÞPr
k¼1
Pq

l¼1wk, lNk, pðuÞNl, qðvÞ

where fNi, pðuÞgri¼1 are the basis functions corresponding to u and
fNj, qðvÞgsj¼1 are the basis functions corresponding to v. Again, when all of

Figure 4. An example NURBS curve and its underlying B-spline basis.
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the weights wi, j are equal then Rp, q
i, j ðu, vÞ ¼ Ni, pðuÞNj, qðvÞ and the NURBS

surface becomes a B-spline surface.
Given a curvilinear polygonal mesh there are two situations which arise

when extracting polygons on which to perform local computations (such as
computing local bilinear forms). The first case is where the polygon is not
incident on any curved external boundaries or internal-interfaces (left poly-
gon in Figure 5) and the second situation is where one or more of the
polygon edges are incident on a curved external boundary or internal inter-
face. In both cases, the objective is to have an NURBS description of the
boundary of the polygon as a loop of NURBS curves and to also have a
NURBS description of the interior of the polygon as a collection of
NURBS surfaces.
Straight-sided polygon: In the straight-sided case each edge ei between

vertices vi and viþ1 is represented with a linear B-spline curve:

p ¼ 1, u ¼ 0, 0, 1, 1½ �, Pif g ¼ vi, viþ1f g, wif g ¼ 1, 1f g: (4.2)

and the interior of each straight-sided polygon is modeled as a collection
of bilinear NURBS surfaces (see Figure 6a) where the vertices of each sur-
face Si are the polygon vertex vi, the midpoint of edge ei which is denoted
vei , the midpoint of edge ei�1 denoted vei�1 and the centroid of the polygon
denoted xF: Each Si therefore has the following definition:

p ¼ q ¼ 1, u ¼ v ¼ 0, 0, 1, 1½ �, Pi, jf g ¼ vi, vei , vei�1 , xff g,

wi, jf g ¼ 1, 1, 1, 1f g:
(4.3)

Curvilinear polygon: In the curvilinear case each edge ei of the polygon
is either a straight line defined using Equation (4.2) or is the curve segment
of a boundary/internal-interface curve corresponding to a parameter inter-
val ½ul, uh� � ½0, 1�: During mesh generation, knot insertion is used to
extract the curve segment corresponding to ei from the boundary/internal-
interface curve and the knot vector of the new curve ei is reparameterised

Figure 5. A curvilinear mesh and an internal, all-straight polygon (left) and a boundary, curvi-
linear polygon (right).

170 J. A. FERGUSON ET AL.



to span ½0, 1� (see (Piegl and Tiller 1995) sections 5.2 and 6.4). The result-
ing curve segment is then stored in the curve field of the half-edge. After
retrieving the curve fields for all ei 2 @F from the DCEL, then the set of
NURBS curves which bound the polygon have been defined. The surfaces
Si describing the interior of the curved polygon are either bilinear quads
using Equation (4.3) if all their edges are straight lines or they are Coons
surfaces if one or more of the boundary edges is curved (see Figure 6b).
Coons surfaces, named after Steven A Coons (Coons 1967; Coons 1974),
are interpolation surfaces which exactly conform to a set of four bounding
curves. The Coons surface is defined as follows:

Sðu, vÞ ¼
Xr
i¼1

Xs
j¼1

Rp, q
i, j ðu, vÞQi, j ¼ S1ðu, vÞ þ S2ðu, vÞ þ S3ðu, vÞ (4.4)

where S1ðu, vÞ is the ruled surface between Cu, 1 and Cu, 2, S2ðu, vÞ is the
ruled surface between Cv, 1 and Cv, 2 and S3ðu, vÞ is the bilinear quad with
corners equal to the endpoints of the boundary curves.

S1ðu, vÞ ¼ C1, uðuÞ þ ð1�vÞC2, uðuÞ, S2ðu, vÞ ¼ C1, vðvÞ þ ð1�uÞC2, vðvÞ:

The steps necessary to construct a Coons surface are to find the orders p
and q, knot vectors u and v, control points Qi, j and weights wi, j such that
Equation (4.4) is satisfied (Figure 7).
The order p in the u-parameter is the maximum of the orders of c1, u

and c2, u and the knot vector u is the merger knot vectors of c1, u and c2, u
(denoted u1,u2). This means that if knot ui 2 u1 or ui 2 u2 then ui 2 u
and the maximum multiplicity of ui in either u1 or u2 is inherited by u
(Piegl and Tiller 1995, Section 8.4). The same steps are performed with c1, v

Figure 6. NURBS tesellations of the polygons highlighted in Figure 5.
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and c2, v to find order q and knot vector v. Next, through a mixture of
order-elevation and knot-insertion (see Piegl and Tiller 1995, Chapter 5)
the knot vectors of S1, S2 and S3 are made to be equal to u and v. After
this step, the number of control points/weights in each surface are equal.
We may then follow the method presented in (Lin and Hewitt 1994) for
finding the control points and weights in homogenous coordinates. For the
internal points in the control net (so for all ði, jÞ 2 2, :::, r � 1f g �
2, :::, s� 1f gÞ we have:

wi, jQi, j

wi, j

� �
¼

w1
i, jP

1
i, j þ w2

i, jP
2
i, j�w3

i, jP
2
i, j

w1
i, j þ w2

i, j�w3
i, j

" #
:

and for all boundary control points (so for all (i, j) where i ¼ 1, r or
j ¼ 1, s)

wi, jQi, j

wi, j

� �
¼

w1
i, jw

2
i, j P1

i, j þ P2
i, j � P3

i, j

� �
w1
i, jw

2
i, j

2
4

3
5:

5. Integration on curvilinear polygons

Accurate integration on curvilinear polygons is accomplished using one of
two methods: Lasserre’s Method (Lasserre 1998) for homogenous functions
and a Subtessellation Method for non-homogenous functions. Lassere’s
Method makes use of the NURBS boundary curves computed in Section
4.2 while the subtessellation method, as the name suggests, makes use of
the NURBS surface representation of the interior of the polygon also com-
puted in Section 4.2. Using the exact-geometry information encoded by the
NURBS curves and surfaces means that the geometric error is eliminated

Figure 7. A loop of four bounding curves (left) and the resulting Coons surface.
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and the VEM attains the theoretical order of accuracy for problems with
curved domains.
The motivation for presenting two methods of integration is that each

method performs a separate function within the VEM implementation pre-
sented in this paper.
Lassere’s method is very computationally efficient for computing integrals

of families of scaled monomials up to a given order. Therefore, it greatly
accelerates the computation of matrices containing scaled monomial inner
products ðma,mbÞ0, F and ðrma,rmbÞ: These inner products are necessary
to construct the local VEM bilinear forms, for more details as to why this is
the case the author should consult (Beir~ao da Veiga et al. 2014)).
The subtessellation method of integration is required to integrate non-

homogeneous functions on curvilinear polygons, the most important appli-
cation of which the computation of source terms of the form: ðf ðxÞ,uiÞ0, F
where f ðxÞ is a prescribed extraneous source.

5.1. Lasserre’s method

Lassere’s method was first presented in (Lasserre 1998) and is a method of
converting integrals of homogeneous functions over a volume (polyhedra
in 3D and polygons in 2D) into the sum of integrals over surfaces (poly-
gons in 3D and edges in 2D). In (Chin, Lasserre, and Sukumar 2015) the
authors extended Lassere’s original method to include non-convex polygons
and polyhedra. Finally, in (Antonietti, Manzini, et al. 2018) the authors
applied the method presented in (Chin, Lasserre, and Sukumar 2015) to
develop very efficient recursive algorithm to compute all of the monomials
up to a given order on arbitrary polygons/polyhedra. In this paper we
implemented the algorithm presented in (Antonietti, Manzini, et al. 2018)
however we modified it to also handle curvilinear polygons. This section
shall review the theory and the pseudocode of our algorithm is given in the
Appendix A.1.

Definition 5.1. Homogeneous function. A homogenous function gðxÞ :
R

d ! R of degree q is any function that satisfies:

gðkxÞ ¼ kqgðxÞ,

Monomials fall into this class of function therefore many computations
in VEM are greatly accelerated by Lasserre’s Method. Consider a polygon

F � R
2 which has a boundary @F made up of a set of curvilinear edges ÊF

and straight edges EF: Using the terminology and notation of (Antonietti,
Manzini, et al. 2018) each straight edge is a subset of a hyperplane in R

2

defined as:
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ei � Hi ¼ x 2 R
2 : x:ni ¼ bi

� �
where ni is the outward unit-normal vector of edge ei the and bi is the per-
pendicular distance of the hyperplane from the origin, see Figure 8 for
an example.
Lasserre’s Method makes use of two results from vector calculus: the first

is Euler’s homogeneous function theorem, which states that for a homoge-
neous function of degree q the following identity holds:

qgðxÞ ¼ rgðxÞ 	 x, (5.1)

the second result is generalized Stokes’ Theorem which states for a vector
field f : F ! R

d that:ð
F
r 	 f gðxÞdxþ

ð
F
f 	 rgðxÞdx ¼

ð
@F
f 	 n gðxÞds: (5.2)

Choosing the vector field to be f ¼ x and substituting Equation (5.1)
into Equation (5.2) yields Lasserre’s method for homogenous functions:ð

F
gðxÞdx ¼ 1

2þ q

ð
@F
x 	 n gðxÞds

¼ 1
2þ q

X
ei2Ê F

ð
ei

x 	 n gðxÞdsþ
X
ei2EF

bi

ð
ei

gðxÞds
" #

(5.3)

For all curvilinear edges ei 2 ÊF direct integration is performed using
Gauss-Legendre quadrature on the underlying NURBS curve, which
assumed to be defined on ½0, 1�: Denoting the NURBS curve parameteriza-
tion as cðtÞ, the quadrature is computed as follows:

Figure 8. Polygon F with an example hyperplane Hi: This is a recreation of ((Antonietti,
Manzini, et al. 2018) Figure 1).
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ð
ei

x 	 n gðxÞds ¼
ð1
0
cðtÞ 	 nðtÞg cðtÞð ÞjJðtÞjdt�

Xnqp
i¼1

cðtiÞ 	 nðtiÞ gðcðtiÞÞwijJðtiÞj

where ti, wi are the quadrature points and weights respectively and nðtÞ
and J(t) are:

nðtÞ ¼ dcðtÞ
dt

���� dcðtÞdt

�����1
R

2

, JðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dcðtÞ
dt
	 dcðtÞ

dt

r

The full quadrature rule on a curve is computed by mapping a standard
Gauss-Lobatto quadrature defined in ½�1, 1� to each non-zero length knot
span ½ui, uiþ1Þ � ½0, 1�: So, given a knot vector with M non-zero knot spans
and a quadrature rule with m points then nqp ¼ m�M: This is a simplis-
tic way to generate quadrature points for NURBS curves and more efficient
methods exist (Hughes, Reali, and Sangalli 2010) which take into account
continuity of the B-spline basis. However, the vast majority of edges in the
EG-mesh are straight lines so the additional computational cost of this
quadrature is negligible.
For all straight edges ei 2 EF we follow the technique introduced in

(Lasserre 1998; Chin, Lasserre, and Sukumar 2015), whereby Lasserre’s
Method is applied recursively to each straight edge in Equation (5.3). Using
the notation of Figure 8, if we define x0, i ¼ vi, 1 to be the origin of Hi we
have: ð

ei

gðxÞdx ¼ 1
ð1þ qÞ jeijgðvi, 2Þ þ

ð
ei

vi, 1 	 rgðxÞds
� �

:

If gðxÞ is polynomial then the term vi, 1:rgðxÞ is a polynomial of lower
order. This property of polynomials lends itself to the design of a recursive
algorithm for computing the integrals of families of monomials up to a
specified order. In (Antonietti, Manzini, et al. 2018) one such recursive
algorithm was presented and has been slightly modified here to allow for
polygons with curvilinear edges. The problem which was solved in
(Antonietti, Manzini, et al. 2018) is is to compute the array:

IFp ¼
ð
F
m1dx,

ð
F
m2dx, :::,

ð
F
mnpdx

� �
, maðxÞ 2 MpðFÞ

as efficiently as possible and without simply resorting to direct quadrature.
Before detailing the algorithm a quick review of properties of scaled mono-
mials is needed.

Property 5.2. Let F̂ be the same as F but translated by �xF: Therefore,
xF̂ ¼ 0: The following identity holds:
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ð
F
miðxÞdx ¼

1

hF̂

axþay ð
F̂
uiðxÞdx where uiðxÞ ¼ xaxyay

Property 5.3. The derivative of a monomial of order p is another monomial
of order p – 1, recalling the single index to multi-index mapping of Equation
(2.1), aði, jÞ : N2 ! N we have:

@

@x
uaða, bÞðxÞ ¼ auaða�1, bÞðxÞ and

@

@y
uaða, bÞðxÞ ¼ buaða, b�1ÞðxÞ

Property 5.2 is crucial if one wishes to used Lassere’s Method as uiðxÞ is
homogenous and miðxÞ is not. Algorithms 1 to 4 in the appendix present the
full algorithm for computing IFp using the method presented in this section.

Once the array of scaled monomial integrals has been computed it may
be stored and used to compute many important quantities in VEM, most
notably the inner products ðmi,mjÞ0, F and ðrmi,rmjÞ0, F: For example,
let’s say miðxÞ has exponents (a, b) and mjðxÞ has exponents (c, d) then
miðxÞmjðxÞ ¼ mlðxÞ where l ¼ aðaþ c, bþ dÞ: Therefore, the inner product
of these two monomials will already have been computed and stored in
IFp ½l�: A similar approach may be employed to compute ðrmi,rmjÞ0, F by

making use of property 5.3.

5.2. Subtessellation method

If the integrand f ðxÞ is not homogeneous i.e. does not satisfy Equation 5.1,
then the method of integration used in this paper is the Subtessellation
Method. Let us assume that polygon F has been decomposed into a set of
(possibly curvilinear) NURBS quads Si using one of the methods given in
the previous section:

F ¼
[

i ¼ 1NF
e Si where Si ¼ x 2 R

2 : x ¼ Siðu, vÞ 8ðu, vÞ 2 0, 1½ �2
n o

:

Then tensor-product Gauss-Legendre quadrature rules of any required

order may be generated on ½0, 1�2 and then mapped onto each NURBS sur-
face Si. An example is presented in Figure 9.
The integral of f ðxÞ may be computed as follows:ð

F
f ðxÞdx ¼

XNF
e

i¼1

ð
Si

f ðxÞdx ¼
XNF

e

i¼1

ð ð
0, 1½ �2

f ðSiðu, vÞÞJiðu, vÞ du dv

where Jiðu, vÞ is the surface Jacobian given by:
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Jiðu, vÞ ¼ det Jiðu, vÞð Þ, where Jiðu, vÞ ¼
@Siðu, vÞ

@u
@Siðu, vÞ

@v

� �
:

Let fulgnqpul¼1 denote the nqpu Gauss-Legendre points on ½0, 1� for the u

surface parameter, let fvmgnqpvm¼1 denote the nqpv Gauss-Legendre points on
½0, 1� for the v surface parameter and let wl,m ¼ wlwm denote the weight at
point ðul, vmÞ then the integral over each NURBS surface of the subtessella-
tion may be written as:ð ð

0, 1½ �2
f ðSiðu, vÞÞJiðu, vÞ du dv�

Xnqpu
l¼1

Xnqpv
m¼1

f Siðul, vmÞwl,mJðul, vmÞð Þ

The subtessellation method presented here is an alternative to method of
integration presented in (Beir~ao da Veiga, Russo, and Vacca 2019;
Sommariva and Vianello 2007), which does not require subtessellation but
rather uses Green’s integration formula to convert an integral of function
f ðxÞ over the polygon into an integral of the antiderivative FðxÞ over the
boundary. The values of the the antiderivative at the boundary quadrature
points are then generated by integrating f ðxÞ along a line perpendicular to
a” base line” and incident on the boundary quadrature point (Sommariva
and Vianello 2007).

6. Numerical results

In this this section shall present a series of numerical tests to demonstrate
the key features of the NECG-VEM. Specifically, the optimal rates of con-
vergence under h-refinement for curvilinear polygonal meshes and
improved rates of convergence in integral quantities (such as scalar neutron
flux integrals) for nuclear reactor physics problems with curvilin-
ear domains.
As a practical matter, when comparing the NECG-VEM to the classical

CG-VEM, we represent linear polygonal meshes with the same DCEL-plus-
NURBS representation described in Section 4. The only difference is that

Figure 9. An example curvilinear polygon (left), its NURBS tessellation (middle) and its quadra-
ture points (right).
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we restrict the NURBS curves attached to half-edges to be linear NURBS
representing a straight lines between two points. Additionally, as we men-
tioned in Section 2, the classical CG-VEM local space and the local NECG-
VEM space coincide when the polygon is linear. Therefore, we do not have
a separate implementation of the classical VEM, it is simply a special case
of the NECG-VEM when all edges in the mesh are assigned linear NURBS
curves. Consequently, the classical CG-VEM on linear polygonal meshes is
just a special case of the NECG-VEM, thus avoiding the need to maintain
two separate VEM codes.
In Section A.3 we provide detail on how the linear meshes approximate

curves, with one implementation simply interpolating curves with line seg-
ments, which we call the non-area-preserved linear mesh as in this case the
areas of material subdomains will be incorrect relative to the geometry. In
the second implementation we displace the vertices of the mesh in such a
way as to force the area to be preserved. We shall refer to this second case
as the area-preserved linear mesh.
All polygonal meshes, both curvilinear and linear, used in this paper

were generated using our own mesh-generator which we developed as part
of this research. The mesh generator itself uses the centroidal Voronoi tes-
sellation to decompose the domain. However, a full description of the
mesh generator is outside the scope of this paper.

6.1. Quadrature comparison

The comparison between Lassere’s Method and subtessellation quadrature,
both in terms of integral errors and computational complexity, was thor-
oughly investigated in (Antonietti, Manzini, et al. 2018) for straight-sided
polygons and polyhedra when computing families of monomials up to a
prescribed order. In this section, we shall provide a brief comparison of the
subtessellation method and Lessere’s method for computing all of the
scaled monomials up to order p¼ 4 on a curvilinear polygon where all
edges are NURBS curves. The purpose of this section is to demonstrate
that both methods yield the same results to within very narrow margin of
one another: a relative difference of less than 1� 10�8 in most cases. The
curvilinear polygon used for this test is presented in Figure 10.
Let ILðmiÞ and ISðmiÞ denote the Lassere and subtessellation approxima-

tions to the integral:
Ð
FmiðxÞdx respectively and let the relative difference

between them be:

dðmiÞ ¼
jILðmiÞ�ISðmiÞj
jILðmiÞj
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The values of ILðmiÞ, ISðmiÞ and dðmiÞ are tabulated in Table 3 up to
order p¼ 4. In the supplementary data we also show that dðmiÞ stays low
(around 1� 10�8) up to order p¼ 10. The conclusion we may draw from
Table 3 is that the use of Lassere’s method to compute scaled monomial
integrals on NURBS polygons does not incur a significant integration error
when compared to direct subtessellation quadrature. The curvilinear poly-
gon presented in this section also represents a worst-case scenario in that
all of the edges are curvilinear. In practice no more than two edges in a
given polygon are curvilinear (Figure 11).

6.2. Method of manufactured solutions

Consider the following geometry comprised of two subdomains V1 and V2

shown below:
The following two-group problem is defined on V ¼ V1 [ V2:

�r: D1r/1

� 
þ R1

r/1 ¼ f1 8x 2 V
�r: D2r/2

� 
þ R2

r/2 ¼ f2 þ R1!2
s /1 8x 2 V

�D1r/1:n ¼ r1 8x 2 @V
�D2r/2:n ¼ r2 8x 2 @V

:

8>><
>>: (6.1)

The values of the material coefficients may be found in the appendix,

Table 7. Letting v ¼ ðv1, v2Þ 2 H1ðVÞ
� 	2

, / ¼ ð/1,/2Þ 2 H1ðVÞ
� 	2

and f ¼
ðf1, f2Þ, Equation (6.2) has the following variational form:

Find / 2 H1ðVÞ
� 	2

such that

Aðv,/Þ ¼ lðvÞ 8v 2 H1ðVÞ
� 	2 ,

(
(6.2)

where

Aðv,/Þ ¼
ðrv1,D1r/1Þ0,V þ ðv1,R1

r/1Þ0,V
þ

ðrv2,D2r/2Þ0,V þ ðv2,R2
r/2Þ0,V�ðv2,R1!2

s /1Þ0,V
and

Figure 10. Curvilinear polygon used in this test case, left image shows the NURBS surface tes-
sellation and the right image shows a substessellation quadrature set of order p¼ 8.
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lðvÞ ¼ ðv1, f1ÞL2ðVÞ þ ðv1, r1Þ@V þ ðv2, f2ÞL2ðVÞ þ ðv2, r2Þ@V :

The source functions (f1, f2), derived in Section A.4, and boundary func-
tions (r1, r2) are selected such that the exact solutions are given by the
same function below:

/̂1 ¼ /̂2 ¼ xþ cos ðyÞ
� 

y� sin ðxÞ
� 

: (6.3)

Equation (6.3) is plotted in Figure 12.
The variational form in Equation (6.2) was solved for VEM orders orders

p ¼ 1, 2, 3, 4, 5 and for two sets of successively more refined polygonal
meshes. The first were curvilinear meshes which were used in conjunction
with the NECG-VEM and the second were linear meshes which were used
in conjunction with the classical CG-VEM. In the linear meshes, curves
were approximated with a series of line segments where the start and end
points lie on the curve (see Section A.3 for more detail). Therefore, the sur-
face areas of V1 and V2 will be under-approximated by the mesh. Some
examples of curvilinear meshes are given in Figure 13. Let h be the average

Table 3. Comparison of integrals of scaled monomials up to p¼ 4.
Scaled monomial ða1, a2Þ ILðmiÞ ISðmiÞ dðmiÞ
m1 (0, 0) 9.2185eþ 00 9.2185eþ 00 6.4745e-13
m2 (1, 0) �6.7486e-06 �6.7486e-06 3.5886e-07
m3 (0, 1) 3.7531e-06 3.7531e-06 2.0452e-07
m4 (2, 0) 4.1114e-01 4.1114e-01 3.9477e-11
m5 (1, 1) 2.2870e-02 2.2870e-02 5.5856e-11
m6 (0, 2) 1.5331e-01 1.5331e-01 3.5220e-11
m7 (3, 0) �2.2822e-02 �2.2822e-02 5.0147e-10
m8 (2, 1) �3.3880e-03 �3.3880e-03 1.7617e-10
m9 (1, 2) 6.8550e-03 6.8550e-03 1.4924e-10
m10 (0, 3) 8.8397e-04 8.8397e-04 1.4388e-09
m11 (4, 0) 3.9709e-02 3.9709e-02 8.7052e-10
m12 (3, 1) 4.9559e-03 4.9559e-03 4.0976e-12
m13 (2, 2) 5.4515e-03 5.4515e-03 6.6281e-10
m14 (1, 3) 1.2520e-04 1.2520e-04 6.7278e-09
m15 (0, 4) 5.1892e-03 5.1892e-03 7.3321e-10

Figure 11. The domain, V ¼ V1 [ V2 used for this MMS test case.
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element diameter for a given mesh and let /h
1 and /h

2 be the discrete VEM
solutions to Equation (6.2) then for every diameter-order pair, denoted
(h, p), both the L2ðVÞ and H1ðVÞ errors were computed as follows:

EL2 /h
1

� �
¼

X
F2T h

ð
F

/̂1 �P0
p/

h
1

� �
/̂1 �P0

p/
h
1

� �
dx

 !1
2

,

and

EH1ð/h
1Þ ¼

X
F2T h

ð
F
r/̂1 �P0

p�1r/h
1

� �
: r/̂1 �P0

p�1r/h
1

� �
dx

 !1
2

,

with the errors for /h
2 having the same definition. Given that the exact sol-

utions /̂1 and /̂2 are infinitely differentiable everywhere in V then the

both /h
1 and /h

2 should converge with OðhpÞ and Oðhpþ1Þ accuracy in the
H1 and L2 norms respectively. Figure 14a and b presents the L2ðVÞ and

Figure 12. Plot of the MMS solution, Equation (6.6), with isolines in white.

Figure 13. Three of the polygonal meshes used to solve Equation (6.3).
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Figure 14. The errors EL2 and EH1 for the case where both exact geometry and polynomial basis
orthogonalisation are enable.
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H1ðVÞ errors for the curvilinear meshes with the NECG-VEM As may be
seen, the expected order of accuracy is attained. Figure 15a and b plots the
errors with the set of non-area-preserved linear meshes solved using the

Figure 15. The errors EL2 and EH1 for the case where exact geometry has been disabled.
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classical CG-VEM. In this case the errors at higher orders (orders >2 for
the L2 error and orders >3 for the H1) are dominated by the geometric
error. The rates of convergence for these higher orders are therefore limited
to the rate of convergence of the geometric error, which is apparently
Oðh2Þ for the L2 error and Oðh3Þ for the H1 error.

6.3. Burnable supercell benchmark verification test case

This problem, originally presented in (Wood and Williams 1984) and
modified in (Owens, K�oph�azi, and Eaton 2017a), is a single group, extrane-
ous, prescribed (or fixed) neutron source problem consisting of 8 identical
fuel pins arranged around a central burnable absorber pin. A schematic of
the geometry is presented in Figure 16 along with two of the curvilinear
polygonal meshes used to solve this problem.
Reflected boundary conditions are prescribed on all four sides of the

supercell. The values of the neutron macroscopic neutron cross sections
and the value of the extraneous, prescribed (fixed) neutron source qðxÞ are
given in Table 4. Additionally, the scalar neutron flux contour of the refer-
ence solution is presented in Figure 17.
The governing equations of this problem are:

�r: DðxÞr/ðxÞð Þ þ RaðxÞ/ðxÞ ¼ qðxÞ 8x 2 V � R
2

�DðxÞr/ðxÞ:n ¼ 0 8x 2 @V



where D ¼ 1=3Rt and Ra ¼ Rt�Rs: Qualitatively, the solution in Figure 17
behaves as one would expect. It is flat and smooth far away from the

Figure 16. The geometry of the burnable supercell problem (left) and a curvilinear polygonal
mesh with 3759 faces (middle) and 6863 faces (right).

Table 4. The nuclear data for the burnable supercell benchmark verification test case.
Material D Rt Rs q

Moderator 0.4411 0.7557 0.7504 1
Fuel 0.6479 0.5145 0.3432 0
Absorber 1 (annulus) 1.5411e-02 21.630 0.3414 0
Absorber 2 (circle) 2.3359e-02 14.270 0.3400 0

184 J. A. FERGUSON ET AL.



moderator-absorber interface while at the interface the solution exhibits a
large gradient in the scalar neutron flux radially out from the center. The
cause of this feature of the solution is the large change in the macroscopic
absorption neutron cross section. Finally, the solution is symmetric with 45
degree symmetry. We shall define four quantities of interest (QoIs) for
this problem:

� The integral of the scalar neutron flux over the moderator Imod:

� The integral of scalar neutron flux over all eight fuel pins Ifuel:
� The integral of scalar neutron flux over the absorber annulus Iab1:
� The integral of the scalar neutron flux over the absorber pin Iab2:

The reference values for these quantities are shown in Table 5.
To generate the error curves shown in Figures 18–21 we solved the burn-

able supercell problem for VEM orders p ¼ 1, 2, 3, 4 and for three separate
sets of polygonal meshes. The first mesh set was curvilinear and exactly
represented the geometry of the burnable supercell from the lowest level of
mesh refinement. The second mesh series was linear and was not area-pre-
served, and the third and final mesh series was also linear but the mesh
was area-preserved. The curvilinear mesh was used in conjunction with the
NECG-VEM while the two linear meshes were used in conjunction with
the classical CG-VEM.

Figure 17. The scalar neutron flux contour of the reference solution.

Table 5. The reference values of the QoIs.
QoI Imod Ifuel Iab1 Iab2
Reference value 1.24426023eþ 02 7.21396107eþ 01 4.09144631e-01 1.42273066e-03

They were computed using an NE-VEM scheme defined on a curvilinear polygonal mesh with 14038 elements
and VEM order p¼ 4, resulting in a scheme with Ngdof ¼ 231927:
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Area preservation in the mesh refers to a process whereby the edges
which approximate curves in linear meshes are pushed outward along the
curve normals to correct the surface areas of each material subdomain.
Section A.3 in the appendix provides more information on the area-preser-
vation process.
For each QoI presented in Figures 18–21, the y-axis is shared between all

three plots to facilitate easy comparison. The exact-geometry VEM result
are the shown in the left images, the non-area-preserved linear mesh (mid-
dle) and the area-preserved linear mesh on the right.

Figure 18. Convergence plots of Imod for the exact-geometry VEM (left), the non-area-preserved
classical VEM (middle) and area-preserved classical VEM (right).

Figure 19. Convergence plots of Ifuel for the exact-geometry VEM (left), the non-area-preserved
classical VEM (middle) and area-preserved classical VEM (right).
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From Figures 18–21, we may observe a few things:

� First, the exact geometry meshes exhibit superior convergence to the
both linear meshes. The p¼ 3, 4 curves are shifted downward consider-
ably and have a steeper slope. This indicates that the geometry error is
not the dominant source of error and that the approximation error of
the global VEM basis is the dominant source of error. As evidenced by
the fact that by increasing the VEM order we both reduce the nominal
value of the approximation error and increase the rate of convergence
under h-refinement.

Figure 20. Convergence plots of Iab1 for the exact-geometry VEM (left), the non-area-preserved
classical VEM (middle) and area-preserved classical VEM (right).

Figure 21. Convergence plots of Iab2 for the exact-geometry VEM (left), the non-area-preserved
classical VEM (middle) and area-preserved classical VEM (right).
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� Second, the non-area-preserved set of linear meshes exhibit sub-optimal
convergence, with the observed order of convergence saturating at
second-order. This implies that the limiting factor in the rate of conver-
gence is the geometric error. Specifically, the rate at which the area of
each material subdomains converge to those of the exact geometry.

� Third, the area-preserved set of linear meshes also exhibit sub-optimal
convergence however the observed order of accuracy saturates at third-
order. So, when compared to the non-area-preserved meshes, this
scheme gains an order of accuracy. This is to be expected as the limit-
ing factor in the geometric error is no longer the rate of convergence of
the material subdomain areas to those of the exact geometry, but rather
the rate of convergence of material interface arc-lengths to those of the
exact geometry. If the arc-lengths between materials are wrong, then
even if the areas of the material subdomains are correct, quantities such
as neutron leakage between domains will be inaccurate.

The QoI which departs from this pattern is the flux integral over the burn-
able absorber pin Iab2: The non-area preserved meshes still exhibit consider-
able loss in accuracy however the area-preserved meshes do not. A possible
explanation is that the scalar neutron flux field in the vicinity of the the burn-
able pin cell almost zero (see Figure 17). Under these conditions it is possible
that for the area-preserved linear mesh, the geometric error is less significant
and approximation error is more significant, thus leading to the situation
where there is not much difference between the area-preserved linear mesh
and the curvilinear mesh with respect to the value of Iab2:
Alternatives to the NECG-VEM would include higher-order isoparametric

FEM, where the description of element geometry uses the same finite element
basis functions as the finite element itself. This means that elements have a piece-
wise polynomial description of geometry. While superior to linear elements, this
description of geometry is still unable to exactly represent conic sections such as
circles and ellipses. Consequently, there will still be a geometric error associated
with these schemes. In a series of papers on the application of Isogeometric
Analysis (IGA) to neutron diffusion and neutron transport (Owens et al. 2016;
Owens et al. 2017b; Owens et al. 2017c; Welch et al. 2017a; Welch et al. 2017b)
the authors found that isoparametric FEM would also exhibit sub-optimal con-
vergence rates in problems with curvilinear domains, for the same reasons the
straight-sided VEM exhibited sub-optimal convergence.

6.4. The 2D OECD-NEA C5G7 benchmark verification test case

The 2D OECD-NEA C5G7 Benchmark verification test case, presented in
(Lewis et al. 2003), is a nuclear reactor physics problem defined on a PWR
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geometry. The benchmark was developed in order to verify the ability of
nuclear reactor physics codes to solve problems without spatial homogen-
ization. The geometry of the problem is presented in Figure 22.
Symmetry along the x and y axes have reduced the problem to a quar-

ter-core geometry consisting of two UOX assemblies and two MOX assem-
blies. Each assembly is a 17� 17 array of nuclear fuel pins surrounded by a
water reflector and each nuclear fuel pin has a radius of 0.54 cm. The val-
ues of the macroscopic nuclear cross section material data may be found in
the OECD/NEA benchmark specification (Lewis et al. 2003).
The quantities of interest (QoIs) are the the Keff , the maximum pin

power Pmin, the minimum pin power Pmin, the power of either MOX

Figure 22. The geometry of the 2D C5G7 benchmark verification test case.

Figure 23. Two examples of C5G7 curvilinear polygonal meshes.
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assembly PMOX, the power of the inner UO2 assembly PUO2i and the power
of the outer UO2 assembly PUO2o: The full mathematical definitions of
these QoIs are in the appendix (Figure 23). A reference solution was calcu-
lated using the VEM with a 129,802-element polygonal mesh and an order
of p¼ 4. This reference solution had 2,028,163 DoFs per group. The values
of the QoIs for this reference solution are given in Table 6.
These values are in good agreement with the values presented in (Welch

et al. 2017a), where a high-fidelity and exact-geometry IGA solution was
calculated. The scalar neutron flux contours of the reference solution are
given in Figure 24 for the g ¼ 1, 3, 5, 7 energy groups. To investigate the
numerical behavior of the exact-geometry VEM, the C5G7 was solved using
a series of 10 polygonal meshes ranging from 22,968 elements to 82,359

Table 6. Reference results for the C5G7 (2,028,163 DoFs).
Keff Pmax Pmin PMOX PUO2o PUO2o
1.18324062 2.52089853 0.24063658 210.82158394 495.45445506 138.90237681

Figure 24. Scalar neutron flux contours for energy groups 1, 3, 5 and 7.
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Figure 25. Errors in QoIs for the C5G7.
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elements and for orders k ¼ 1, 2, 3, 4: The QoIs were calculated for each
mesh-order pair and the relative errors with respect to the reference values
of Table 6 were computed. These errors are plotted in Figure 25. The con-
vergence criterium used to terminate the power iteration was that given in
Equation (3.38); the maximum relative difference between successive iter-
ates of the scalar neutron flux. The tolerance for this criterium was set to
1� 10�12, at this value the C5G7 would require around 137 power itera-
tions to converge. The scalar neutron fluxes were then normalized such
that the fission source is equal to the number of nuclear fuel pins: 1056
(Lewis et al. 2003). ð

V

XG
g¼1

�Rg
f/gðxÞdx ¼ 1056:

Figure 23a and b shows a portion of the 44,802 element mesh and the
82,359 element mesh from which the uniform refinement strategy may be
seen. No adaptive refinement was used, additional elements were simply
added to each region in proportion the surface area of each region.
Looking at the convergence curves of Figure 25 it is clear that for p¼ 2,

3, 4 there is a considerable amount of numerical noise. Particularly for
p¼ 2, 3, the errors jump considerably. The reason for this is that the errors
change sign, making the absolute value of the error appear to jump.
However, it is still clear that the higher order curves are shifted downward
relative to lower order curves and the errors themselves become very small,
showing good agreement with the reference solution.
An additional complication is that the QoIs are a mix of global quanti-

ties, such as the Keff , and more localized quantities such as the min/max
pin powers. Therefore, their error curves will exhibit different convergence
properties depending upon how well converged the flux field is in the
vicinity of the QoI. This is as problem that will be overcome in the future
with adaptive mesh refinement (AMR) techniques which for each region of
the nuclear reactor will converge the scalar neutron flux to roughly the
same tolerance (Figure 26).

7. Conclusion

This paper presented the NURBS-enhanced VEM (NE-VEM) for the solution
of the multigroup neutron diffusion equation (NDE). It extends the research
presented in (Ferguson, K�oph�azi, and Eaton 2021) and addresses the main
disadvantage of VEM presented in that paper: which was the geometric dis-
cretization error incurred by the use of straight-sided polygons to model
curvilinear nuclear reactor geometries. The extension of the VEM to curvilin-
ear polygons with NURBS edges eliminated the geometric discretization error
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from the lowest level of mesh refinement. As a consequence, the convergence
curves for higher-order VEM schemes (p¼ 3, 4) show a marked improve-
ment over those of the conventional VEM for benchmark verification test
cases with curvilinear domains. This effect is demonstrated for a variety of
QoIs, such as the L2 and H1 errors, in Sections 6.2 and 6.3.
The NE-VEM of this paper is built on top of a description of topology

and geometry which is well suited both to specifying the geometrical and
computational domain of interest, such as a nuclear reactor core, and for rep-
resenting curvilinear, polygonal meshes. Therefore, under this regime, the dis-
tinction between what are usually known as the “domain” and the “mesh”
has been eliminated. A benefit of this representation of topology/geometry
over that of say isogeometric analysis (IGA) is that only those polygons
which are incident on curvilinear boundaries or internal interfaces need be
modeled using a NURBS boundary representation. While in IGA usually all
of the elements are curvilinear to some extent as a consequence of the
NURBS patch mapping from parametric space to the physical domain.
Additionally, we presented a method of integrating the scaled monomials

up to a given order on curvilinear polygons. This method, Lassere’s
Method, is very computationally efficient compared to direct quadrature
and greatly reduces the time to compute local bilinear forms. Additionally,
for the integration of functions which are not homogeneous, we presented
a method of generating quadrature rules on curvilinear polygons using a
subtessellation algorithm with Coons patches. We present our subtessella-
tion method as an alternative to the quadrature rule algorithm presented in
(Beir~ao da Veiga, Russo, and Vacca 2019). However our method requires
the bounding curves of the polygon to be NURBS, while the method of
(Beir~ao da Veiga, Russo, and Vacca 2019) does not.
The primary limitation of the work presented in this paper is the lack of

adaptive hp refinement. In each of the benchmark verification test cases we
presented the mesh sequences were uniformly refined. For the purposes of
investigating the convergence rates of QoIs within nuclear reactor physics
benchmark verification test cases this is acceptable. However, for large
industrial nuclear reactor physics problems, where computational efficiency
is paramount, this will be the limiting factor. Therefore, the implementa-
tion of common refinement strategies for the NDE, such as those presented
in (Wang and Ragusa 2009; Wang, Bangerth, and Ragusa 2009), and meth-
ods of transferring solution fields between meshes, is a priority if the VEM
is to have applications outside of academia. Another limitation of the work
presented in this paper is the lack of a formal proof of well-posedness and
a priori error analysis, therefore a more theoretical analysis of the discret-
ization presented in this paper is also a priority.
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A logical next step from the research presented in this paper is to apply
the NE-VEM to the first-order form of the neutron transport equation
(NTE). The NE-VEM has a number of favorable properties for the discrete
ordinate (SN) sweep algorithm used to solve the NTE. This favorable prop-
erty is that for curvilinear meshes only a small subset of the elements will
be curvilinear in shape (e.g. boundaries and some internal interfaces). The
remaining polygonal elements within the mesh can be straight-sided. This
has important implications in that the number of cyclic dependencies,
where downstream fluxes depend on upstream fluxes and vice versa, will
be reduced when compared to say IGA, where all elements can be curvilin-
ear (Owens et al. 2016; Owens et al. 2017b; Owens et al. 2017c).
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Appendix A

A.1. Integration on curvilinear faceted polygons

Algorithm 1: Algorithm for integrating all scaled monomials miðxÞ up to order p

1: Input: Order p and a polygon F
2: Output: Set of scaled monomial integrals on F, IFp :
3: Translate F by �xF to get F̂
4: IFp  IntegrateAllðp, F̂Þ
5: for a¼ 1 to np do
6: q order of maðxÞ
7: IFp ½a�  1

hqF
IFp ½a� . property 5.2

8: end for

Algorithm 2: Algorithm for integrating all monomials uiðxÞ up to order p on face F̂

1: procedure INTEGRATEALL(p, F) . Lassere on face
2: IFp  ½0, :::, 0� . Initialize integrals to zero
3: for ei 2 @F do . For each edge
4: if ei is a linear then
5: Ieip  IntegrateAllðp, eiÞ . integrate all monomials on edge
6: else
7: Ieip  ½0, :::, 0�
8: for a¼ 1 to np do
9: Apply quadrature on curve:

Ieip a½ �  
Xnqp
j¼1

cðtjÞ:nðtjÞ uaðcðtjÞÞwjjJðtjÞj

10: end for
11: end if
12: for a¼ 1 to np do . Add contribution from edge ei to face integral
13: Let ðax, ayÞ be the exponents of uaðxÞ
14: Let q ¼ ax þ ay . Monomial order
15: IFp ½a�  IFp ½a� þ 1

2þq I
ei
p ½a�

16: end for
17: end for
18: return IFp
19: end procedure

Algorithm 3: Algorithm for integrating all monomials uiðxÞ up to order p on
edge e 2 @F̂

1: procedure INTEGRATEALL(p, e) . Lassere on edge
2: Iep  ½0, :::, 0�
3: Ivi, 2p  IntegrateAllðp, vi, 2Þ . integrate on second vertex of edge
4: for a¼ 1 to np do
5: Let ðax, ayÞ be the exponents of uaðxÞ
6: Let q ¼ ax þ ay . Monomial order
7: Let b1 ¼ aðax�1, ayÞ and b2 ¼ aðax, ay�1Þ
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8: Apply quadrature on curve:

Iep a½ � ¼
1

1þ q
jej Ivi, 2p a½ � þ ðx0, iÞ1axIep b1½ � þ ðx0, iÞ2ayIep b2½ �
h i

9: end for
10: return Iep
11: end procedure

Algorithm 4: Algorithm for integrating all monomials uiðxÞ up to order p on vertex v.

1: procedure INTEGRATEALL(p, v) . Lassere on vertex
2: Ivp  ½0, :::, 0�
3: for a¼ 1 to np do
4: Ivp ½a� ¼ uaðvÞ
5: end for
6: return Ivp
7: end procedure

A.2. Quadrature comparison

This section shall present all supplementary data necessary to replicate the test case pre-
sented in Section 6.1. All the bounding curves of the test polygon have the following order,
knot vector and control weights:

p ¼ 2, u ¼ 0, 0, 0, 1, 1, 1½ �,w ¼ 1, 1:5, 1½ �

and the control points:

A.3. Linear polygonal meshes and area preservation

In both the MMS test case and the burnable supercell test case we compare the NE-VEM
to classical VEM. To perform this comparison we must use linear polygonal meshes for the
classical VEM. There are two situations to consider: the first is where there has been no

Coordinate P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

x 0.0000eþ 00 3.2322e-01 1.0000eþ 00 7.5000e-01 1.0000eþ 00 �5.0000e-01 �2.0000eþ 00 �2.8232eþ 00 �4.0000eþ 00 �1.9393eþ 00

y 0.0000eþ 00 6.7677e-01 1.0000eþ 00 2.0000eþ 00 3.0000eþ 00 2.7500eþ 00 3.0000eþ 00 1.8232eþ 00 1.0000eþ 00 7.4253e-01

Figure 26. The control points of the bounding NURBS curves.
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attempt to preserve the area of the mesh and the second is where the mesh has been
altered so that surface areas of material subdomains are preserved between the geometric
domain and the linear mesh. In the non-area-preserved case the vertex coordinates in the
mesh are left unchanged and all higher-order NURBS curves in the mesh are converted to
linear NURBS curves (this is the dashed blue line in Figure 27).

In the area-preserved case, we find all the vertices which lie on internal interface curves
of the material subdomains and push them all outward by some distance d along the out-
ward normals of the pincell at each curve parameter (shown as nðt1Þ and nðt2Þ in Figure
27). The optimal offset distance d is determined as follows: first the set of vertices in the
original curvilinear mesh which lie incident with the boundary of the material subdomain
are found, let us denote this set vi ¼ ðxi, yiÞ

� �N
i¼1 and let us assume it is ordered counter-

clockwise around the outer boundary of material subdomain. The area of the polygon
enclosed by this loop is given by:

Apoly ¼
1
2

XN
i¼1

xiyiþ1�xiþ1yi, where ðxNþ1, yNþ1Þ ¼ ðx0, y0Þ

Next, we compute the outward normal ni ¼ ðni, x, ni, yÞ to the pincell boundary at each
point vi: Let us assume the material subdomain has area A, then the offset distance d is
computed as a minimization problem:

d ¼ arg min
d2Rþ

A� 1
2

XNþ1
i¼1
ðxi þ dni, xÞðyiþ1 þ dniþ1, yÞ � ðxiþ1 þ dniþ1, xÞðyi þ dni, yÞ

 !2

Once the offset d has been found each of the vertices vi are displaced by dni: After this
has been done, and all higher-order NURBS curves are replaced with linear NURBS curves
between the newly computed vertices, the material subdomains of the linear mesh now
have the same surface areas as the curvilinear mesh but are composed solely of lin-
ear elements.

Figure 27. Illustration of the exact-geometry line segment (thick red arc), the non-area pre-
served linear approximation (dashed blue line) and area-preserved approximation (solid
blue line).
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A.4. Method of manufactured solutions

This section shall provide all the supplementary information needed to replicate the MMS
benchmark verification test case of Section 6.2, beginning with the values of the macro-
scopic nuclear cross section material data are presented in Table 7.

Next, the construction of the forcing functions f1 and f2 shall be explained. Let D1
V1
¼

D1jV1
and D1

V2
¼ D1jV2

, with the same subscript used for the other quantities to denote the
same meaning. Let dðxÞ : R2 ! R be the signed distance function of V1, which is defined
as:

dðxÞ ¼ sgnðxÞminy2@V1kx� yk
R

2 , where sgnðxÞ ¼ �1 if x 2 V1

1 otherwise
:



The distance function has two important properties which also provide useful informa-

tion. First, for x 2 V1 the gradient rdðxÞ points in the direction of the closest point on
@V1, denoted y. Second, provided x is not equidistant to more than one point on @V1,
that rdðxÞ is equal to the outward normal vector at the nearest point y, this normal vector
shall be denoted nðxÞ: An example is presented in Figure 28.

Computing the signed distance function of a general curve is a non-trivial task typically
accomplished by solving the Eikonal equation, krdk

R
2 ¼ 1, using fast marching methods.

A survey of which may be found in (Sethian 1999). However, because the boundary curve
@V1 in the present test case is a circle of radius R¼ 3 and center (0, 0), albeit in NURBS
form, the distance function has a simple expression. Letting x ¼ ðx1, x2Þ, the distance func-
tion may be written as:

dðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x21 þ x22

q
�R

Therefore, all of the physical quantities may be written in the same way as D1 is below:

D1ðxÞ ¼ D1
V1 þ D1

V2 � D1
V1

� 
HðdðxÞÞ ¼ D1

V1 þ D1½ �½ �HðdðxÞÞ,

Table 7. Table of macroscopic nuclear cross section material data.
D1 D2 R1

r R2
r R1!2

s

V1 2.0 3.0 0.5 0.9 0.2
V2 4.0 6.0 1.2 1.4 0.4

Figure 28. On the left are the isolines of dðxÞ, on the right is an illustration of the properties
of rdðxÞ for x 2 V1:
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where HðtÞ : R ! R is the Heaviside step function and ½½D1�� denotes the jump in D1

across the discontinuity. Substituting this description of the physical quantities and the
manufactured solutions, /̂1, /̂2, into Equation (6.2) to gives:

f1 ¼ �r: D1r/̂1

� �
þ R1

r /̂1

f2 ¼ �r: D2r/̂2

� �
þ R2

r /̂2�R1!2
s /̂1:

Therefore, the source functions are piecewise continuous with a discontinuity at @V1:

The diffusion terms require some further explanation as they include derivatives of discon-
tinuous functions, beginning with the diffusion term for /̂1 :

�r: D1r/̂1

� �
¼ �r: D1

V1 þ D1½ �½ �HðdðxÞÞ
� �

r/̂1

� �
¼ �r: D1

V1
r/̂1

� �
�r: D1½ �½ �HðdðxÞÞr/̂1

� �
¼ � D1

V1
þ D1½ �½ �HðdðxÞÞ

� �
r2/̂1|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

term 1

� D1½ �½ �rHðdðxÞÞ:r/̂1|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
term 2

:

Term 1 is a volume source, defined for all V, and may be written as:

� D1
V1
þ D1½ �½ �HðdðxÞÞ

� �
r2/̂1 ¼

�D1
V1
r2/̂1 if x 2 V1

�D1
V2
r2/̂1 if x 2 V2

:

(

Term 2 is a line source, defined only on @V1, and is computed as follows. Beginning
with the rHðdðxÞÞ term:

@

@xi
HðdðxÞÞ ¼ @HðdðxÞÞ

@dðxÞ :
@dðxÞ
@xi

¼ dðdðxÞÞ @dðxÞ
@xi

,

where dðtÞ is the Dirac delta distribution. Therefore, rHðdðxÞÞ ¼ dðdðxÞÞrdðxÞ:
Substituting this back into term 2 gives:

D1½ �½ �rHðdðxÞÞ:r/̂1 ¼ D1½ �½ � dðdðxÞÞrdðxÞð Þ:r/̂1

The same result can be reached for the group 2 diffusion term, �r:ðD2r/̂2Þ, using the
same argument.

To see how the forcing linear forms are computed in practice, consider the forcing term:

v1, f1ð Þ0,V ¼ v1, �r: D1r/̂1

� �
þ R1

r /̂1

� �
0,V

¼ � v1,D
1
V1
r2/̂1

� �
0,V1

� v1,D
1
V2
r2/̂1

� �
0,V2

þ D1½ �½ � v1,n1:r/̂1

� �
0, @V1

þ v1,R
1
r /̂1

� �
0,V

Where n1ðxÞ ¼ rdðxÞ, x 2 @V1, is the outward normal to @V1: This is a property of
the distance function which was explained earlier.
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