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Abstract

Horizontal scaling of Machine Learning algorithms has the potential to tackle concerns over the

scalability and sustainability of Deep Learning methods, viz. their consumption of energy and

computational resources, as well their increasing inaccessibility to researchers. One way to enact

horizontal scaling is by employing ensemble learning methods, since they enable distribution.

There is a consensus on the point that diversity between individual learners leads to better

performance, which is why we have focused on it as the criterion for distributing the base

models of an ensemble. However, there is no standard agreement on how diversity should be

defined and thus how to exploit it to construct a high-performing classifier. Therefore, we

have proposed different definitions of diversity and innovative algorithms which promote it in

a systematic way.

We have first considered architectural diversity with an algorithm called WILDA: Wide Learn-

ing of Diverse Architectures. In a distributed fashion, this algorithm evolves a set of neural

networks that are pretrained on the target task and diverse w.r.t. architectural feature descrip-

tors. We have then generalised this notion by defining behavioural diversity on the basis of the

divergence between the errors made by different models on a dataset. We have defined several

diversity metrics and used them to guide a novelty search algorithm which builds an ensemble

of behaviourally diverse classifiers. The algorithm promotes diversity in ensembles by explicitly

searching for it, without selecting for accuracy. We have then extended this approach with a

surrogate diversity model, which reduces the computational burden of this search by eliminating

the need to train each network in the population with stochastic gradient descent at each step.

These methods have enabled us to investigate the role that both architectural and behavioural

diversity play in contributing to the performance of an ensemble.

In order to study the relationship between diversity and accuracy in classifier ensembles, we

have then proposed several methods that extend the novelty search with accuracy objectives.

Surprisingly, we have observed that, with the highest-performing diversity metrics, there is an

equivalence between searching for diversity objectives and searching for accuracy objectives.

This contradicts widespread assumptions that a trade-off must be found by balancing diversity

and accuracy objectives. We therefore posit the existence of a diversity-accuracy duality in

ensembles of classifiers. An implication of this is the possibility of evolving diverse ensembles

without detriment to their accuracy, since it is implicitly ensured.
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Chapter 1

Introduction

1.1 Motivation

Deep Learning (DL) techniques have revolutionised the field of Machine Learning (ML) in

recent years, providing high-performing neural network models for solving a number of complex

tasks, such as Computer Vision (CV) and Deep Reinforcement Learning (Deep RL). However,

concerns have been raised over the scalability of these methods, as well as their consumption of

computational resources. The best performing networks often have very large numbers of layers

and millions of parameters, exhibiting a type of scaling that has been mostly vertical. Some DL

algorithms run for days [SXZ+20b, SWX+19]. This raises important questions regarding the

environmental sustainability of DL methods [SGM19]. In addition, the computational power

required to run these algorithms also compromises their democratic accessibility to researchers

[AW20]. Therefore, the main motivation behind our work has been the need for DL to be

complemented with a paradigm that we call Wide Learning (WL), promoting horizontal scaling.

Distributed learning techniques have been proposed as a way of enacting horizontal scaling

[XHXD15]. Since ensemble methods enable distribution, they are especially suited to this task.

Ensemble models are capable of outperforming their individual learners w.r.t. predictive accu-

racy by taking an average of the individual predictions, thereby decreasing the variance of the

final prediction. They can often be much more accurate than the individual classifiers they

1



2 Chapter 1. Introduction

encompass if they are sufficiently diverse [Die00]; their individual members do not themselves

have to be complex or high-performing [HP04]. Because of this, we have focused upon diversity

as the criterion for distributing the base models of an ensemble. Within the context of Evolu-

tionary Computing (EC) and Genetic Programming (GP), explicitly searching for diversity, i.e.

evolutionary algorithms which favour divergence of solutions rather than convergence, has been

found to be beneficial in some applications as it addresses issues with local optima and function

plateaus (e.g. [LS08, LS11a, Mou11, LS11b, MC15]). Diversity can be measured in terms of a

distance metric between solutions, as in [LS11a], or with respect to a set of diversity features,

as in [MC15]. However, in the context of ensemble learning, there is no standard agreement

on how diversity should be defined and thus how to exploit it to construct a high-performing

classifier.

1.2 Research Programme

With the overarching goal of systematising the new Wide Learning paradigm, we sought to

develop methods which systematically promote diversity amongst individual neural network

architectures, serving as a criterion for distributing and constructing a high-performing en-

semble of classifiers. When considering neural network models, one type of diversity is archi-

tectural diversity. We studied this type of diversity with an algorithm called WILDA (Wide

Learning of Diverse Architectures) [CHP20, CHKP21a], which integrates ML and Evolutionary

Computation (EC) to train a classification model. This approach first trains an ensemble of

low-complexity artificial neural networks (ANNs), each of which extracts a feature vector from

each data point. In a second phase, the features extracted from the ensemble are aggregated

in a single shallow model to solve the classification task. In order to promote architectural

diversity, we turned to a relatively recent class of algorithms from EC known as quality di-

versity (QD) algorithms [PSS16]. These algorithms return an archive of diverse, high-quality

solutions to a problem in a single run, where diversity is defined by the user with respect to

features of interest. In a distributed fashion, this algorithm exploits the QD approach to evolve

a set of neural networks that are pretrained on the target task and diverse w.r.t. architectural
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feature descriptors. Each neural network extracts a feature vector that can be used in the

final classification. After concatenating all the feature vectors extracted by the models in the

ensemble, a single shallow neural network is trained using only these as input. The goal behind

this algorithm was to investigate the role that architectural diversity plays in contributing to

the performance of the ensemble.

Another type of diversity is behavioural diversity, which can be defined on the basis of the

divergence between the errors made by different models on a dataset. Another goal of this

research programme was to study the influence of behavioural diversity on ensemble accuracy

and to compare it with architectural diversity. Because there is no standard definition for

behavioural diversity, we proposed several error diversity metrics. These metrics were then

used to guide a novelty search (NS) [LS11a] algorithm to build an ensemble of behaviourally

diverse classifiers, searching over a space of neural network architectures by maximising a

novelty score defined by the behavioural metric w.r.t to the other individuals in the population.

Each individual network discovered is optimised using stochastic gradient descent (SGD) on a

training dataset before its novelty score is calculated. Networks with high-scoring novelty are

iteratively added to an archive which forms the final ensemble. The method therefore explicitly

searches for diversity amongst learners. Diversity drives not only this search, but also the

construction of the final ensemble.

With the goal of reducing the computational burden of the search, we then improved on this

novelty search (NS) procedure with a surrogate diversity model that eliminates the need for

training each neural network with stochastic gradient descent at each iteration. Another goal of

our research has been to study the relationship between ensemble diversity and individual model

accuracy. With that in mind, we extended the NS with several methods which combine diversity

and accuracy objectives, ranging from favouring only diversity to favouring only accuracy.
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1.3 Structure

Figure 1.1 illustrates the structure of this thesis and the flow between the chapters. Chapter 2

critically reviews the background literature relevant to our research programme, focusing on

the limitations of typical Deep Learning methods, ensemble learning as a technique enacting

the Wide Learning paradigm, and diversity as a potential criterion for distributing wide mod-

els. The result of this analysis informs our first attempt at tackling the problem of creating

diversity systematically. In Chapter 3, we propose an algorithm called WILDA, which evolves

an architecturally diverse ensemble. This was a first proof of concept, which we applied to

simple problem domains. We then generalised this approach with a novelty search (NS) algo-

rithm for creating explicit behavioural diversity, described in Chapter 4. Although this led to

promising results, the algorithm was very computationally intensive because it required train-

ing all the neural networks in the current population with gradient descent at every step of

the search in order to calculate diversity values. Chapter 5 explains how we improved on the

NS approach with a surrogate model which estimates diversity, reducing the computational

burden of the search. We then studied the influence of adding accuracy objectives to the NS

with different methods combining diversity and accuracy, described in Chapter 6. It was as a

result of the work presented in that chapter that the surprising observation was made of the

equivalence between searching for diversity and accuracy objectives under certain conditions,

i.e. the diversity-accuracy duality. Chapter 7 summarises the work reported in this thesis and

points towards future research.

1.4 Contributions

The contributions of this thesis are twofold. We made specific contributions with innovative

methods for explicitly and systematically searching for, and thereby creating, diversity. This

included a number of diversity metrics, several algorithms, and their implementation — so

that an empirical analysis could be carried out. This enabled us to investigate the role that

both architectural and behavioural diversity play in contributing to the performance of an
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Figure 1.1: Thesis structure and flow
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ensemble. The experimental results show that running the NS with the error diversity metrics

we proposed leads to higher-performing ensembles than other metrics commonly used in the

literature and that the ensembles generated in this way significantly outperform those that use

either only implicit measures to encourage diversity or random search approaches that simply

reward it. By extending the NS with accuracy objectives, we contributed with insights into the

relationship between diversity and accuracy in classifier ensembles.

Additionally, there is an overall contribution that emerges holistically from the work developed

throughout this research programme: the notion of a diversity-accuracy duality in the ensembles

evolved by our methods, under certain conditions and for the problem domains considered

here. Following widespread assumptions, we were expecting that a trade-off must be found by

balancing diversity and accuracy objectives. We were also expecting that improving individual

model accuracy would lead to decreased diversity and vice-versa. Surprisingly, however, we

observed that, for the highest-performing diversity metrics, there was an equivalence between

searching for diversity objectives and searching for accuracy objectives, using our generic search

method. While a further study of this equivalence is required in order for us to be able to draw

stronger conclusions, this result is nevertheless significant because it challenges notions about

the need to trade off diversity for accuracy and instead suggests that the two are interchangeable

and correlated in particular conditions. An implication of this is the possibility of designing

better algorithms which evolve diverse ensembles without detriment to their accuracy, since it

is implicitly ensured.

This research programme contributed with several publications. The work presented in Chap-

ter 3 resulted in publications in GECCO 2020 [CHP20] and EvoStar 2021 [CHKP21a]. The

work of Chapter 4 was published in GECCO 2021 [CHKP21b]. Chapter 5 resulted in a paper in

EvoStar 2022 [CHKP22], which was awarded best paper in the Evolutionary Machine Learning

(EML) track. Finally, a paper sharing the results of Chapter 6 has been accepted at GECCO

2022.



Chapter 2

Wide Learning and Diversity

2.1 Introduction

In this chapter, we review background work relevant to this research programme. In Section 2.2,

we discuss the achievements and shortcomings of Deep Learning (DL) techniques and compare

them to what we call Wide Learning, i.e. methods which scale horizontally, growing wider

rather than deeper. In Section 2.3, we review ensemble learning and how this technique readily

lends itself to distribution and parallel computing, thus enacting the Wide Learning paradigm.

In Section 2.4, we discuss the use of evolutionary methods in ensemble learning, since these

methods have been used extensively to evolve diverse ensembles, which is precisely the focus

of our work. In Section 2.5, we focus on a particular class of evolutionary algorithms called

Quality Diversity algorithms, which are applied in a number of problem domains to search

for solutions which are simultaneously diverse and accurate. In Section 2.6, we review current

notions about the relationship between diversity and individual model accuracy in ensembles of

classifiers and the trade-off between the two with regard to final ensemble performance. Finally,

in Section 2.7, we review the use of surrogate modelling in Evolutionary Computing (EC) and

in neural architecture search (NAS), since we have employed surrogate models throughout our

work.

7
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2.2 Deep Learning and Wide Learning

Deep Learning (DL) techniques have revolutionised the field of Machine Learning (ML) in recent

years. [LBH15] reviews how DL methods have dramatically improved the state of the art in

domains such as speech recognition, Computer Vision (CV), and video and audio processing.

[Sch15] explains how deep neural networks are capable of learning better representations than

shallow neural networks due to their ability to learn longer, deeper chains of causal links

between actions and effects. [LKB+17] survey DL techniques used for medical image analysis,

discussing current challenges as well as high-profile success cases where deep neural networks

have outperformed human experts. The ability of DL to learn useful representations has made

it an important tool for natural language processing (NLP) tasks, as reviewed by [YHPC18],

since NLP often requires word embeddings. Another highly successful application of DL is

object detection. [ZZXW19] review state-of-the-art techniques for generic object detection,

salient object detection, face detection, and pedestrian detection. Deep neural networks have

also been applied as a policy gradient Reinforcement Learning (RL) technique to the problem of

learning to play challenging board games better than humans, with AlphaGo [SHM+16, SSS+17]

and AlphaZero [SHS+18]. Convolutional neural networks (CNNs) are the typical design used

in deep neural networks, especially in image processing tasks since they are especially suited to

deal with two-dimensional shapes, thereby outperforming other techniques [LBBH98a].

Despite all their potential and successes, concerns have been raised over the scalability of these

methods, as well as their consumption of computational resources. The best performing deep

networks often have very large numbers of layers and millions of parameters, exhibiting a type

of scaling that has been mostly vertical. It is not at all uncommon for state-of-the-art DL

algorithms to run for days, such as [SXZ+20b, SWX+19], or even weeks, such as the original

version of AlphaGo [SHM+16]. Amongst other things, this raises important issues regarding the

environmental sustainability of DL methods. Training an instance of some of the most complex

DL models can result in CO2 emissions many times greater than an average car throughout

its lifetime [SGM19]. The computational power required to run these algorithms also poses

important questions regarding their democratic accessibility to researchers. There is a growing
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divide between the research outputs of large tech companies and that of even elite universities,

with knowledge production being concentrated in a small number of big players in the interests

of their own privatised profits [AW20].

In this research programme, we have striven to propose a new paradigm, which we call Wide

Learning (WL), capable of complementing current DL techniques. The WL paradigm promotes

horizontal scaling, with models that grow wider rather than deeper. Not only does the WL

paradigm have the potential to tackle the above-mentioned issues concerning the sustainability

and accessibility of DL methods, it can also address some technical challenges for DL with mod-

els which scale more effectively. [ZK16] show that Wide Residual Networks (WRNs) scale much

better than deep residual networks: increasing width by a small factor results in similar per-

formance gains as adding thousands more layers. Wide neural networks can overcome several

difficulties that emerge when training deep neural networks, namely exploding/vanishing gradi-

ents and degradation [MTC18], i.e. the increase in both training and test error when increasing

the depth of architectures. [ZK16] show that WRNs are capable of achieving state-of-the-art

performance in image classification tasks while having considerably fewer layers than standard

residual networks (ResNet) [HZRS16a] and being several times faster to train. Throughout our

work, we focus on ensemble learning as one way to scale horizontally, i.e. in width, rather than

vertically, i.e. in depth.

2.3 Ensemble Learning and Distributed Models

Distributed learning techniques have been proposed as a way of enacting horizontal scaling

[QWD+16, PG13, XHXD15]. [XHXD15] point out that some models are so complex, with

millions to billions of parameters, that they need to be distributed across clusters with thousands

of machines. Splitting a model into components and distributing these components is one way

to carry out this task (e.g. [DCM+12, HU16, CGDS20]). However, harnessing the power of

very large data centres to distribute very complex models is not the point of our research

programme. We are instead interested in developing methods which can serve as the basis
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for distributing models which are not very deep or complex across a set of reasonably priced

machines. [ZK16] propose a change of paradigm whereby models are scaled by increasing their

width rather than their depth. As we discussed in Section 2.2, they propose a new architecture

based on residual networks [HZRS16b] called wide residual network (Wide ResNet). They

show that these wide architectures result in better accuracy and efficiency than that of deep

neural networks. Although they do not perform distribution of these neural networks, the

fact that they scale wider rather than deeper suggests that such a strategy could be applied

successfully here. Throughout our work, we have instead focused on ensemble models, since

they are especially suited to distribution. We evolve ensembles which we then distribute across

both multiple GPUs and multiple machines.

Ensemble methods consist of building a set of models and then aggregating their outputs to form

a collective prediction, rather than relying on the predictions made by a single model. [Die00]

reviews typical ensemble methods which result in classifiers whose accuracy is greater than that

of their individual components and identifies three fundamental reasons why ensembles can

perform better than singular models. The first reason is statistical : different models can induce

different hypotheses which all adequately explain the training data, but which will generalise

differently on test data. The second reason is computational and concerns the vulnerability of

individual models performing local search to local optima. The third reason is representational :

the underlying function explaining the data might not be representable by any of the individual

models, but could be better approximated by an ensemble aggregating all those models.

The diversity of an ensemble is crucial to its performance and is the subject of extensive

research [BWT05]. However necessary a condition, [Die00] points out that diversity itself is

not sufficient to ensure that an ensemble outperforms its base learners and that these must be

simultaneously diverse and accurate. The notion of diversity of interest here may be understood

as the level of disagreement amongst the learners in an ensemble with regard to each data point,

expressed by how different their errors are. Whereas for regression ensembles it is possible

to derive an exact mathematical formulation for this diversity by calculating the covariance

matrix of predictions [BWT05], which can be incorporated in the loss function, its definition

for classification ensembles is less obvious, thus posing challenges. The literature proposes
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different metrics for measuring diversity (e.g. [Van05, KW03]), which attests to the vagueness

of this concept when tackling ensembles of classifiers. Some of these metrics are pairwise,

i.e. measured locally between each pair of learners, or non-pairwise, i.e. a single measure

which expresses the global diversity of the ensemble. [BC19] propose a diversity metric for

classification ensembles based on error decomposition, which is typically applied to regression

ensembles. They conduct a theoretical investigation into the relationship between this metric

and the generalisation of ensembles which informs the design of an ensemble pruning method.

However, their analysis only applies to binary classification problems and the diversity metric,

which results from their theoretical derivation of error decomposition, is just a weighted sum

of the differences between the prediction made by the ensemble and the predictions made by

individual classifiers, i.e. it is a non-pairwise metric. While a similar pairwise metric could

easily be formulated, the issue here is that diversity between two models is taken to mean

that one of them classifies the example correctly and the other does not. A useful metric in a

real-world multinomial classification problem should adequately distinguish between different

errors in order to be practical.

Generation of diversity in ensembles is mostly done implicitly : setting different initial weights in

each model, using different training data, different architectures, or different learning algorithms

[GCJ15]. While it is hoped that these approaches will generate enough diversity, this process

is not directly controlled. Several multiobjective methods have been suggested which explic-

itly maintain a certain level of diversity in the Pareto fronts. For example, [PDCV10] present

an immune-inspired multiobjective optimisation algorithm which optimises two objectives, the

diversity of the ensemble and the output error, comparing it with another single-objective algo-

rithm which only minimises errors and relies on implicit diversity. They use the disagreement

metric, which we also apply in our work. They find that implicit diversity leads to a higher

performance gain than their multiobjective approach, which suggests that this explicit diver-

sity metric may not be fit for purpose. [SL15] explore the relationship between diversity and

performance in the context of noise detection and observe that more diverse ensembles achieve

higher precision but lower recall. [BM17] perform a similar analysis using random forests in

the context of remote sensing classification. [ZZ13] present a semi-supervised method operat-
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ing over unlabelled data to increase the diversity amongst the base learners in an ensemble.

[GLL+18] propose a diversity-based metric for performing ensemble pruning, i.e. reducing the

size of an ensemble by selecting a subset for prediction. [DYL17a] also tackle ensemble pruning

with a metric based on both diversity and accuracy. In another demonstration of how there

is no standard definition of diversity in classifier ensembles, [BHBK05] introduce yet another

diversity metric and use it in a method for decreasing the size of an ensemble, called “thinning”.

Our main research objective was to go beyond related work in the literature by both investigat-

ing multiple definitions of diversity, so as to obtain insights into which diversity metrics result

in better-performing ensembles, and designing algorithms which explicitly create diversity in

classifier ensembles.

2.4 Evolutionary Methods in Ensemble Learning

The use of evolutionary methods is commonplace in tackling the problem of ensemble learning.

[ZB04] construct an ensemble of Genetic Programming (GP) classifiers trained on different small

subsets of the training data. They ascribe the higher classification accuracy and less overfitting

observed with their approach, in comparison with alternative methods, to the increased diversity

provided by the GP search. [BSI19] propose an evolutionary algorithm to construct a committee

of neural networks and hybridise it with transfer learning in an attempt to reduce computational

time. They define diversity in terms of architectural diversity and incorporate it in the fitness

function. [BJZY12] employ a multiobjective GP approach to evolve classifier ensembles that

are both accurate and diverse in order to tackle the problem of unbalanced data, which calls

for increased diversity amongst learners. They encourage diversity w.r.t. to the class output of

learners by adding a correlation term in the fitness function, as well as a population-level penalty

term. They refine their approach in [BJZY13]. [NP15] present yet another multiobjective

approach for simultaneous feature selection and design of an ensemble of classifiers, but diversity

is not defined as an explicit objective.

[GPHMOB05] evolve ensembles of neural network models using a cooperative coevolution algo-
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rithm for ensuring that the models in each ensemble perform well together. In a similar capacity

to some of the other papers just mentioned, they use a multiobjective optimisation approach

to incorporate four objectives of diversity: correlation, a metric of functional diversity, mutual

information, and the Q statistic ([KW03]). Of particular interest to our work is neuroevolution

[FDM08] and neural architecture search (NAS) [SZZ+20, RAHL19, SM02a, LCS+19], which

refer to techniques evolving and searching for diverse architectures and sets of hyperparameters

to construct neural network models. Optimising hyperparameters is an open problem which is

often tackled in an ad hoc fashion; evolutionary methods can provide a solution to this problem

by harnessing parallelisation to enhance the exploration of vast search spaces [SCLM19]. This

is precisely what we have done in our work with a particular class of evolutionary algorithms

called quality diversity algorithms, which return a set of diverse solutions rather than optimising

a single objective fitness. This is discussed in the next section.

2.5 Quality Diversity Algorithms

As discussed before, diversity, in particular behavioural diversity, defined in terms of the error

diversity, is key to the performance of ensemble models [Die00] and hence is a crucial factor in

its design. The relatively recent paradigm of quality diversity (QD) [PSS16] algorithms within

the evolutionary algorithms (EA) field — which aim to find a maximally diverse but high-

performing collection of individuals for a given optimisation task — thus appears ideally suited

to this goal. Specifically of interest to our work is the ability of QD methods to produce a diverse

repertoire of optimised solutions in a single run. The methods have received much attention

in the Evolutionary Robotics (ER) literature to evolve behaviourally or structurally diverse

robots [CCTM15, MC15] but much less attention elsewhere, with the exception of a handful

of papers in the combinatorial optimisation domain (e.g. [UH18]). A single example within

ML [SMPS15a] uses a QD algorithm (novelty search) as an approach to unsupervised feature

learning in a method that continually accumulates features that make novel discriminations

amongst a training set (with no regard to the classification task), showing that after generating

approximately 3000 features, a simple two-layer network performed well compared to other



14 Chapter 2. Wide Learning and Diversity

shallow architectures.

Multiple variants of QD algorithms exist which enact this paradigm of explicitly searching for

diverse ensembles of classifiers. For example, MAP-Elites illuminates search spaces, i.e. it

enables researchers to gain insight into how interesting characteristics of solutions combine to

affect solution quality. For the first time, we propose that the MAP-Elites algorithm [MC15]

be employed to evolve a set of optimised architectures that are diverse w.r.t. their structure, as

explained in Chapter 3. The characteristics of interest we consider are therefore the hyperpa-

rameters describing the architecture of a network.

Another approach to evolving diverse solutions is to apply novelty search (NS) [LS11a]; this

is an approach to evolutionary computation which, instead of rewarding objective fitness, re-

wards the novelty of a solution compared to those in the current population and an archive

of previously discovered solutions. Novelty is domain-specific and can be determined w.r.t.

the behaviour of a solution or its genotype. Variants of the method include an element of

local competition (NSLC [LS11b]), which forces solutions which are close in the novelty space

to compete with their neighbours based on objective fitness. This approach has been found

to deal well with the problems posed by function plateaus and local optima, outperforming

objective-based methods in some applications. [SMPS15b] use NS to accumulate divergent dis-

criminative features in an unsupervised fashion. Starting in Chapter 4, we use NS to evolve an

ensemble of classifiers that are diverse w.r.t. their behaviour, specifically the prediction errors

on a validation dataset, searching in the space of hyperparameters. The methods of Chapters 4

and 5 do not explicitly select for accuracy, unlike the approaches mentioned before. Classi-

fication accuracy is obtained by optimising the parameters of each network with a stochastic

gradient descent (SGD) procedure, but does not influence the novelty score. In contrast to

previous multiobjective approaches which trade diversity against accuracy, we explicitly focus

on the creation of a diverse ensemble. The NS uses behavioural diversity metrics to guide a

search over the space of neural network architectures, constructing an ensemble made up of the

most diverse models.
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2.6 Accuracy-Diversity Trade-off in Ensemble Learning

[Die00] explains how the performance of an ensemble depends crucially on both the individual

accuracy of base learners and the diversity between them. [KV94] formalise this by defining

the generalisation error of an ensemble as E = Ē − Ā, where Ē is a weighted average of the

generalisation errors of individual models and Ā is the weighted average of their ambiguities,

which expresses their disagreement. Therefore, the more accurate and diverse the learners, the

more accurate the predictions made by the ensemble. But the question is often posed regarding

the trade-off between diversity and individual accuracy in ensemble learning, which has been

the subject of extensive research.

[CCY06] present a review of the use of multi-objective evolutionary algorithms to find this

trade-off. [ZZZ07] propose an artificial resampling method which groups the training set into

crossed training sets. They claim that this method provides the best trade-off between di-

versity and accuracy and show that it outperforms Boosting [Sch90] and Bagging [Bre96] on

several classification problems. [GJ14] propose a multi-objective evolutionary algorithm which

maximises accuracy and diversity together. The Pareto-optimal solutions are analysed as trade-

offs between diversity and accuracy. [OAWS15] propose an ensemble pruning method which

utilises accuracy and diversity information simultaneously and show that it outperforms alter-

native approaches. [BJZY12] employ a multiobjective Genetic Programming (GP) approach

to evolve classifier ensembles that are both accurate and diverse in order to tackle the prob-

lem of unbalanced data; they refine their approach in [BJZY13]. [SSC+17] propose a niching

evolutionary algorithm with adaptive negative correlation learning in which the adaptation

strategy controls the diversity-accuracy trade-off. [HS18] study ensembles of optimisation al-

gorithms, which have otherwise received little attention, and investigate the accuracy-diversity

trade-off in that context. They apply their approach to the domain of bin-packing as an exam-

ple. [Tsa14] analyses this trade-off with a multi-objective evolutionary system that combines

partially trained learners, utilising a ranking formula which incorporates both diversity and

accuracy. Many other approaches explore the balance between diversity and accuracy in en-

sembles, e.g. [MK21, BWT05, MB17, WY09, TQC09].
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2.7 Surrogate Modelling

Combining an evolutionary algorithm (EA) with a surrogate modelling function has been com-

mon in the literature for many years, e.g. in single-objective optimisation [THMY21], multi-

objective optimisation [RLDL20], and particularly in expensive optimisation [ZON+06]. A first

surrogate model for neural network optimisation was introduced by [GAM18] and used in con-

junction with the NEAT [SM02b] algorithm for evolving the weights and topology of a neural

network. This paper used a surrogate distance-based model, employing a genotypic compat-

ibility distance metric that is part of NEAT. The approach has been quickly adopted in the

literature using a range of surrogates and a variety of methods to evolve networks. There are

several examples of approaches that use surrogates to estimate the performance of an architec-

ture. For example, in 2017 [DYL17b] proposed the Peephole algorithm, which predicted the

performance of a convolutional neural network based on its architecture information: a long-

short term memory (LSTM) neural network was used to train the model. [SZBB19] extended

a Cartesian Genetic Programming method called CPGANN to evolve neural networks using

surrogate-based optimisation to reduce the number of fitness evaluations required. They used

a Kriging model [CD18] as the surrogate. In [SWX+19], a Random Forest algorithm (RF)

was used as a surrogate to predict the performance of a convolutional neural network (CNN)

architecture — the authors proposed a method for describing a CNN as a set of features which

were used as input to the RF. In [SZZ+20], the authors use a surrogate benchmark for neural

architecture search (NAS).

In contrast, Hagg et al. [HZSG19] introduce a more flexible method for building a surrogate

model that is independent of network topology: rather than describing the neural network ar-

chitecture, they introduce a phenotypic metric which measures the difference in output between

two neural networks given the same input sequence. The difference is used in a Kriging surro-

gate model. The approach that we propose in Chapter 5 is conceptually closest to that of Hagg.

For a given neural network, we calculate a behavioural vector that describes its behaviour on a

dataset. We then propose a Random Forest (RF) surrogate model that is used to estimate the

distance between the behavioural vectors produced by any two neural networks, as this value
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is required to drive the NS algorithm.

2.8 Summary

This chapter provides the foundations upon which we have built our research programme. In

Chapter 3, we propose an algorithm for building an ensemble using MAP-Elites [MC15] to

maximise both the diversity and the accuracy of its members. In Chapter 4, we propose a new

paradigm with a NS [LS08] method which only utilises explicit diversity objectives to construct

an ensemble of neural network classifiers, with accuracy being implicitly ensured by training

the networks with stochastic gradient descent (SGD). In Chapter 5, we then improve upon this

NS method by introducing a surrogate model which estimates the distances between neural

networks with the goal of avoiding a costly training step at each iteration of the procedure. In

Chapter 6, we build upon this method by incorporating accuracy objectives into the explicit

search for diversity, so as to investigate whether this could lead to a performance gain.



Chapter 3

Architectural Diversity

3.1 Introduction

In this chapter, we propose a definition of architectural diversity and present an algorithm which

constructs an architecturally diverse ensemble of high-performing classifiers. This signifies a

shift away from the most common Deep Learning (DL) techniques towards a new paradigm

that we call Wide Learning (WL), by promoting the extraction of diverse features from the data

in a parallel fashion. We aim to address the issues around the computational demand of DL

algorithms by proposing a method which can be distributed across multiple reasonably-priced

machines. The algorithm we propose is called WILDA (Wide Learning of Diverse Architectures)

and it is described in Section 3.2. This is the key contribution of this chapter. It integrates ML

and Evolutionary Computation (EC) to train a classification model applicable to the type of

datasets used in DL. This approach first trains an ensemble of low-complexity neural networks,

each of which extracts a feature vector from each data point. In a second phase, the features

extracted from the ensemble are aggregated in a single shallow model to solve the classification

task.

It is well understood that a necessary condition for good ensemble performance is that its

members are both accurate and diverse [Die00]. Here we turn to the quality diversity (QD)

paradigm [PSS16]. These algorithms return an archive of diverse, high-quality solutions to

18
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a problem in a single run, where diversity is defined by the user with respect to features

of interest. We exploit the QD approach to generate an ensemble of shallow neural networks

which are architecturally diverse, yet each optimised with respect to the classification task. The

features extracted from each network in the first phase are then used in the second phase to

train a single shallow network to output the final classification. The resulting architecture can

be trained in a distributed way, unlike a typical DL model, which often uses a complex model

on a single machine. Section 3.3 describes the experimental work carried out. The results,

which are presented and discussed in Section 3.4, show that the method leads to ensembles

that perform better than the single best individual model and that architectural diversity is

key to improving performance. The work presented in this chapter resulted in two publications:

[CHP20, CHKP21a].

3.2 The WILDA Algorithm

WILDA (Wide Learning of Diverse Architectures) uses a two-step approach to classification

in which a diverse ensemble of shallow artificial neural networks (ANNs) is trained in the first

step (Section 3.2.2) and the features extracted by the ensemble are used in the second step

(Section 3.2.4) to train a small feedforward ANN to provide the final result. This is based on

the conjecture that a set of diverse features can be extracted from an architecturally diverse

repertoire of ANNs, which can then be used to efficiently train a single shallow network in the

aggregation phase. The process can be summarised as follows:

1. Apply MAP-Elites to discover a set of neural network classifiers which are architecturally

diverse, each optimised for accuracy using gradient descent (Section 3.2.1, Algorithm 3.2)

2. Repeat step 1 r times, and then merge the r sets into a single archive (Section 3.2.3)

3. Extract a single feature from each network in the merged archive for each data point

(Section 3.2.2)
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4. For each data point, concatenate the features extracted in step 3 to form a single input

vector (Section 3.2.4)

5. Train a single shallow network to output the desired classification using the input vectors

from step 4 as input (Algorithm 3.5)

WILDA uses a hybrid method that combines an evolutionary approach (MAP-Elites [MC15])

with a traditional ML approach (gradient descent) for training each ANN (Algorithm 3.1).

MAP-Elites (Multi-dimensional Archive of Phenotypic Elites) explores a low-dimensional pro-

jection of the space of hyperparameters which describe the architecture of the networks and

returns an archive of structurally diverse networks. A gradient descent procedure optimises the

parameters of each ANN discovered. The MAP-Elites algorithm can be run simultaneously on

multiple nodes, resulting in n nodes archives at the end of the feature-extraction phase. These

archives are merged before running the aggregation phase, which provides the final classifica-

tion. We first give an overview of the MAP-Elites algorithm before describing each phase in

detail.

Algorithm 3.1 WILDA algorithm (high-level view)

procedure WILDA
for n = 1→ n nodes do

MAPn ← MapElites() . generate n archives of diverse networks
end for
mergedMap ← merge(MAPs) . merge n archives into a single archive
features ← extractFeatures(data, mergedMap) . for each data point, extract

a feature vector from each
network in the archive

aggregatedModel ← trainShallowNetwork(features) . train single network to
classify data

end procedure

3.2.1 MAP-Elites

Fundamentally different to a traditional search algorithm, the MAP-Elites algorithm provides

a holistic view of how high-performing solutions are distributed throughout a feature space

[MC15]. The method creates an archive of high-performing solutions at each point in a space
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defined by dimensions of variation chosen by a user, according to characteristics of a solution

that are of interest. The resulting archive enables the user to gain specific insight into how

combinations of characteristics of solutions correlate with performance. As the approach en-

courages diversity, it has often been shown to be more capable of fully exploring a search space,

outperforming state-of-the-art search algorithms which are given a single objective, and can be

particularly helpful in overcoming deception [PSS16].

The standard algorithm is given in Algorithm 3.2. This is adapted for our purposes as follows. A

solution consists of a PyTorch [PGC+19] representation of an ANN. We select three dimensions

to characterise an architecture, namely the number of convolutional layers, the number of

dense layers, and the maximum size (number of outputs) of any dense layer in the network,

which together comprise the featureDescriptor. The algorithm begins by generating random

solutions which are mapped to a grid that is discretised in each dimension into a fixed number

of cells (representing possible values of each feature). The grid thus contains |C|×|D|×|S| cells,

where these values represent the total number of values permitted for the convolutional, dense

and size dimensions, respectively. Following an initialisation phase, solutions are randomly

selected from the grid, after which a variation operator is applied to generate new solutions.

Child solutions are evaluated according to a performance metric and then mapped back to the

grid according to their descriptor: a child solution replaces an existing solution in any cell if it

is better according to its performance metric or may simply occupy an empty cell. The search

process aims to fill the entire grid with solutions, each of which represents the best performing

solution for a given feature descriptor. The precise implementation of each of the above steps

is described in the next section.

3.2.2 Feature Extraction Phase

During the extraction phase, MAP-Elites attempts to find a set of diverse ANN architectures,

each of which is optimised on a subset of the data towards solving a classification task of

interest. At the end of this phase, a feature vector is extracted from each network for each

data point, corresponding to the output of the second-to-last layer of each network as explained
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Algorithm 3.2 MAP-Elites Algorithm, taken directly from [MC15]

procedure Map-elites Algorithm
(P ← ∅,X ← ∅)
for iter = 1→ max iterations do

if iter < initialise iterations then
x′ ← randomSolution()

else
x← randomSelection(X )
x′ ← randomVariation(x)

end if
b′ ← featureDescriptor(x’)
p′ ← performance(x’)
if P(b′) = ∅ or P(b′) < p′ then
P(b′)← p′

X (b′)← x′

end if
end for
return feature-performance map (P and X )

end procedure

below.

Network Representation

An individual uses a list representation to describe a variable-length sequence of convolutional

layers followed by a variable-length sequence of dense layers. Each layer has a random number

of neurons, selected from a list of discrete values. Each dense layer uses a hyperbolic tangent

[Mur12] activation function. The last hidden layer is designated as the feature layer : the output

of this layer is a binary vector which represents a feature extracted by the network to be used in

the second phase (Section 3.2.4). As a result, this layer always has a fixed number of neurons,

feature size, set by the user according to the desired size of the feature vector. Finally, an

output layer is added which provides the classification of the data point.

Variation Operators

Three new individuals are generated at each iteration by the crossover and mutation opera-

tors. Two children are generated by applying crossover to a pair of randomly selected individ-
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uals. The third child is generated by applying mutation to a single randomly selected parent.

Crossover randomly picks two individuals, selects random crossover points among their dense

layers, and swaps them accordingly. Mutation randomly picks a mutation point among the

dense layers of an individual and either adds or removes a layer at that position. Note that

crossing over two sequences of dense layers or removing a layer from such a sequence will, in the

general case, require changing the input and/or output sizes of layers at the crossover/mutation

point; when adding a layer at a mutation point, its size is given by the output and input

sizes of the previous and following layer, respectively. For simplicity, crossover and mutation

only operate over the dense layers of an ANN; since convolutional layers tend to have a non-

decreasing number of channels, these operations would require modifying all layers beyond the

crossover/mutation point, defeating their purpose [LBBH98b]. However, as the convolutional

layers generated in the initialisation process will be paired with different combinations of dense

layers as a result of these two operations, this still ensures a diverse search process.

Performance Evaluation

To evaluate each individual, the single network encoded by the individual is trained for a

fixed number of iterations (eval iters) on a sample training set using a standard gradient

descent procedure which minimises cross-entropy loss [Mur12]. Its classification accuracy is

then calculated on a sample test set, and this value assigned as its fitness, as described in

Algorithm 3.3. The sample train and test sets are drawn randomly from the training data at

each iteration; they are both 20% the size of the complete training data, which encompasses

60000 examples in the two datasets we tested (MNIST and CIFAR-10). For this reason, each

node uses 12000 examples at each evaluation and may therefore only ever have a partial view

of the data required to solve the task.

3.2.3 Distribution of Computation

As described in the introduction, one of the goals of WL is to be able to distribute the compu-

tation over multiple nodes to enable the model to be run in parallel. One approach to achieving
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this would be to segment the |C|× |D|× |S| grid into sub-partitions and run each sub-partition

on a separate node. However, here we adopt an approach described in [HSP18], which proposes

a fully distributed implementation of MAP-Elites designed to be run on a robot swarm. In this

approach, each node runs its own instance of the MAP-Elites Algorithm 3.4. At the end of the

extraction phase, all the maps returned are merged into a single map referred to in the QD

literature as a global map of elites. In previous work [HSP18], we evaluated multiple options

for performing the merge step which inform our choice of two strategies:

1. merging without overlap: for each cell in the map, select the highest-performing ANN

model found in that cell from any of the n nodes individual maps returned

2. merging with overlap: for each cell in the map, return all of the ANNs found in that cell

across all n nodes maps. This means that a maximum of n nodes×|C|× |D|× |S| neural

networks is returned

In both cases, the maximum number of models passed to the learning phase via the global map

is N , where N is the size of the map (i.e. |C| × |D| × |S|). When merging without overlap,

the procedure returns a maximum of N networks, maximising diversity. On the other hand,

the merge with overlap procedure can return >> N networks. In this case, the procedure

selects the top N networks according to their fitness metric. This strategy can return multiple

networks which map to the same cell, therefore favouring the quality of solutions over their

diversity.

Algorithm 3.3 Calculating the fitness of an individual neural network and adding it to the
map of elites

procedure train and eval(m, sample train, sample test, ME)
c, l, s← architectural features of m
train(m, sample train)
if ME [c, l, s] = ∅ OR

accuracy(m, sample test) > ME [c, l, s] .fitness then
ME [c, l, s]← m

end if
end procedure
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Algorithm 3.4 Training loop for each node in the extraction phase

create empty map of elites ME
draw sample train and sample test from training set D
for initial size do

m← generate random ANN model
train and eval(m, sample train, sample test,ME)

end for
for extraction epochs do

draw sample train and sample test from training set D
draw individuals x, y from map of elites ME
x′, y′ ← crossover(x, y)
train and eval(x′, sample train, sample test,ME)
train and eval(y′, sample train, sample test,ME)
draw individual z from map of elites ME
z′ ← mutate(z)
train and eval(z′, sample train, sample test,ME)

end for

3.2.4 Learning/Aggregation Phase

The learning phase uses the information learnt by the ANNs contained in the repertoire resulting

from the first phase to train a single model to solve the classification task. This single model is

a fixed-structure shallow ANN that has a single intermediate layer with n hidden agg neurons

and a hyperbolic tangent activation function. The node where this model is trained is called

the root node. Note that, even though there is a global merged repertoire at the end of the

feature-extraction phase, as described in Section 3.2.3, this repertoire contains only references

to the models which were generated and trained in separate nodes and each of these models

will still be running in its corresponding node.

Algorithm 3.5 Learning phase of the procedure for the root node

all MEs← gather all maps() . Root node receives all repertoires
global ME ← merge(all MEs). . Repertoires merged into a global map
send global ME to the other nodes . Global map known by all nodes
initialise model M
for learning epochs do

for batched data and labels do
all features← gather all features(data) . Each node sends its feature vec-

tor extracted from data
concatenate all features into intermediate representation f

M.train step
(
f, labels

)
end for

end for
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The phase begins with an extraction step: each data point in the training set is passed through

each of the n networks contained in the merged map from the previous phase. This returns n

binary vectors, each representing a feature (as described in Section 3.2.2), which are concate-

nated to form the input layer of the new model. This model is then trained with a standard

gradient descent procedure by minimising cross-entropy loss. Algorithm 3.5 shows pseudocode

for the learning phase specific to the root node and Algorithm 3.6 shows pseudocode for all

nodes.

Algorithm 3.6 Learning phase of the procedure for all nodes (including root node)

send(ME, root) . Sends own repertoire to root node
global ME ← receive(root) . Receives global map from root node
own models← get own models(global ME)
for learning epochs do

for batched data do
own features← get features(own models, data)
send(own features, root) . Sends feature vector to root node

end for
end for

3.3 Experiments

Experiments have been conducted to: (1) evaluate the performance of WILDA as a classifier

on two datasets providing varying levels of challenge; (2) explore the effects of encouraging

diversity vs. quality within an ensemble; (3) explore the influence of the size of the ensemble

used to execute the centralised learning step.

Two well-known benchmark datasets are used: MNIST [LBBH98b] and CIFAR-10 [Kri09].

MNIST is a set of 60000 hand-written digits, while the CIFAR-10 dataset consists of 60000

32x32 colour images in 10 classes, with 6000 images per class. MNIST is known to be relatively

straightforward for ANN architectures, while the latter poses a significant challenge to “off-the-

shelf” models; state-of-the-art DL models for CIFAR-10 require significant customisation and

tuning. Four sets of experiments are conducted as described below.

The relevant parameter values are set as per Table 3.1, which lists all the parameter values
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Table 3.1: Parameter settings

Parameter Description Value(s)

n nodes Number of distributed nodes 8
initialise iterations Number of ANNs in the initial maps 20
C set of possible # of convolutional layers {1,2}
D set of of possible # of dense layers {2,3,4}
S set of possible values for layer size {100,110,120,

130,140,150,170}
max iterations Number of iterations in the extraction

phase
30

eval iters Number of iterations in gradient-descent
training in extraction phase

5

feature size Size of binary vector produced by last hid-
den dense layer in extraction phase

100

aggregation iters Number of iterations in the learning phase 10
n hidden agg Number of neurons in the intermediate

layer of the centralised model (learning
phase)

50

merge Strategy used to merge the maps of elites
evolved by each node

with/without overlap

n models Maximum number of models to use in the
learning phase (≤ the size of the map)

48

that are used throughout the experiments. All experiments, including the runs of the feature-

extraction phase to get the baseline results, are repeated 30 times in order to evaluate statistical

significance. Two-tailed Mann-Whitney significance tests are applied to compare experimental

results, and noted as significant if the resulting p-value is < 0.01.

3.3.1 Baseline: Single Shallow ANN

As a baseline for comparing the quality of the ensemble-based solutions from WILDA, we use

a single shallow ANN, trained in a similar fashion to the aggregated single-layer model used

in the learning phase of the algorithm (Section 3.2.4). This ANN is the one that has achieved

the best performance after a run of the feature-extraction phase (Section 3.2.2). Note that this

is not a true “baseline” in the sense that we do not choose a random or otherwise uninformed

architecture, but rather one that has been found to be the best. This is because we wish to

understand the benefits of the ensembles built by our diversity-driven approach; outperform-
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ing individual neural networks with the highest fitness values is therefore a more interesting

challenge. Out of interest, the shallow network trained with diverse features mentioned in

[SMPS15a] achieves an accuracy of 98.75% on MNIST, while a shallow convolutional neural

network (CNN) is reported to obtain 75.86% on CIFAR-10 in [MV15a].

3.3.2 Comparison of Different Merge Strategies

This set of experiments compares the two merge strategies (Section 3.2.2) to understand how

the construction of the merged archive impacts the performance of the aggregated model. For

reference, a full run of WILDA with the parameters of Table 3.1 takes around 50 minutes on

the machine upon which the algorithm was tested. Recall that the two strategies represent

different trade-offs between diversity and quality of the solutions. The size of the maps evolved

by each node, as well as the global map, is 2 × 3 × 8 = 48; this is also the maximum number

of ANN models used in the learning phase (n models).

3.3.3 Investigating the role of architectural diversity

The global map of elites which is constructed from the individual maps and used in the aggrega-

tion phase is essentially an ensemble of the best ANNs found for different types of architecture.

This naturally raises the question of how useful it is to promote architectural diversity amongst

the networks in the ensemble, and how the performance of such a diverse ensemble compares

with ensembles which do not have architectural diversity, but are diverse in terms of their

optimised weights due to training on different samples of the dataset. Thus, we compare the

performance of architecturally diverse ensembles evolved by WILDA with two kinds of ensem-

bles that lack architectural diversity:

• an ensemble of networks in which every individual has the best architecture found in the

extraction phase but is trained using a different sample of the training data
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Table 3.2: Median test set accuracy for the two merge strategies considered

MNIST CIFAR-10

Baseline 0.9899 0.646
Merge without overlap 0.99175 0.6982
Merge with overlap 0.9919 0.6983
Divergent Discriminative Feature Accumulation [SMPS15a] 0.9875 n/a

• an ensemble of networks in which each individual has the worst architecture found in the

extraction phase but is trained using a different sample of the training data

3.3.4 Investigating the influence of ensemble size

After constructing the merged map, one question that arises is how to use it to solve the task.

We can simply pick the single best-performing architecture, as per the baseline case, or use an

ensemble selected from the map. This raises the question of how many networks to include in

the ensemble. This set of experiments assesses the relevance of fine-tuning the number of ANN

models used in the ensemble by comparing the test set performance of ensembles of different

sizes. We vary n models (the size of the ensemble) in the range {10, 20, 30, 40, 48}, selecting the

best n models ANNs in each experiment. All the other parameters are fixed as per Table 3.1.

3.4 Results and Discussion

This section presents the results of the experiments of Section 3.3 and discusses their sig-

nificance. Table 3.2 presents the median test set accuracy for the two merge strategies and

compares them to the baseline. Recall that the architecture of the baseline network is that of

the best network found in a run of the feature-extraction phase, as explained earlier in this

section.
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3.4.1 Different Merge Strategies

By looking at the results of Table 3.2, we can see that both merge strategies significantly

outperform the baseline individual best network for both datasets (p << 0.01). There is no

significant difference between the two merge strategies, however. A possible reason for this is

that these two merge strategies actually lead to similar global maps of elites. On the one hand,

each node might be finding high-performing ANNs in different regions of their individual maps,

thus leading to few overlaps at a same cell when merging. On the other, it is possible that

networks which are mapped to the same cell are still significantly diverse. Further investigation

is required to answer these questions. We also include for interest the result obtained by Szerlip

et al. [SMPS15a] from first evolving 3000 divergent discriminative features, but note that the

training procedure used in that paper differs from ours, which runs a two-phase procedure

that first trains on a small training set before shifting to the full example set, using a single-

layer network to classify. Our evolved ensemble of features obtained from 48 diverse networks

outperforms both the single high-performing learner and the previously obtained result.

3.4.2 The Role of Architectural Diversity

Table 3.3 shows the accuracy results for ensembles trained with a fixed set of architectures

(the best and worst architectures found in the extraction phase). All differences are significant

compared to both the baseline and to both merge strategies (p << 0.01). It is clear that

ensembles that do not have architectural diversity perform significantly worse than the results

obtained by WILDA on both datasets. They also show that the fixed-architecture ensembles

perform significantly worse than the baseline case. This is perhaps surprising given that the

baseline case uses a feature vector from a single network obtained from the extraction phase.

It appears that combining the predictions made by the best architecture trained on different

subsets of the data leads to overall poorer performance than training an individual network on

all of the data. This could be a particular characteristic of our procedure for aggregating the

features extracted from the data by the ANNs in the ensemble during the learning phase, as

described in Section 3.2.4. However, it is a clue that the ensembles may be accumulating and
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Table 3.3: Median test set accuracy for ensembles without architectural diversity

MNIST CIFAR-10

Ensemble of instances of the best architecture 0.98685 0.62835
Ensemble of instances of the worst architecture 0.97815 0.557

reinforcing prediction errors when there is a lack of architectural diversity, i.e. errors made on

the same data or on data from which similar features have been extracted. The performance of

an ensemble depends on the diversity of errors made by each of its learners [Die00]; the results

of this section enable us to suggest that promoting architectural diversity among the ANNs in

the repertoires built during the extraction phase of the algorithm drives diversity of features

extracted from the data and diversity of prediction errors, which in turn leads to higher test

set accuracy. This observation is of the utmost importance in informing future research into

how to increase the performance of the diverse ensembles evolved by WILDA.

3.4.3 Influence of Ensemble Size

Figure 3.1 presents the performance results when only the n models top-performing models

from the global map of elites are used in the learning phase. In all cases the algorithm signif-

icantly outperforms the baseline and changing this parameter only produces small variations

in accuracy. For MNIST, using only 10 models outperforms all other cases. The difference is

statistically significant when compared with cases using 30 or more models. These observa-

tions suggest that using fewer models in the learning phase leads to better performance on the

MNIST dataset. This could be because the simplicity of MNIST leads to smaller error diversity

among different learners, which would cause the reinforcement of errors in larger ensembles. On

the other hand, using only 10 models leads to significantly worse performance on the CIFAR-10

dataset than all other cases. This disparity in the observations for both datasets suggests that

the choice of number of models that brings optimal performance is domain-dependent and must

therefore be fine-tuned to the problem being tackled.
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Figure 3.1: Test set accuracy for each number of models added to the ensemble in the learning
phase

3.4.4 Search Space Illumination

Figure 3.2 shows an example of how the extraction phase of WILDA, which runs a version

of MAP-Elites, can illuminate the search space of architectures. For each combination of

number of dense layers and maximum size of any dense layer, the diagram shows the fitness

(accuracy on sample test set) — averaged out along the other dimension, which is the number

of convolutional layers — of the best-performing ANNs on the CIFAR-10 dataset which map

to that cell after merging all individual maps into a global map without overlap (Section 3.2.2).

Note that more runs of the extraction phase would be required in order to draw conclusions

about which architecture leads to the best performance.

3.5 Summary

This chapter presented our first attempt at tackling the problem of constructing a diverse en-

semble of neural network architectures in a systematic way. To this end, we proposed WILDA,

an innovative diversity-driven distributed algorithm. The basic idea is to extract a represen-

tation for the input in a way that scales horizontally rather than vertically. The algorithm

first trains a repertoire of architecturally diverse ANNs in parallel: each node constructs a

repertoire of high-performing, architecturally diverse networks, accessing different subsets of

the data, which are then merged together into a global map of elite networks, each of low

complexity. The features extracted by each network from the data are then aggregated and fed
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Figure 3.2: Illuminating the architectures’ search space for the CIFAR-10 dataset - the colour
shading indicates the accuracy of the best network found for each cell

to a centralised model which will solve the classification task. The approach relies on the as-

sumption that networks constructed with diverse architectures and trained on diverse samples

of data will extract diverse features from a dataset, ultimately improving classification.

With WILDA, we showed that a general method that is easily distributed and does not require

either vast amounts of computational power or expert knowledge to design a network is capable

of reasonable performance. Experimental results showed that this technique performs well on

the MNIST and CIFAR-10 datasets and that a diverse ensemble performs better than the best

individual model found in the extraction phase. We also showed that architectural diversity

is key to improving performance: ensembles using fixed architectures were found to perform

worse than an individual model, likely due to the accumulation and reinforcement of the same

kind of errors. The results suggest that architectural diversity promotes error diversity, which

in turn increases the performance of the ensembles evolved by the algorithm. The algorithm

can also be a useful tool for exploring and illuminating the space of hyperparameters, exposing

correlations between the characteristics of different architectures and their performance.

The approach presented in this chapter was the first step towards a general Wide Learning (WL)

paradigm that can complement current DL techniques. But WILDA only rewards diversity,
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rather than actively searching for it. It also only uses a definition of architectural diversity. In

the next chapter, we generalise and extend this notion of diversity in ensemble learning with a

new method which searches for behavioural diversity.



Chapter 4

Explicit Behavioural Diversity

4.1 Introduction

After showing how architectural diversity can be promoted systematically to improve the per-

formance of ensembles, we now turn our attention to behavioural diversity. [Die00] explains

how, in order to ensure that ensembles perform better than their base learners, these must be

diverse in terms of their behaviour. Behaviour is here broadly defined in terms of the errors

that individual learners make in their predictions. However, there is no consensus on particular

definitions of behavioural diversity or on how to exploit diversity to construct a high-performing

classifier.

In this chapter, we first propose metrics which define diversity in terms of the divergence

of errors made by different models and/or their level of disagreement, which characterises

their behaviour. Novelty search (NS) [LS11a] is used to search over a space of neural network

architectures, maximising a novelty score defined by the behavioural metric w.r.t. the other

individuals in the population. Each individual network discovered is optimised using standard

gradient descent on a training dataset before its novelty score is calculated. Networks with

high-scoring novelty are iteratively added to an archive which forms the final ensemble. The

method therefore explicitly searches for diversity amongst learners. Diversity drives not only

this search, but also the construction of the final ensemble. Section 4.2 describes the individual

35



36 Chapter 4. Explicit Behavioural Diversity

network architectures — which are more complex than the simple architectures of Chapter 3 —

and presents different definitions of behavioural diversity, the first of the two key contributions

of this chapter. The second contribution is the NS algorithm, described in Section 4.3.

We test our approach on three benchmark datasets from Computer Vision — CIFAR-10,

CIFAR-100 [Kri09], and SVHN [NW11]. The experimental work is described in Section 4.4.

The results, which are presented and discussed in Section 4.5, show that the error diversity

metrics we propose, used in conjunction with NS, lead to higher-performing ensembles than

other metrics commonly used in the literature and that the ensembles generated by explicitly

searching for diversity significantly outperform those that use either only implicit measures to

encourage diversity or random search approaches that simply reward it. The main contribu-

tions in this chapter are twofold: (1) we describe a systematic NS method to evolve an ensemble

of individual classifiers which are behaviourally diverse by explicitly searching for this diversity

and (2) we provide new insights into how diversity impacts ensemble performance and which

diversity metrics are most appropriate to defining behavioural diversity. We conclude that our

empirical results signpost an improved approach to promoting diversity in ensemble learning.

In a significant development from the approach of Chapter 3, we identify what sort of diversity

is most relevant and propose an algorithm that explicitly searches for it without selecting for

accuracy. The work presented in this chapter resulted in one publication: [CHKP21b].

4.2 Architectures and Diversity Metrics

We use NS to evolve individual neural network models that are behaviourally diverse. The NS

searches a space of architectures, whereas the parameters of the neural networks are optimised

with a standard gradient descent procedure. The most diverse models are added to an ensemble,

which is used for prediction on a test set. In this section, we describe the individual neural

network architectures evolved by our algorithm and the metrics we propose to measure diversity.
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4.2.1 Individual Neural Networks

The individual models evolved by our procedure are residual neural networks [HZRS16a] based

on the wide architectures proposed by [ZK16]. Figure 4.1a shows a generic neural network

such as those evolved by our NS algorithm. They are made up of a convolutional layer with

kernel size 3, padding 1, and stride 1; a variable-length sequence of residual blocks ; an average

pooling layer with kernel size 8, padding 0, and stride 8; and a final linear output layer with

a softmax activation function. The output size, i.e. number of channels, of the convolutional

layer and each residual block is variable. Figure 4.1b illustrates a generic residual block. It is

a block of kernel size 3 such as those used by [ZK16], meaning it is made up of two sequential

convolutional layers with kernel size 3, padding 1, and the same, though variable, output size.

The output of a block is the sum of its input with the output of the second of the two sequential

convolutional layers; note that if their size and shape do not coincide, an extra convolutional

layer must first be applied to the input. The stride of the second convolution in the block is

always 1; the stride of the first convolution is 2 for the last two residual blocks in the network

and 1 for all other blocks. If r is the number of residual blocks in the network, the effect of this

is that the first r− 2 blocks do not reduce the dimensionality of the input data, while the last

two halve both the width and height of the input feature planes. Batch normalisation is applied

before the average pooling layer and each convolution bar the very first one in the network.

Each convolutional layer is followed by a ReLU activation function [NH10]. Furthermore, the

residual blocks apply a dropout layer between each convolutional layer.

The hyperparameters of each network are evolved by NS. The relevant degrees of freedom

are the output size of the first convolution (Figure 4.1a); the number of residual blocks in

the network; the output size of each residual block (i.e. the output size common to all its

convolutional layers); and the probability of dropout at each residual block. Each individual

in the population is then defined by a variable-length vector, depending on the number of

blocks r: [C,O1, ..., Or, P1, ..., Pr], where C is the output size of the first convolution, Oi is the

output size of block i, and Pi its dropout probability. Each individual is mapped to a Pytorch

module [PGC+19] for implementation purposes. The parameters of each network are randomly
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initialised and then optimised by a standard gradient descent procedure.

(a) Generic residual neural network as those evolved by our procedure (k = kernel size; p = padding;
s = stride)

(b) Generic residual block. Note that the convolution on the right-hand side is only necessary when
the number of channels and/or dimensions of the input are not the same as the output

Figure 4.1: Generic topology of individual neural networks
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Diversity Metrics

The key element of NS is the definition of the metric to calculate novelty. We consider three

different behavioural metrics, two of which we define ourselves, calculated between pairs of

individuals, that are used by the NS procedure to calculate novelty scores. We also consider

two selection metrics for adding members to the final ensemble, one of which is also defined by

us. Both are calculated in a non-pairwise fashion.

Behavioural metrics for guiding the NS

Let yi be the vector of predictions for model i with each prediction yni for data point xn being

a class label in {1..C}. Let pi be a binary vector where pni = 1 if the prediction yni is correct

and pni = 0 otherwise. Let N11, N00, N01, and N10, respectively, be the total number of test

instances where two models are both correct, both incorrect, and when one is correct and the

other is not. The first diversity metric we consider is the proportion of different errors between

two models when at least one of them is incorrect. We propose this metric since it provides

insight into the divergence between the errors made by two models. We have defined it as:

propi,j =
N01 +N10

N00 +N01 +N10
(4.1)

Consider now the two’s complement of the binary vector of correct predictions pi, wi (i.e. the

binary vector of wrong predictions). The next metric we propose is the cosine distance between

the binary vectors of wrong predictions made by two models i and j. Like propi,j, we consider

this metric because it is a measure of the distance between the errors made by two models. We

have defined it as:

cos disti,j = 1− wi ·wj

‖wi‖‖wj‖
(4.2)

Finally, we consider a widely used metric (e.g. [Van05, KW03, PDCV10]) defined as the
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disagreement between two models, i.e. the proportion of test instances where one of them is

correct and the other is not. We take this metric into account since it enables the judgement

of how commonly two models disagree on any test instance. It is defined as:

disi,j =
N01 +N10

N00 +N01 +N10 +N11
(4.3)

We note here that the two metrics we propose focus more closely on the instances where there

was at least one error, i.e. which at least one of the two models has misclassified, and are

calculated with respect to those instances. On the other hand, the last metric is simply a

proportion of the instances where the two models disagree, calculated w.r.t. the entire test set;

it is thus less informative with regard to errors.

Ensemble selection metrics

The first selection metric for adding members to the final ensemble which we propose is simply

the mean behavioural diversity metric measured between a candidate ensemble member i and

each of the current ensemble members. Let S be the set of ensemble members. This metric is

thus defined as:

Mean b. d. = div metrici =
1

‖S‖
∑
j∈S

div metrici,j (4.4)

Where div metrici,j is one of propi,j, cos disti,j, and disi,j. The higher this mean, the more

diversity there is among the candidate model and the current ensemble members.

The other selection diversity metric we consider is the entropy of predictions among the en-

semble members, as defined in [Van05]. Let Si be the candidate ensemble created by adding i

to S. The entropy is then:

E =
1

N

N∑
n=1

C∑
c=1

− Nn
c

‖Si‖
logC

(
Nn

c

‖Si‖

)
(4.5)
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Where N is the number of test instances, C is the number of classes and Nn
c is the number

of models which assign class c to instance xn. The higher this entropy value, the higher the

diversity amongst the members of the candidate ensemble. We note that this entropy metric

does not focus on instances where there were errors in the classification, but rather on the entire

test set. On the other hand, the mean behavioural metric might focus on those instances if the

behavioural metric is one of propi,j or cos disti,j, as discussed before.

The previous definitions assume S to be a non-empty set. When S is empty, i.e. when no

models have been added to the ensemble yet, the first model to be added is the one with the

best novelty score, as explained further down in the description of the algorithm.

4.3 Novelty Search Algorithm

Our algorithm for building an ensemble implements NS as described by [LS11a], applying it to

our problem domain. Algorithm 4.1 presents the pseudocode for this procedure. The original

training data is split into two sets, one for training and one for validation. The parameters of the

models are optimised on the training set with standard gradient descent and the validation set

is used to get predictions by each model which will enable the calculation of diversity metrics.

Selection in NS is driven by the novelty score, which computes the sparseness at any point in the

behaviour space, defined by the behavioural metric. Areas with denser clusters of visited points

are considered less novel and therefore rewarded less. This is defined as the average distance

to the K-nearest neighbours of a point, calculated with respect to the other individuals in the

current generation and to a stored archive of previously sampled solutions. Hence the novelty

score is calculated as:

NSi =
1

k

K∑
k=0

div metric(xi, µk) (4.6)

where µk is the kth-nearest neighbour of xi with respect to the behavioural diversity metric

div metrici,j, selected from the metrics defined in Section 4.2.1.
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Algorithm 4.1 Ensemble evolution through NS

randomly initialise population pop
archive← ∅
ensemble← ∅
draw train split and val split from training set D
set evolution iterations epochs
set training iterations iters
select behavioural div metrici,j from Section 4.2.1
nsi is the fitness value (novelty score) of model mi

for epochs do
for model mi ∈ pop do

train(mi, train split, iters) . standard gradient descent optimisa-
tion

end for
all← pop ∪ archive
for pair mi,mj ∈ all × all where mi 6= mj do

disti,j ← div metric(mi,mj) . calculated on val split
end for
for model mi ∈ pop do

nsi ← 1
k

∑
mn∈Ni

disti,n . whereNi is the set of k-nearest neigh-
bours of mi in all

end for
archive← archive ∪ sample(pop, sample size)
adds new member to ensemble . the one with the highest ensemble se-

lection metric
s← select(pop) . tournament selection w.r.t. novelty

score
pop′ ← ∅
for model mi ∈ s do

m′i ← mutate(mi) . as described in the text
add m′i to pop′

end for
pop← pop′

end for
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Individuals are selected for reproduction on the basis of their novelty scores using a tourna-

ment selection procedure. In the interests of promoting divergence and avoiding convergence,

reproduction only uses mutation. Mutation either adds or removes a randomly chosen residual

block from an individual, modifying input/output sizes at the mutation point as necessary;

changes the output size and dropout probability of a random block; or swaps two consecutive

blocks chosen at random. After a new individual is produced, its parameters are optimised

with gradient descent.

After evaluation of the entire population, nA randomly chosen individuals are added to the

archive, following the method suggested in [GMC15]. In addition, the individual from the

population that scores the highest ensemble selection metric (Section 4.2.1) is added to the

ensemble; the size of the final ensemble is therefore the number of iterations of the NS. Ensemble

selection metrics are calculated w.r.t. current ensemble members; if the ensemble is the empty

set (i.e. in the first iteration), then the individual with the highest novelty score is selected as

its first member.

4.3.1 Evaluation of the Evolved Ensemble

In order to evaluate the performance of the evolved ensemble, we use the stacking technique

[Wol92], which trains a linear model to weight the predictions of each individual learner. This

linear model is trained for a configurable number of iterations on the validation set mentioned

in Section 4.3. This is to avoid overfitting the test set.

4.3.2 Baseline Methods

We consider two baseline methods for comparing the results produced by our approach. The first

one is a simple random search algorithm. This algorithm is identical to Algorithm 4.1, except

that each new generation is initialised at random, rather than being the result of reproduction

based on the novelty scores of the individual members of the previous generation. The point of

this baseline is to determine the performance gain added by the NS. Models are added to the
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final ensemble based on the ensemble selection metric (Section 4.2.1), as previously. Note that in

this case we only use behavioural metrics when calculating a mean behavioural metric between

a candidate model and current ensemble members, which is used as an ensemble selection

metric. There is therefore no need to calculate behavioural metrics amongst the individuals of

the population, neither to keep an archive of past individuals, as these metrics are not used to

guide the NS as before.

The second baseline method is an ensemble generated with mechanisms that only implicitly

promote diversity, as described in Section 4.2.1, namely an ensemble of architecturally diverse

neural networks, initialised with different random weights. This ensemble is created in the same

fashion as the random initialisation that is used for both the first population in the NS and

throughout the random search. The members of this ensemble are trained on different subsets

of the data.

We do not compare our approach to any baseline that simply searches for accuracy as the

importance of diversity is already established in the literature (e.g. [Die00]). We are instead

interested in comparing methods which realise this notion of diversity in different ways.

4.4 Experiments

Experiments were conducted on three datasets — CIFAR-10, CIFAR-100, and SVHN. Note

again that our goal with this work was not to produce models competitive with state-of-the-art

results. Our methods construct ensembles made of small and shallow neural networks trained for

a limited number of epochs; in contrast, the methods in the literature which achieve the best

results on these datasets require considerably greater computational effort and/or extensive

fine-tuning of hyperparameters (e.g. [KBZ+20, HCB+19, TL19, CZM+18, DT17, LKY18]),

with some requiring at least dozens of GPU days (e.g. [SXZ+20a]). We were instead interested

in studying the effects of diversity upon ensemble performance. Table 4.1 lists the common

parameters whose values remain fixed throughout these experiments and Table 4.2 details the

variables (hyperparameters) that are changed to generate different neural network models and
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Table 4.1: Common parameters fixed throughout the experiments per method(s)

Parameter Method(s) Value

Evolution iterations NS and random 10
Training epochs NS and random 40
Training epochs Implicit ensemble 80
Stacking epochs All 10

Data split (CIFAR) All 40000 train / 10000
validation

Data split (SVHN) All 43257 / 30000
Size of subsets Implicit ensemble 20000

Batch size All 128
Population size NS and random 30

K (nearest neighbours) NS 3
Size of tournament NS 10

Archive sample size nA NS 5

Table 4.2: Range of hyperparameters

Parameter Value1

Number of blocks 2:6
Size of the first convolution 4:16:4

Size of residual blocks 24:32:4
Dropout prob. in blocks 0.1:0.4:0.1

1 Notation is start:end or start:end:step

the ranges of their respective values. These hyperparameters have been chosen in order to

produce small architectures that are easy to train in parallel. The NS algorithm and the

random search baseline have been tested with different combinations of parameter settings,

namely by instantiating the behavioural diversity metric used for calculating the novelty score

of each individual and the ensemble selection diversity metric used for selecting a member of

each generation to be added to the final ensemble. This is shown in Table 4.3. Note that, when

running the baseline with entropy as the ensemble selection metric, the behavioural metric

becomes irrelevant, as novelty scores are only ever calculated in the very first iteration in order

to select the first ensemble member. For this reason, we consider only the combination with

propi,j when entropy is used with the random search baseline. All experiments have been

carried out 10 times in order to assert statistical significance when comparing results. We next

describe the hypotheses that this experimental work has put to the test.
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Table 4.3: Combinations of parameter settings

Selection
metric

Mean behavioural metric Entropy

Behavioural metric NS Random NS Random

propi,j 3 3 3 3

cosi,j 3 3 3 7

disi,j 3 3 3 7

Hypothesis 4.1 (Ensemble vs Single Best Individual). Ensembles constructed from a set of

individual classifiers chosen to maximise behavioural diversity outperform their single best mem-

ber.

This is tested by comparing the ensembles generated by NS and the random search baseline

to their single best member. Recall that our procedures only search for diversity; accuracy is

obtained by training each neural network with standard gradient descent. We aim to understand

whether searching for diversity alone still ensures that the selected models are accurate or if

that might have a negative impact on ensemble performance.

Hypothesis 4.2 (Novelty Search vs Random Search). Ensembles evolved by the NS algorithm

(Section 4.3) lead to higher test set accuracy than that of those found by the random search

(Section 4.3.2).

We expect the NS algorithm to lead to higher-performing ensembles since, unlike the random

search, it not only rewards diversity, but also actively searches for it.

Hypothesis 4.3 (Novelty Search vs Implicit Diversity Ensembles). Ensembles evolved by the

NS algorithm have higher test set accuracy than ensembles generated with standard methods

that only implicitly promote diversity.

In order to test this, we generate ensembles of architecturally diverse neural networks which

are trained on different subsets of the data and are initialised with different random weights

(Section 4.3.2). We expect the experimental work to confirm that explicitly searching for

diversity leads to better ensemble accuracy than relying on implicit mechanisms for generating

it.
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Hypothesis 4.4 (Error Diversity Metrics vs Generic Diversity Metrics). propi,j and cosi,j

lead to better-performing ensembles than disi,j. The mean behavioural metric, when used in

conjunction with the first two of these, leads to better results than entropy.

We formulate this hypothesis because error diversity has been argued to be the most important

type of diversity in ensemble learning [Die00]. Both the disagreement metric and entropy are

more generic metrics of diversity than those we propose, which focus more closely on error

instances.

4.5 Results and Discussion

This section presents the results for the three datasets considered — CIFAR-10, CIFAR-100,

and SVHN — and discusses whether or not they reject the hypotheses of Section 4.4. Table 4.4

shows the accuracy results on all datasets for the three approaches we have considered: the

NS algorithm, the random search, and the ensemble built with implicit diversity mechanisms.

With minimal hyperparameter fine-tuning, these results are in line with figures reported in the

literature for more specialised models of similar complexity (e.g. [MV15b, CJG+15, MKHS14,

JHD12, MF13, SCL12]).

4.5.1 Hypothesis 4.1

Hypothesis (Ensemble vs Single Best Individual). Ensembles constructed from a set of indi-

vidual classifiers chosen to maximise behavioural diversity outperform their single best member.

Table 4.5 shows the results for all datasets of paired Mann-Whitney significance tests comparing

the accuracy of the ensembles with that of their respective highest-performing individual. We

observe that the ensembles typically outperform their single best individual in a statistically

significant way. The only exceptions to this rule have been observed with the disi,j behavioural

metric from the literature, for which statistical significance is not observed on the CIFAR-10
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Table 4.5: Ensemble vs single best individual. Best case shown when statistical significance at
the 1% level is observed

Method Metrics Best
CIFAR-10

Best
CIFAR-

100

Best
SVHN

Novelty search

propi,j

Mean b. d. Ensemble Ensemble Ensemble
Entropy Ensemble Ensemble Ensemble

cosi,j
Mean b. d. Ensemble Ensemble Ensemble

Entropy Ensemble Ensemble Ensemble

disi,j
Mean b. d. N/a Ensemble Ensemble

Entropy N/a Ensemble Ensemble

Random search
propi,j

Mean b. d. Ensemble Ensemble Ensemble
Entropy Single best Single best N/a

cosi,j Mean b. d. Ensemble Ensemble Ensemble
disi,j Mean b. d. N/a Ensemble Ensemble

dataset, and with the random search baseline when entropy is the selection metric, the only

case where the single best individual outperforms the ensemble. These observations meet the

expectations and justify the claim of Hypothesis 4.1 that the neural networks in the evolved

ensembles are both diverse and accurate and that explicitly searching for diversity alone without

rewarding accuracy, at least with the NS algorithm, does not impact negatively upon ensemble

performance. On the contrary, given how the ensembles evolved with NS outperform those

evolved with random search, as discussed below, we argue that it is precisely this explicit

search for diversity that could lead to better ensemble accuracy.

4.5.2 Hypothesis 4.2

Hypothesis (Novelty Search vs Random Search). Ensembles evolved by the NS algorithm lead

to higher test set accuracy than that of those found by the random search.

Table 4.6 shows the results of Mann-Whitney significance tests between the NS and the random

search baseline. The ensembles evolved by the NS significantly outperform those evolved by the

random search for all cases on CIFAR-100, as well as on CIFAR-10 except when the baseline

disi,j metric is the behavioural metric. The NS does not do better than the random search

on SVHN. The accuracy results between the NS and the random search are very similar for
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the error diversity metrics propi,j and cosi,j, as well as when entropy is the selection metric,

as per Table 4.4. Interestingly, the random search considerably outperforms the NS when

the disagreement metric disi,j is used. As discussed later in this section, it is clear that the

error diversity metrics that we propose lead to better results than the disagreement metric.

The reason why the NS with these error diversity metrics does not outperform random search

on SVHN requires further investigation but is likely a characteristic of the problem domain.

SVHN is a simpler dataset and therefore finding the best-performing networks within the ranges

defined in Table 4.2 is easier and a random search could prove the better strategy over NS.

It is possible that the error diversity metrics lead the NS to trade accuracy for diversity on

this dataset. In other words, if most neural network models are accurate but with similar

behaviour, forcing the search to keep finding more behaviourally diverse models could result

in less accurate learners, impacting ensemble performance negatively; this appears to be the

case on SVHN, especially with the disagreement metric commonly used in the literature. On

the hardest dataset of the three, CIFAR-100, the NS always outperforms the random search

and the difference in accuracy that results from each is largest, as per Table 4.4; on the second

hardest, CIFAR-10, the NS is only outperformed by the random search in combination with

the underperforming disagreement metric. It is thus possible that the NS is more useful on

harder problems, upon which the search must be guided by some non-random criterion. These

observations justify the claim we make in Hypothesis 4.2 that, at least in some cases, explicitly

searching for diversity, which the NS algorithm does, leads to better accuracy than simply

rewarding it, as in the random search. However, there remain open questions regarding the

conditions under which this can be observed, namely those pertaining to the problem domain

and to the diversity metrics which define the search space of the NS. Further investigation into

the trade-off between diversity and accuracy is required as well.

4.5.3 Hypothesis 4.3

Hypothesis (Novelty Search vs Implicit Diversity Ensembles). Ensembles evolved by the NS

algorithm have higher test set accuracy than ensembles generated with standard methods that
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Table 4.6: NS vs random search. Best case shown when statistical significance at the 1% level
is observed

Metrics Best
CIFAR-10

Best
CIFAR-100

Best SVHN

propi,j

Mean b. d. Novelty search Novelty search Random search
Entropy Novelty search Novelty search N/a

cosi,j Mean b. d. Novelty search Novelty search Random search
disi,j Mean b. d. Random search Novelty search Random search

only implicitly promote diversity.

Regarding the ensembles which are generated with only an implicit definition of diversity (last

column of Table 4.4), significance tests show that, on CIFAR-100, both the NS and the random

search significantly outperform this baseline in all cases except when random search is used

with entropy; on CIFAR-10, no statistical significance is observed when the random search uses

the disagreement metric disi,j, but the baseline significantly outperforms both search methods

in all other cases where this metric is used and also when compared to the random search

with entropy; on SVHN, the baseline significantly outperforms the search methods in more

cases, namely all those using entropy and when the NS uses the disagreement metric, with

no statistically significant difference observed when the random search uses this same metric.

We can therefore attest the claim of Hypothesis 4.3 by observing that the methods tend to

outperform the implicit diversity baseline when the error diversity metrics that we propose

in Section 4.2.1 are used; using the disagreement and entropy metrics often leads to worse

performance than this baseline, likely because, as discussed before, they lead the search to

excessively trade the accuracy of its individual learners for diversity of behaviours. We also

note that the performance of this baseline on SVHN is close to that of the best cases produced

by the NS; given its smaller complexity w.r.t. the other search methods, this means that it

could be advantageous on easier datasets such as SVHN.
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Table 4.7: Different diversity metrics. Best case shown when statistical significance at the 1%
level is observed

Method Fixed
metric

Varied metrics Best
CIFAR-

10

Best
CIFAR-

100

Best
SVHN

Novelty search

Mean be-
havioural
diversity

propi,j cosi,j N/a N/a N/a
propi,j disi,j propi,j propi,j propi,j

cosi,j disi,j cosi,j cosi,j cosi,j

Entropy
propi,j cosi,j N/a N/a N/a
propi,j disi,j propi,j N/a propi,j

cosi,j disi,j cosi,j N/a cosi,j
propi,j Mean b.

d.
Entropy Mean b.

d.
Mean b.

d.
Mean b.

d.
cosi,j Mean b.

d.
Entropy Mean b.

d.
Mean b.

d.
Mean b.

d.
disi,j Mean b.

d.
Entropy Mean b.

d.
N/a Mean b.

d.

Random search

Mean be-
havioural
diversity

propi,j cosi,j N/a N/a N/a
propi,j disi,j propi,j N/a propi,j

cosi,j disi,j cosi,j N/a cosi,j
propi,j Mean b.

d.
Entropy Mean b.

d.
Mean b.

d.
Mean b.

d.

4.5.4 Hypothesis 4.4

Hypothesis (Error Diversity Metrics vs Generic Diversity Metrics). propi,j and cosi,j lead to

better-performing ensembles than disi,j. The mean behavioural metric, when used in conjunction

with the first two of these, leads to better results than entropy.

Table 4.7 shows the results of significance tests between the accuracy results produced by

different diversity metrics. We can observe that the behavioural metrics propi,j and cosi,j

perform similarly well, with no statistically significant difference found between the results

produced by these two metrics in any parameter setting. They both significantly outperform

the disi,j metric in the NS with the mean behavioural diversity metric as the ensemble selection

metric; however, both when entropy is the selection metric and in the random search, this is

not observed on all datasets. Settings that use the mean behavioural metric as an ensemble

selection metric tend to statistically outperform those using entropy, for both the NS and the

random search; the only case where this is not observed with statistical significance is on the
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CIFAR-100 dataset when the NS uses the disi,j metric.

We note that the metrics we propose, propi,j and cosi,j, tend to lead to better results than

the disagreement metric commonly found in the literature, disi,j. In addition, calculating the

mean behavioural metric w.r.t. to the current ensemble members and using it as a selection

metric tends to work better than using entropy, which as mentioned before might lead to worse

ensemble performance than that of the single best individual. As we have mentioned before,

the behavioural metrics we propose focus more closely on error instances, i.e. instances that

at least one of the models has misclassified, unlike the common disagreement metric, which is

calculated w.r.t. to all test instances. Additionally, entropy is also calculated over all instances

in the test set and broadly measures the general divergence amongst the predictions made by

the ensemble members. This justifies the claim we make in Hypothesis 4.4 about the diversity

metrics which lead to better-performing ensembles: the error diversity metrics we propose

seem to be correlated with better ensemble accuracy and are thus better suited to the task

of searching for diversity. Further research into the implications of this finding is required to

understand how it can be fully leveraged to evolve high-performing ensembles.

4.6 Summary

This chapter described an innovative NS algorithm which evolves ensembles by explicitly search-

ing for behavioural diversity, unlike other methods found in the literature, which typically either

rely on implicit mechanisms for promoting diversity or only reward it by including it as an ob-

jective while searching for models which represent trade-offs between diversity and accuracy.

Our procedure not only rewards diversity, but rather actively searches for it by guiding the NS

with a definition of novelty score which is based on how diverse each individual neural network

is w.r.t. the other individuals in the population. The accuracy of the individual learners is

ensured by a standard gradient descent procedure, but it is not taken into account in the NS.

We investigate three behavioural diversity metrics, two of which we propose ourselves, and two

metrics for selecting individuals to be added to the final ensemble, one of which is also defined
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by us as the mean of behavioural diversity metrics calculated w.r.t. current ensemble members

and the other is the entropy of candidate ensembles.

The results showed that this approach succeeds at evolving an ensemble by explicitly searching

for behavioural diversity, significantly outperforming, particularly on harder datasets, a random

search baseline which merely rewards diversity and a baseline ensemble generated with implicit

diversity. They also showed that the ensembles almost always outperform their best individual

learner, meaning that the method is able to generate and select diverse enough learners while

maintaining accuracy. Of particular relevance is the observation that, amongst the diversity

metrics we considered, the error diversity metrics we proposed led to better results, i.e. they

pushed the NS towards better areas of the search space. All these observations provide valuable

insights into the problem of promoting diversity in ensembles of classifiers, suggesting not only

that explicit methods such as the one presented in this chapter should be adopted on harder

problems that implicit methods struggle to solve, but also that diversity metrics should focus

directly and closely on the errors made by individual learners.

A drawback of the work presented in this chapter was that it used only small and shallow neural

network models. This was a consequence of the computational complexity of the procedure:

training each neural network architecture in the population with gradient descent at every step

of the procedure is a resource-intensive step, but one which was necessary to calculate diversity

metrics. This limited the scope of practical applicability of our algorithm to unrealistically

specific and simplistic use cases. In the next chapter, we address this issue by augmenting

this procedure with a surrogate model [SZZ+20] which removes the need for the costly step

mentioned above. This significantly reduces the computational burden of the search procedure

and expands its scope of usability by enabling larger search spaces to be considered.



Chapter 5

Surrogate Diversity Modelling

5.1 Introduction

In Chapter 4, we proposed a novelty search (NS) method that explicitly searches for diversity

amongst a set of base learners by making use of metrics for measuring behavioural diversity.

However, a fundamental limitation of this approach is its computational complexity, with a

costly step of training all the neural network models in the population at each step of the

search. Such time and computational demands compromise the ultimate goal of that approach,

which is to develop learning algorithms which scale horizontally, namely with models that can

be distributed across many low-cost machines. Any claim to tackling the unsustainability of

Deep Learning (DL) algorithms with more scalable solutions is undermined by the fact that this

approach is so computationally intensive. In order to overcome the costly step of training each

model, we introduce a surrogate model [SZZ+20] into our method. We use this surrogate model,

pretrained on a sample drawn from the search space of neural network architectures, to get an

estimate of the error distance between two neural networks given architectural descriptors,

without training these networks. Whereas this calculation was previously a very costly step,

this technique renders it instantaneous.

There are two key contributions in this chapter. In Section 5.2, we introduce new diversity

metrics in addition to those we proposed in Chapter 4. The second and major contribution

55
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is an improvement of our previous NS algorithm by augmenting it with a surrogate model,

which is employed as mentioned above; this is detailed in Section 5.3. The experimental work

is described in Section 5.4. The results, which are presented in Section 5.5, show that our

new method achieves a speedup of 10 times compared to the previous approach when the

same parameters are used, without loss of performance. By changing the parameters to expand

the search space of neural network architectures, we considerably improve on the results of

Chapter 4 when testing the method on three benchmark datasets from Computer Vision —

CIFAR-10, CIFAR-100, and SVHN. Using a surrogate model enables us to search a wider

space of neural network architectures and run the Novelty Search procedure for longer. This

signifies an improved paradigm for implementing horizontal scaling of learning algorithms. The

new approach makes an explicit search for diversity considerably more tractable for the same

bounded resources. The work presented in this chapter resulted in one publication: [CHKP22].

5.2 Architectures and New Diversity Metrics

The NS operates over a space of architectures defined by a set of hyperparameters and calculates

novelty scores based on the behavioural distance between the neural network models. This

section describes the architectures evolved by the procedure, which are of the same type as in

Chapter 4, and the diversity metrics that we propose to measure distance, some of which are

new w.r.t. the previous chapter.

5.2.1 Neural Network Architectures

The architectures evolved by our procedure are residual neural networks [HZRS16a] based on

the wide architectures proposed by [ZK16]. They are of the same kind as those we used in

Chapter 4, where a full description can be found.

The hyperparameters of each network are evolved by NS. Each individual in the population is de-

fined by a variable-length vector, depending on the number of blocks r: [J,C,O1, ..., Or, D1, ..., Dr],
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where J is a Boolean value indicating whether the network should be trained jointly or sep-

arately if it is in the final ensemble, C is the output size of the first convolution, Oi is the

output size of block i, and Di its dropout probability. Each individual is mapped to a Pytorch

module [PGC+19] for implementation purposes. The parameters of each network are randomly

initialised and then optimised by a standard gradient descent procedure.

In order to preprocess the input to the surrogate model, we normalise the representation

described above in the following way: we first rescale the elements in all positions so that

they lie between 0 and 1. The first element is the Boolean value indicating whether the neural

network should be trained jointly or separately, so it need not be normalised. Then, given that

the representations have variable length depending on the number of residual blocks in each

neural network, we pad the vector so that it has fixed length, corresponding to the maximum

possible number of residual blocks, by adding an appropriate number of elements equal to 0

before the sequence of block output sizes and before the sequence of dropout probabilities.

Therefore, if the number of residual blocks in the network is r and the maximum number of

blocks is R; if the maximum and minimum sizes of the first convolution in the network are

Cmax and Cmin, respectively; if the maximum and minimum sizes of each residual block are

Omax and Omin, respectively; and if the maximum and minimum dropout probability of each

block are Dmax and Dmin; then the normalised representation of neural network mi is:

norm repi =

[
Ji,

Ci − Cmin

Cmax − Cmin

,

0, ..., 0,
OR−r

i −Omin

Omax −Omin

, ...,
OR

i −Omin

Omax −Omin

,

0, ..., 0,
DR−r

i −Dmin

Dmax −Dmin

, ...,
DR

i −Dmin

Dmax −Dmin

] (5.1)

Where there are R− r elements equal to 0 before the sequence of block output sizes and before

the sequence of dropout probabilities.



58 Chapter 5. Surrogate Diversity Modelling

5.2.2 Diversity Metrics

In order to calculate novelty scores, which are used as the objective function by the NS, we

have considered six different diversity metrics, five of which we have defined ourselves. These

metrics are calculated between each pair of individual neural network architectures. We used

three of these metrics in the previous version of our procedure, which is described in Chapter 4.

Let yi be the vector of predictions for model mi with each prediction yni for data point xn

being a class label in {1..C}. Let pi be a binary vector where pni = 1 if the prediction yni is

correct and pni = 0 otherwise. Let N11, N00, N01, and N10, respectively, be the total number

of test instances where two models are both correct, both incorrect, and when one is correct

and the other is not. The first diversity metric we consider is the proportion of different errors

between two models when at least one of them is correct. We expect it to provide insight into

the divergence between the errors made by two models. It is defined as:

prop1
i,j =

N01 +N10

N11 +N01 +N10
(5.2)

The second diversity metric we consider is very similar and is the proportion of different errors

between two models when at least one of them is incorrect. We first proposed this metric in

Chapter 4. We repeat it here for clarity:

prop2
i,j =

N01 +N10

N00 +N01 +N10
(5.3)

The third metric we propose is the harmonic mean between these two proportion metrics. This

is a sound way of averaging the two proportion metrics into a single metric so that they are

both taken into account. It is defined as:

propharm
i,j =

2 · prop1
i,j · prop2

i,j

prop1
i,j + prop2

i,j

(5.4)

We also consider a widely used metric (e.g. [Van05, KW03, PDCV10]) defined as the disagree-
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ment between two models, i.e. the proportion of test instances where one is correct and the

other is not. We take this metric into account since it expresses how commonly two models

disagree on any test instance. It is defined as:

disi,j =
N01 +N10

N00 +N01 +N10 +N11
(5.5)

Consider now the two’s complement of the binary vector of correct predictions pi, wi, i.e. the

binary vector of wrong predictions. The next metric we propose is the cosine distance between

the binary vectors of wrong predictions made by two models mi and mj. Like prop1
i,j and

prop2
i,j, we consider this metric because it is a measure of the distance between the errors made

by two models. We have defined it as:

cos disti,j = 1− wi ·wj

‖wi‖‖wj‖
(5.6)

Finally, we consider a metric of architectural diversity. Take the normalised vector which

represents each individual neural network, as described in Section 5.2.1. Let its size be L. To

obtain an architectural representation, we simply remove the first element from the normalised

representation, i.e. the Boolean value indicating whether or not the neural network should be

trained separately or jointly. Thus, referring to Equation 5.1, the architectural representation

of model mi is:

arch repi = norm rep
{1..L−1}
i (5.7)

We then define architectural distance between neural networks mi and mj as the cosine distance

between their normalised architectural representations:

arch disti,j = 1−
arch repi · arch repj

‖arch repi‖‖arch repj‖
(5.8)
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These metrics determine the behavioural distance between two neural network models, which is

used to calculate the novelty scores that guide the NS procedure, as explained in Section 5.3.3.

Note that the metrics prop2
i,j and cos disti,j focus more closely on the instances where the

models made a prediction error. In the work of Chapter 4, these two metrics have led to better

performance than the others. Here we are interested in learning whether the same pattern can

be observed with our new improved version of the NS procedure.

5.3 Novelty Search Augmented with a Surrogate Model

We use NS to evolve an ensemble of behaviourally diverse neural network models. Unlike the

work of Chapter 4, where the neural networks in a generation had to be trained with gradient

descent at each iteration of the NS in order to calculate the behavioural distances between each

pair of architectures, these distances are now estimated by a surrogate model which is pretrained

on a sample drawn from the space of neural network architectures. The most diverse models

are added to the final ensemble, which is then trained on the input data. This section provides

detail into these steps.

5.3.1 Surrogate Model to Estimate Distances

The NS requires novelty scores to be determined, which in turn require the distances between

pairs of neural networks in the current population to be calculated. However, calculating the

exact distance values between two neural network models entails first training the models on

the input data with gradient descent and then evaluating them on a validation dataset, as

we did in Chapter 4. This can be a very costly step if computational resources are limited,

which constrains the NS to only a few iterations and the population to a small size — as the

neural networks have to be trained in parallel for efficiency. Here we overcome this limitation by

pretraining a Random Forest [Bre01] surrogate model which estimates the behavioural distances

between a pair of neural network models.
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Note that the estimates of behavioural distances produced by the surrogate model do not

need to be very accurate. This is because, when calculating the novelty score of a particular

individual neural network, we only need to know relative distances in order to determine nearest

neighbours. This means that the surrogate model need only capture the general trends of growth

of the distance values, even if the actual values are not very precise. This makes the use of a

surrogate model very appropriate with no need for a very complex model. Figure 5.1 shows

the differences between the previous method for calculating exact distance values, shown in

Figure 5.1a, and the current method using a surrogate model, shown in Figure 5.1b. Calculating

exact distance values is a very costly step, potentially requiring several GPU hours depending

on the length of training. In contrast, estimating these distances by means of the surrogate

model is an instantaneous process, once the surrogate model has been trained on sample data

beforehand.

5.3.2 Pretraining the Surrogate Model

The surrogate model must be trained beforehand so that it can be used effectively during

the NS to estimate the distance values between two neural network models. To do this, we

draw a sample of neural networks from the search space of architectures defined by the set

of hyperparameters used with the NS method. We first train each of these neural networks

with gradient descent and calculate their error vectors on a validation data set. We then

build random pairs of neural networks and calculate the exact distance values, for all six

metrics considered, between them as a function of either their error vectors or their architectural

descriptors, as explained in Section 5.2.2. Finally, we construct a data set on which we fit a

Random Forest regressor [Bre01] which takes as input the normalised representations of two

neural network architectures, as per Section 5.2.1, and has six outputs: the estimates of the

distance values for all six metrics considered. We have selected a Random Forest model due

to its low complexity and because we expect it to generalise well on new data, given that it

is an ensemble model. Algorithm 5.1 describes the process of training this surrogate model in

pseudocode.
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(a) Steps required to calculate exact distance values between two neural networks

(b) Estimating the distance values between two neural networks with a surrogate model

Figure 5.1: Difference between calculating and estimating distance values
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Algorithm 5.1 Pretraining the surrogate model on sample architectures

draw a sample S of neural networks from the search space defined by J , [Cmin, Cmax],
[Omin, Omax], and [Dmin, Dmax];
train(S); . Models trained jointly or separately according to the value of Ji
for neural network model mi ∈ S do

get error vector ei on validation set Dval;
end for
build ‖S‖2−‖S‖

2
unique pairs of neural networks;

initialise dataset Ddists ← ∅;
for each pair mi, mj do

d← all 6 distance values; . calculated as per Section 5.2.2
norm repi, norm repj are the normalised representations of mi and mj;

add data point x←
{

norm repi, norm repj,d
}

to Ddists;
end for
train random forest model rf on Ddists;
return random forest model rf ;

5.3.3 Novelty Search Algorithm

Our algorithm for building an ensemble implements NS as described by [LS11a], applying it to

our problem domain. Algorithm 5.2 presents the pseudocode for this procedure. The original

training data is split into two sets, one for training and one for validation. The training

set is used to train the final ensemble; it is also used to train the sample of neural network

architectures drawn from the search space that is in turn used to pretrain the surrogate model.

Whereas training each of these sample neural networks makes use of the entire training set,

pretraining the surrogate model only requires the validation set, which is used to calculate exact

distance values between pairs of neural networks.

Selection in NS is driven by the novelty score, which computes the sparseness at any point in

the behavioural space. This sparseness is defined by one of the distance metrics of Section 5.2.2.

Areas with denser clusters of visited points are considered less novel and therefore rewarded less.

This is defined as the average distance to the K-nearest neighbours of a point, calculated with

respect to the other individuals in the current generation and to a stored archive of previously

sampled solutions. Hence, the novelty score is calculated as:

NSi =
1

k

K∑
k=0

div metric(mi, µk) (5.9)



64 Chapter 5. Surrogate Diversity Modelling

Where µk is the kth-nearest neighbour of mi with respect to the diversity metric div metrici,j,

selected from the metrics defined in Section 5.2.2.

Individuals are selected for reproduction on the basis of their novelty scores using a tournament

selection procedure. In the interests of promoting divergence and avoiding convergence, repro-

duction only uses mutation. Mutation either adds or removes a randomly chosen residual block

from an individual, modifying input/output sizes at the mutation point as necessary; changes

the output size and dropout probability of a random block; or swaps two consecutive blocks

chosen at random.

After evaluating the entire population, nA randomly chosen individuals are added to the archive,

following the method suggested in [GMC15]. In addition, the individual from the population

with the highest elite score, calculated in a similar fashion to the novelty score, is added to an

elite archive. After running the NS for the specified number of iterations, a subset of this elite

archive is selected as the final ensemble. This subset is chosen so as to maximise the average

distance amongst its members. The final ensemble is then trained by gradient descent, the only

time when this parameter optimisation takes place.

5.3.4 Evaluation of Evolved Ensembles

In order to evaluate the performance of the evolved ensemble, we use the stacking technique

[Wol92], which trains a linear model to weight the predictions of each individual learner. This

linear model is trained for a configurable number of iterations on the validation set mentioned

in Section 5.3.3. This is to avoid overfitting the test set.

5.3.5 Baseline: Previous Method

The approach we present here is an improvement of the method that we propose in Chapter 4.

We use this as a baseline against which we compare the new method. In its main aspects, the

previous method is similar to the new method, with the notable difference that it does not
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Algorithm 5.2 Ensemble evolution through NS

randomly initialise population pop;
archive← ∅;
elite archive← ∅;
draw Dtrain and Dval from training set D;
set evolution iterations epochs;
set archive sample size nA;
set final ensemble size ensemble size;
surrogate model sdiv pretrained as per Algorithm 5.1;
select diversity div metrici,j from Section 5.2.2;
for epochs do

for mi,mj ∈ pop× pop ∪ archive : mi 6= mj do
div metrici,j ≈ sdiv(mi,mj)

end for
for mi,mj ∈ pop× elite archive do

div metric′i,j ≈ sdiv(mi,mj)
end for
for mi ∈ pop do

NSi ← 1
k

∑K
k=0 div metric(mi, µk) . Equation 5.9

NS ′i ←
∑

mj∈elite archive div metric′(mi,mj)
end for
sample← random sample(pop, nA)
archive← archive ∪ sample
el best← max(pop,NS ′i)
elite archive← elite archive ∪ {el best}
s← tournament select(pop,NSi)
pop← mutate(s)

end for
for mi,mj ∈ elite archive× elite archive : mi 6= mj do

div metric∗i,j ≈ sdiv(mi,mj)
end for
for mi ∈ elite archive do

NS∗i ←
∑

mj∈elite archive:mi 6=mj
div metric∗(mi,mj)

end for
ensemble← max(elite archive,NS∗i , ensemble size)
train(ensemble); . Models trained jointly or separately according to the value of Ji
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make use of a surrogate model to estimate the distance between two neural network models.

As discussed previously, this original method calculates exact distances between each pair of

neural networks by first training all the models in the current generation with gradient descent

and then getting their error vectors by evaluating them on a validation set. As an additional

difference, the previous method would calculate at each iteration an ensemble selection metric

for each member of the population and then add to the final ensemble the single best-scoring

neural network in each generation. The new method maintains an elite archive, to which a

sample of neural networks from each generation with highest novelty score with respect to this

archive, which we call elite score, is added at each iteration; novelty scores with respect to the

final elite archive are calculated at the end for each of its members and this ensemble score is

used to select a subset of neural networks which will make up the final ensemble.

We compare the new method proposed in this paper with our previous approach along two

main lines. Firstly, we seek to understand whether there is a speedup with the new method

as a result of increased efficiency when looking for solutions of similar complexity to those

found with the previous method. Secondly, we investigate whether the new method can be

used to produce better solutions, i.e. solutions of higher complexity and leading to better

final performance. This means that we are interested in investigating whether there is both

a quantitative improvement, i.e. being able to do more of what could be done with the

previous method thanks to a more efficient use of computational resources, and a qualitative

improvement, i.e. being able to do more than what could be done with the previous method

by tackling solutions that were previously unfeasible or intractable.

5.4 Experiments

This section describes the two sets of experiments carried out for comparing the new NS method,

which makes use of a surrogate model to estimate the distance between models as described

previously, with the previous method, which instead calculates exact distance values by first

training all the models in the population with gradient descent and then determining their
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error vectors on a validation set. We compare the methods based on resource usage, namely

runtime, for similar parameter settings and model complexity, as well as on their ability to

scale to larger search spaces and search for more complex models.

5.4.1 Test set 1: Resource Usage for Similar Complexity

In this set of tests, we investigate the total time required to run each of the two methods

when they are looking for solutions of the same complexity and running for the same number

of iterations. We wish to determine the speedup that can be gained with the new method,

which makes use of a surrogate model to overcome the need for training all the models in the

current generation with gradient descent in order to calculate novelty scores. We run both the

new and the previous methods on CIFAR-10 and fix the parameters, as shown in the second

column of Table 5.1. We conjecture that in these conditions our new method not only results

in a speedup due to the use of a Random Forest surrogate model, but also outputs ensembles

of similar performance. This is expressed by Hypotheses 5.1 and 5.2.

Hypothesis 5.1 (Runtime of previous NS method vs new method enhanced with a surro-

gate model). Enhancing the NS procedure with a Random Forest surrogate model pretrained

to estimate the distance between models, and thereby their novelty scores, results in a speedup

compared with our previous method, which calculates exact distance values and novelty scores,

when constructing ensembles of the same complexity.

Hypothesis 5.2 (Performance achieved with the previous NS method vs the new method with

a surrogate model). When looking for solutions of the same complexity, the new NS procedure,

using a surrogate model, outputs ensembles which do not perform worse than those constructed

by our previous method, even though the new method only estimates distance values and novelty

scores.
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Table 5.1: Novelty search parameters for both test sets

Parameter Test set 1: runtime
comparison (both

methods)

Test set 2: expanded
search space (new

method only)

Iterations 10 100
Final ensemble size 11 40

Population size 30 100
Diversity metric cos disti,j All from Section 5.2.2

Number of blocks 2:6 2:6
Number of channels in the

first convolution
4:16 4:16

Number of channels in
residual blocks

24:32 16:64

Dropout probability in
residual blocks

0.1:0.4 0.1:0.9

Number of neighbours K 3 15
Size nA of archive sample 5 10

Size of tournament for
selection

10 50

5.4.2 Test set 2: Expanding the Search Space

Using a surrogate model to speed up the procedure has enabled us to both search for solutions

of higher complexity and run the NS for longer. In this set of experiments, we apply the new

method to three benchmark datasets from the Computer Vision (CV) literature — CIFAR-

10, CIFAR-100, and SVHN — and test it with all diversity metrics previously defined in

Section 5.2.2. We also compare the results achieved with the new method to the best results

observed with the previous method. The parameters that we use with the new method are

shown in the third column of Table 5.1; they correspond to the expanded search space made

possible by the use of a surrogate model. We expected to see further evidence of what we

observed in previous work, presented in Chapter 4, regarding error diversity metrics, namely

that those diversity metrics which focus more closely on the instances where the models make

prediction errors lead to higher-performing ensembles. This is expressed by Hypothesis 5.3.

We also expect the new method to lead to higher-performing ensembles than those constructed

with the previous method, since the use of a surrogate model makes it feasible to expand the

search space and run the NS for longer. This is expressed by Hypothesis 5.4.
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Hypothesis 5.3 (Better performance with metrics that focus on error instances). In a similar

fashion to what we have observed with our previous method, running the NS procedure with

the distance metrics that focus more closely on the instances where the models make predic-

tion errors leads to higher-performing ensembles than when more generic diversity metrics are

employed.

Hypothesis 5.4 (Performance achieved with the previous NS method vs the new method with

a surrogate model). The new NS method enhanced with a surrogate model makes it possible

to search a larger space of more complex neural network architectures and, therefore, outputs

higher-performing ensembles than the best ones constructed by our previous method.

5.5 Results and Discussion

In this section, we present the results of the two sets of experiments described in Section 5.4.

We then discuss these results and whether the hypotheses formulated above can be rejected.

5.5.1 Hypothesis 5.1

Hypothesis (Runtime of previous NS method vs new method enhanced with a surrogate

model). Enhancing the NS procedure with a Random Forest surrogate model pretrained to es-

timate the distance between models, and thereby their novelty scores, results in a speedup com-

pared with our previous method, which calculates exact distance values and novelty scores, when

constructing ensembles of the same complexity.

Table 5.2 shows the median value, calculated after 10 independent runs, of the time required to

run both the previous NS method and the new method, which makes use of a surrogate model,

with the same parameters. These results show that the new method is about 10 times faster

than the original NS method. A Mann-Whitney significance test shows that this difference is

significant at the 1% level. This supports the claim of Hypothesis 5.1 that enhancing the NS

method with a Random Forest surrogate model to estimate the distances between models speeds
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Table 5.2: Median results over 10 runs of the previous NS method and the new NS method
with a surrogate model on CIFAR-10 (test set 1)

Runtime of NS 48760.5 s
Runtime of NS with surrogate model 4871 s

Training a sample of architectures 28970.5 s
Building a dataset and training the

Random Forest surrogate model
18113.5 s

Accuracy achieved by NS 82.245%
Accuracy achieved by NS with

surrogate model
83.885%

up the search for diverse models and the construction of a diverse ensemble. For reference, we

also report in Table 5.2 the median time, over 10 runs, required to train a sample of 40 neural

network architectures on CIFAR-10, as well as to build a dataset and train the Random Forest

surrogate model as per Algorithm 5.1. Note that these two runtimes are a one-off cost and

that, in order to pretrain the surrogate model for our experiments, we have trained a total of

3200 sample architectures by running several processes in parallel on a cluster, each training

40 architectures.

5.5.2 Hypothesis 5.2

Hypothesis (Performance achieved with the previous NS method vs the new method with a

surrogate model). When looking for solutions of the same complexity, the new NS procedure,

using a surrogate model, outputs ensembles which do not perform worse than those constructed

by our previous method, even though the new method only estimates distance values and novelty

scores.

Table 5.2 also shows the median accuracy, calculated after 10 independent runs, achieved by

ensembles constructed by both the previous NS method and the new method, when these

are executed with the same parameters. The results show that the ensembles constructed by

the new method do not perform worse than those constructed by the original method, which

calculates exact values for the distance metrics and novelty scores. In fact, we observe that the

new method leads to slightly better performance. A Mann-Whitney significance test shows that
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this difference is significant at the 1% level. This corroborates Hypothesis 5.2, which claims

that there is no loss in performance when using the new method and its surrogate estimates.

Besides the use of surrogate models, the major difference between the previous and the new

method is the way a subset of all the models is selected to be in the final ensemble. As explained

before, the previous method applies an ensemble selection metric at each iteration of the NS,

whereas the new method keeps an elite archive, from which the final ensemble is selected in an

additional step at the end of the procedure. It seems that the ensemble selection procedure of

the new method is the cause behind the better performance achieved by its ensembles.

5.5.3 Hypothesis 5.3

Hypothesis (Better performance with metrics that focus on error instances). In a similar

fashion to what we have observed with our previous method, running the NS procedure with

the distance metrics that focus more closely on the instances where the models make predic-

tion errors leads to higher-performing ensembles than when more generic diversity metrics are

employed.

Table 5.3 shows the median accuracy, after 10 runs, of ensembles evolved by the new NS

procedure extended with a surrogate model, for all six diversity metrics of Section 5.2.2 and

all three datasets considered. We observe that on CIFAR-10 and SVHN, the metrics prop2
i,j

and cos disti,j lead to the highest-performing ensembles. Mann-Whitney tests show that the

difference to the other metrics is statistically significant. On CIFAR-100, this is observed

additionally with the metrics propharm
i,j and disi,j.

The metrics prop2
i,j and cos disti,j are the two that focus more closely on the instances where the

two models being compared make prediction errors. Additionally, the metric propharm
i,j depends

on the value of prop2
i,j. These observations back the claim of Hypothesis 5.3 that error diversity

metrics lead to better-performing ensembles compared to more generic diversity metrics. This

confirms our observations in Chapter 4.
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Table 5.3: Median accuracy over 10 runs of ensembles constructed by the new method (test set
2). Best results highlighted. Best results with the original NS shown for comparison

Dataset Diversity metric Final ensemble
accuracy

Best accuracy
with original NS
(from Chapter 4)

CIFAR-10

prop1
i,j 67.295%

83.51%

prop2
i,j 90.605%

propharm
i,j 83.975%

disi,j 86.28%
cos disti,j 90.11%
arch disti,j 80.4%

CIFAR-100

prop1
i,j 28.725%

45.42%

prop2
i,j 63.05%

propharm
i,j 63.41%

disi,j 63.18%
cos disti,j 63.035%
arch disti,j 49.83%

SVHN

prop1
i,j 78.825%

91.435%

prop2
i,j 94.8%

propharm
i,j 89.775%

disi,j 90.675%
cos disti,j 94.79%
arch disti,j 90.68%
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5.5.4 Hypothesis 5.4

Hypothesis (Performance achieved with the previous NS method vs the new method with

a surrogate model). The new NS method enhanced with a surrogate model makes it possible

to search a larger space of more complex neural network architectures and, therefore, outputs

higher-performing ensembles than the best ones constructed by our previous method.

The last column of Table 5.3 shows the best performance achieved by ensembles evolved with our

previous NS method. These results show very clearly that the new method constructs higher-

performing ensembles than our previous procedure, with the most considerable difference being

observed on CIFAR-100 and CIFAR-10. Mann-Whitney tests reveal that, for each dataset, the

difference between the best results achieved by the new method and the best achieved by the

previous method is indeed statistically significant. This difference results from the fact that the

new method, thanks to its use of a surrogate model, is able to search a wider space of neural

network architectures, even though it runs on the same bounded resources. We conclude that

this supports Hypothesis 5.4.

5.6 Summary

This chapter described a significant extension to the work presented in Chapter 4, where we

proposed an innovative NS method to build behaviourally diverse ensembles of classifiers. The

previous method had signposted an innovative way to construct high-performing ensembles

by explicitly searching for diversity. However, its application in practice had been hampered

by limitations in the amount of available computational resources, since it involved a time-

consuming step of training all networks in each generation of the NS with gradient descent.

The new method overcomes this limitation by using a pretrained surrogate model to estimate

the distance between neural network architectures, necessary to calculate novelty scores, with-

out the need to train them. In this way, we obtained an approximate speedup of 10 times

w.r.t. the previous method when running them both with the same parameters, without loss of
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classification accuracy. We were also able to construct better-performing ensembles thanks to

the expanded architecture search space facilitated by using a surrogate. We confirmed previous

observations that error diversity metrics lead to better-performing ensembles than more generic

metrics.

This new method thus represented an improved paradigm for implementing horizontal scaling

of learning algorithms. It made an explicit search for diversity considerably more tractable

than the approach of Chapter 4 for the same bounded resources. In the next chapter, we

extend this algorithm with four new methods which incorporate accuracy objectives into the

NS, with the goal of studying the relationship between diversity and classification accuracy and

to characterise the trade-offs between the two.



Chapter 6

The Diversity-Accuracy Duality in

Ensembles of Classifiers

6.1 Introduction

As we have seen, defining a classifier ensemble requires two phases: creating a large set of

potential classifiers, then selecting an appropriate subset to form an ensemble. Accuracy can be

achieved by training the learners with stochastic gradient descent (SGD), while diversity can be

achieved using implicit or explicit techniques. The former include techniques such as training

the models on different subsets of the data or starting from different random initialisations

[GCJ15], while the latter can be achieved by methods that explicitly create architectural or

behavioural diversity, such as the ones we propose in this thesis.

The trade-off between diversity and accuracy in ensemble learning has been the subject of

extensive research, e.g. [GJ14, OAWS15, ZZZ07]. In this chapter, we consider several strategies

for combining diversity and accuracy objectives along the two phases mentioned above, ranging

the full spectrum between favouring only explicit diversity and only explicit individual model

accuracy, with different combinations in between. We measure diversity with a number of

diversity metrics and make use of surrogate models — following the method described in

Chapter 5 — to reduce computational burden, which facilitates an extensive search for potential

75
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architectures and, therefore, ensembles. The surrogate models are used to estimate (1) the

distance between neural network architectures, which is required to drive the novelty search

(NS) method, and (2) the accuracy of a network. In this way, we are able to conduct a

thorough study to investigate whether there is indeed a fundamental tension between accuracy

and diversity. A high-level view of the generic NS method is given in Section 6.2 and a detailed

description is provided in Section 6.4.

The major contribution of this chapter arises from the experimental work, described in Sec-

tion 6.5. Results on three problems from Computer Vision (CV) — CIFAR-10, CIFAR-100

[Kri09], and SVHN [NW11] — are presented in Section 6.6. They show that incorporating ac-

curacy objectives significantly improves ensemble accuracy for the worst-performing diversity

metrics, but not for the best ones. However, they also reveal the surprising result that there are

multiple equivalent ways of combining the best diversity metrics with accuracy objectives that

lead to ensembles of similar measured diversity and average individual accuracy. This includes

even a method which only makes use of explicit accuracy objectives, with diversity being gen-

erated in an implicit manner by the evolutionary procedure. This means that, in the cases we

study here, there is no dichotomy between diversity and accuracy in ensembles of classifiers;

each contributes to final performance without detriment to the other and weighting one more

does not impact negatively upon the other. For the problem domains we tackle, there appears

to be a fundamental equivalence between searching for diversity and searching for individual

model accuracy. This equivalence between utilising diversity or accuracy objectives suggests

that the two are interchangeable in some conditions and, therefore, enables us to posit the exis-

tence of a diversity-accuracy duality in ensembles of classifiers. Although further investigation

is required, this result is nevertheless significant because it challenges notions about the need

to trade off diversity for accuracy. An implication of this is the possibility of designing better

algorithms which evolve diverse ensembles while the accuracy of base learners is implicitly en-

sured. The work presented in this chapter resulted in one paper which has been accepted at

GECCO 2022.
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6.2 A High-Level Conceptual View

Figure 6.1 shows a high-level view of a generic population-based search method for constructing

ensembles of classifiers, which extends the NS method of Chapter 5. This method has two

phases: a search phase and an ensemble selection phase. During the search phase, a large set

of candidate classifiers is created. Firstly, the distance between each pair of neural network

models in the population, and between each member of the population and each member of

the search archive, is estimated by a surrogate diversity model. The accuracy of each neural

network architecture is also estimated by a surrogate accuracy model. These distance and

accuracy estimates are then used to calculate three scores: (1) a fitness scorei, which is used to

evolve a new generation at each iteration to replace the current population; (2) an archive score

arch scorei, which is used to select a sample of models to be added to the search archive at each

iteration; and (3) an elite score el scorei, which determines a single neural network to be added

to an elite archive at each iteration. The way these scores are calculated is determined by the

particular method from Section 6.4.2 with which this generic search procedure is instantiated.

In the ensemble selection phase, a subset of the neural networks in the elite archive is selected to

become the final ensemble. These are the top S networks which score the highest ensemble score

en scorei. Again, the way this score is calculated depends on the particular search method. The

methods we propose in this paper represent different combinations of diversity and accuracy

objectives along the two phases of the generic search algorithm. Those different combinations

are reflected in the four scores mentioned above. As the last step, the final ensemble is trained

on a training set with stochastic gradient descent (SGD) and a linear stacking model [Wol92]

is trained on a validation set to weight the predictions of each individual learner.
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6.3 Architectures and Diversity Metrics

Our NS procedure augmented with accuracy objectives evolves architectures of the same type

as in Chapters 4 and 5. The diversity metrics that we employ here are the same as those

defined in Chapter 5. In the interests of clarity, this section provides a brief summary of both

the architectures and the diversity metrics.

6.3.1 Neural Network Architectures

Here we evolve neural network architectures — which are then trained with a stochastic gradient

descent (SGD) procedure — of the same type as in previous chapters, based on the wide residual

network architectures proposed by [ZK16]. We take the same representation for each individual

in the population as in Chapter 5. This is a variable-length vector, depending on the number

of blocks r: [J,C,O1, ..., Or, D1, ..., Dr], where J is a Boolean value indicating whether the

network should be trained jointly or separately if it is in the final ensemble, C is the output

size of the first convolution, Oi is the output size of block i, and Di its dropout probability.

Before being mapped to a Pytorch module [PGC+19], this representation is normalised as in

Chapter 5 by rescaling all elements so that they lie between 0 and 1 and padding the vector so

that it becomes fixed-length.

6.3.2 Diversity Metrics

In order to calculate novelty scores, we employ the diversity metrics proposed in Chapter 5.

These metrics are calculated between each pair of individual neural network architectures. Let

yi be the vector of predictions for model mi with each prediction yni for data point xn being

a class label in {1..C}. Let pi be a binary vector where pni = 1 if the prediction yni is correct

and pni = 0 otherwise. Let N11, N00, N01, and N10, respectively, be the total number of test

instances where two models are both correct, both incorrect, and when one is correct and the

other is not. The first diversity metric we consider is the proportion of different errors between
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two models when at least one of them is correct :

prop1
i,j =

N01 +N10

N11 +N01 +N10
(6.1)

The second diversity metric we use is very similar and is the proportion of different errors

between two models when at least one of them is incorrect :

prop2
i,j =

N01 +N10

N00 +N01 +N10
(6.2)

The third metric we use is the harmonic mean between these two proportion metrics:

propharm
i,j =

2 · prop1
i,j · prop2

i,j

prop1
i,j + prop2

i,j

(6.3)

We also consider the disagreement metric [Van05, KW03, PDCV10], i.e. the proportion of test

instances where one of the models is correct and the other is not:

disi,j =
N01 +N10

N00 +N01 +N10 +N11
(6.4)

Let wi be the two’s complement of pi, i.e. the binary vector of wrong predictions of model mi.

We consider the cosine distance between the binary vectors of wrong predictions made by two

models mi and mj:

cos disti,j = 1− wi ·wj

‖wi‖‖wj‖
(6.5)

Finally we consider a metric of architectural diversity. Take the normalised vector which

represents each individual neural network, as described in Section 6.3.1. Let its size be L.

To obtain an architectural representation, we simply remove the first element, J , from the

normalised representation:
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arch repi = norm rep
{1..L−1}
i (6.6)

We then define the architectural distance between neural networks mi and mj as the cosine

distance between their normalised architectural representations. It is defined thus:

arch disti,j = 1−
arch repi · arch repj

‖arch repi‖‖arch repj‖
(6.7)

6.4 Generic Novelty Search with Accuracy Objectives

We extend the NS procedure that we propose in Chapter 5, which constructs an ensemble of

behaviourally diverse neural networks by evolving their architectures. We augment this method

with accuracy objectives and make use of the same technique which employs a surrogate model

for estimating novelty scores, as this reduces the computational burden of the explicit search

for diversity. In addition, to preserve this greater efficiency, we deploy another surrogate model

for estimating what the accuracy of a neural network architecture will be if it is trained with

gradient descent on the input data. This surrogate accuracy model is pretrained on a sample

of architectures drawn from the search space. We then propose multiple ways to incorporate

explicit accuracy objectives into the NS.

6.4.1 Surrogate Models for Estimating Distance and Accuracy

A common technique in the optimisation and neural architecture search (NAS) literature (e.g.

[THMY21, RLDL20, ZON+06, GAM18, SZZ+20]) is to use a surrogate modelling function to

estimate certain parameters, rather than calculating exact values. In Chapter 5, we followed

this trend by employing a surrogate model that produces estimates of the values of the di-

versity metrics of Section 6.3.2 between two neural network architectures. This reduces the

computational burden of the search, as, in order to calculate exact values for these diversity
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metrics, the original NS procedure of Chapter 4 required exact error vectors to be determined

by evaluating the architectures on a validation set. This involved a costly step of training all

the neural networks in the population with gradient descent at every iteration. Following this

approach, for each dataset we pretrain a Random Forest regressor [Bre01] to be the surrogate

diversity model.

In addition, we also pretrain a surrogate accuracy model for each of the three datasets consid-

ered. This is so that accuracy objectives can be incorporated in the search for an ensemble

of neural network architectures without having to train these architectures at every step of

the procedure and calculate exact accuracy values on a validation set. Instead, estimates are

produced for the expected accuracy given the normalised representation of each neural network

individual, described in Section 6.3.1. The surrogate accuracy model is pretrained by first

drawing a sample of 3200 neural networks from the search space of architectures, training them

on the input data, and calculating their exact accuracy values on a validation set. We then

construct a dataset on which we fit a Random Forest regressor. This model takes as input the

normalised representation of a neural network architecture, as per Section 6.3.1, and outputs

its estimated accuracy. The reason for selecting a Random Forest model lies in its low com-

plexity and expected good generalisation, as it is an ensemble model. Algorithm 6.1 provides

a pseudocode description of the procedures for training both the surrogate diversity and the

surrogate accuracy models.

Algorithm 6.1 Pretraining the surrogate accuracy model on sample architectures

draw a sample S of neural networks from the search space defined by J , [Cmin, Cmax],
[Omin, Omax], and [Dmin, Dmax];
train(S); . Models trained jointly or separately according to the value of Ji
for neural network model mi ∈ S do

calculate accuracy ai on validation set Dval;
end for
initialise dataset Daccuracies ← ∅;
for each model mi do

norm repi is the normalised representation of mi;
add data point x← {norm repi, ai} to Daccuracies;

end for
train random forest model rf on Daccuracies;
return random forest model rf ;



6.4. Generic Novelty Search with Accuracy Objectives 83

6.4.2 Novelty Search Extended with Accuracy Objectives

In this paper, we propose a number of alternative methods which extend the NS method of

Chapter 5 by combining diversity and accuracy objectives in different ways across the two phases

outlined in Figure 6.1. We refer to the generic search method described in Section 6.2, which

is instantiated according to each of the selected search methods proposed herein and described

below, namely by calculating in different alternative ways the scores described before: the

fitness scorei, the archive score arch scorei, and the elite score el scorei, all three during the

search phase; and the ensemble score en scorei, during the ensemble selection phase. These

scores affect the way individuals are selected to both the search and the elite archives, whose

purpose is described in Section 6.2, and to the final ensemble. A pseudocode description of this

generic search method is given in Algorithm 6.2.

Combining Method 1 (CM1): Local Competition

Local Competition (LC) [LS11b] extends NS [LS08] by adding fitness objectives, which in our

case are explicit accuracy objectives. It weights diversity and accuracy according to a parameter

α. We expect variations of this parameter to produce different results. The distance between

two models, div metric(mi,mk), and the accuracy acci of model mi are estimated by surrogate

models as described before. In addition to the novelty score NSi, a local competition score LCi

is calculated as the proportion of neighbours that a model outperforms:

NSi =
1

k

K∑
k=0

div metric(mi,mk) (6.8)

LCi =
1

k

K∑
k=0

c(mi,mk) (6.9)

For all K neighbours mk of mi. The diversity metric div metrici,j is selected from the metrics

defined in Section 6.3.2. Note that, while the paper which originally proposed Novelty Search

with Local Competition (NSLC) [LS11b] defines LCi as a count, we define it as a proportion
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Algorithm 6.2 Generic search method for constructing a classifier ensemble

randomly initialise population pop;
search archive← ∅;
elite archive← ∅;
draw Dtrain and Dval from training set D;
set evolution iterations epochs;
set search archive sample size SA

set final ensemble size S;
surrogate diversity model sdiv pretrained as per Algorithm 5.1;
surrogate accuracy model sacc pretrained as per Algorithm 6.1;
select diversity div metrici,j from Section 6.3.2;
scorei is the fitness score of model mi;
arch scorei is the archive score of model mi;
el scorei is the elite score of model mi;
en scorei is the ensemble score of candidate model mi;
for epochs do

for mi,mj ∈ pop× pop ∪ search archive : mi 6= mj do
div metrici,j ≈ sdiv(mi,mj)

end for
for mi ∈ pop do

acci ≈ sacc(mi)
end for
calculate scorei, arch scorei, and el scorei according to the selected search method;
sa sample← sample(pop, arch scorei, SA)
search archive← search archive ∪ sa sample
el best← max(pop, el scorei)
elite archive← elite archive ∪ {el best}
s← tournament select(pop, scorei)
pop← mutate(s)

end for
for mi ∈ elite archive do

calculate en scorei according to the selected search method;
end for
ensemble← max(elite archive, en scorei, S)
train(ensemble);
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calculated w.r.t. the number of neighbours of mi. This is to ensure that a single score can be

appropriately calculated that mixes both LCi and the novelty score NSi, which will be of the

same order of magnitude due to the fact that distances are scaled to lie between 0 and 1 when

pretraining the surrogate diversity model. c(mi,mk) is defined thus:

c(mi,mk) =

 1 if acci > acck

0 if otherwise
(6.10)

The fitness score of model mi is then calculated by mixing NSi and LCi according to the

mixing parameter α:

scorei = (1− α)×NSi + α× LCi (6.11)

No archive score arch scorei is calculated for LC since a random sample, of size SA, of the

individuals in the current population is added to the search archive, as in Chapter 5. Consider

now a novelty score for model mi calculated w.r.t. all the individuals in the elite archive, NS∗i .

Consider the equivalent local competition score, LC∗i . The elite score el scorei is calculated in

a similar fashion to scorei, with the same parameter α but using these two scores instead. The

individual in each generation with the highest el scorei is added to the elite archive. At the

end of the procedure, an ensemble score en scorei is calculated in a very similar way for all the

neural network models in the elite archive — w.r.t. all other individuals in this archive. The

top S individuals with the highest ensemble scores will make up the final ensemble.

Combining Method 2 (CM2): Search for Diversity with Accuracy in Archives

This variant uses a novelty score to guide the search procedure, namely the selection of in-

dividuals from the population for reproduction, while storing the neural network models in

the archives, including the search archive, according to their accuracy. Thus, we expect this

method to maintain diverse populations whilst selecting the most accurate models in an elitist

fashion. The scores are defined in the following way:
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scorei = NSi (6.12)

arch scorei = el scorei = en scorei = acci (6.13)

While the single individual with highest el scorei is added to the elite archive at every step of

the search, the top SA individuals with highest arch scorei are added to the search archive.

Combining Method 3 (CM3): Search for Accuracy with Diversity in Archives

This variant does the opposite of the previous combining method, i.e. it uses accuracy to guide

the search procedure, but stores individuals in the elite archive based on how novel/diverse

they are. The final ensemble is also selected based on novelty. We thus expect it to maintain

accurate populations and the final ensemble to be a set of diverse models selected from a high-

performing region of the search space. Recall that NS∗i is the novelty score calculated for model

mi in the current generation w.r.t. all individuals in the elite archive. Let NS∗∗i be a similar

novelty score calculated for model mi in the elite archive w.r.t. all other models in this archive.

The scores are then defined as:

scorei = acci (6.14)

el scorei = NS∗i (6.15)

en scorei = NS∗∗i (6.16)

This method does not keep a search archive as the search is guided by accuracy only and,

therefore, there is no need to keep an archive of past solutions with respect to which a novelty
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score is calculated.

Explicit Accuracy with Implicit Diversity

The last method we consider uses only an implicit definition of diversity. The search is guided

by accuracy and individuals are stored in the elite archive and selected for the final ensemble

also based exclusively on their estimated accuracy. Diversity is generated implicitly by the

evolutionary procedure, namely the mutation operator applied in the reproduction step. We

expect this method to produce accurate but not very diverse ensembles. The scores are then

determined as:

scorei = el scorei = en scorei = acci (6.17)

As in the case of the previous method, no search archive is kept, since the purpose of such an

archive is for novelty scores to be calculated w.r.t. past solutions.

6.5 Experiments

In this section, we describe the experiments carried out on three datasets — CIFAR-10, CIFAR-

100, and SVHN. We compare the results reported in Chapter 5 with the four modified methods

that we present in Section 6.4.2. Running each of these methods to construct an ensemble

whose performance is then evaluated requires four steps: (1) running the modified NS proce-

dure using the surrogate diversity and surrogate accuracy models, without training the neural

network architectures during the search; (2) training the ensemble of neural network architec-

tures resulting from the previous step on the training set Dtrain, using a standard stochastic

gradient descent (SGD) procedure; (3) training a stacking model [Wol92] on the validation set

Dval, so as to learn a weighted average of the predictions made by each member of the ensem-

ble; and (4) calculating the classification accuracy of the ensemble on a test set. The surrogate

diversity and surrogate accuracy models are pretrained as described before. Table 6.1 shows
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Table 6.1: Common parameters fixed throughout the experiments for all the NS methods
extended with accuracy objectives

Parameter Value

Iterations 100
Final ensemble size S 40

Population size 100
Number of residual blocks 2:6

Number of channels in the first convolution 4:16
Number of channels in residual blocks 16:64
Dropout probability in residual blocks 0.1:0.9

Number of neighbours K 15
Size nA of archive sample 10

Size of tournament for selection 50

the parameters used throughout the experiments. Each experiment, i.e. each sequence of the

steps (1)-(4) described above, is run 10 times in order to ensure statistical significance in our

observations. The following four hypotheses are tested as part of our empirical analysis.

Hypothesis 6.1 (Performance Gain by Adding Accuracy Objectives). Taking individual model

accuracy into account as an objective, by means of the methods presented in Section 6.4.2, leads

to better ensemble accuracy than what can be achieved with a plain NS method.

This hypothesis expresses the expectation that accuracy objectives can improve the results of a

plain search for explicit diversity alone. We test it by comparing the results achieved by the NS

method of Chapter 5 with the final ensemble accuracy resulting from the three methods from

Section 6.4.2 which combine diversity and accuracy objectives: local competition, search for

diversity with accuracy in the archives, and search for accuracy with diversity in the archives.

Hypothesis 6.2 (Different Performance with Different Combinations of Diversity and Accu-

racy). Selecting different combinations of diversity and individual model accuracy, along the

spectrum that ranges from favouring only diversity to favouring only accuracy, results in differ-

ent ensemble accuracy.

This hypothesis expresses the notion that multiple ways of mixing diversity and accuracy objec-

tives lead to different ensemble accuracy and that, therefore, an optimal middle ground between
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searching only for one or the other can be found. We test it by comparing the ensemble per-

formance resulting from varying the mixing weight α when deploying the LC approach (see

Equation 6.11), as well as from the other methods of Section 6.4.2.

Hypothesis 6.3 (Diversity and Accuracy Must Be Balanced). Assigning greater importance

to diversity in an ensemble leads to worse individual model accuracy. Conversely, weighting

individual accuracy more leads to less diverse ensembles. There is a trade-off to be found

between the two.

This hypothesis claims that there is a fundamental tension between diversity and individual

model accuracy and that one can only be improved at the expense of the other. We test it

by calculating the values of diversity metrics and average individual model accuracy for the

ensembles resulting from applying both the previous NS method and the various methods of

combining diversity and accuracy objectives.

Hypothesis 6.4 (Worse Performance Without Explicit Diversity). Removing explicit diversity

objectives, keeping only individual accuracy objectives when searching for an ensemble, leads to

a decrease in ensemble diversity and, consequently, worse ensemble accuracy.

This hypothesis expresses the importance of explicit diversity objectives for constructing a

high-performing classifier ensemble. This follows from the results of Chapters 4 and 5. We test

it by comparing the performance resulting from the last method presented in Section 6.4.2,

which considers only accuracy objectives with diversity being generated implicitly, with that

resulting from the previous NS approach and the methods which combine both diversity and

accuracy objectives.

6.6 Results and Discussion

This section presents the results of the experimental work that we have carried out and con-

ducts an empirical analysis by discussing those results in connection with the hypotheses laid

out in Section 6.5. Table 6.2 shows the results of running each of the methods proposed in
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Section 6.4.2, as well as the NS method of Chapter 5. This is the mean final ensemble accuracy

over 10 runs for each method, parameter setting, and diversity metric, as applicable. As ob-

served in Chapter 5, the metrics that lead to the best results are prop2
i,j and cos disti,j. While

for LC we run the method with all diversity metrics for a direct comparison with the previous

NS approach, for the other two combining methods we confine ourselves to these two metrics

in the interests of clarity. The method that only utilises explicit accuracy objectives does not

make use of any diversity metric as diversity is generated implicitly.

6.6.1 Hypothesis 6.1

Hypothesis (Performance Gain by Adding Accuracy Objectives). Taking individual model

accuracy into account as an objective, by means of the methods presented in Section 6.4.2,

leads to better ensemble accuracy than what can be achieved with a plain NS method.

Table 6.2 shows accuracy results both for the NS method of Chapter 5 and the four methods we

propose herein. The cells highlighted in red correspond to results which are significantly better

at the 1% level, determined by Mann-Whitney statistical significance tests over 10 runs, than

the NS method for the respective diversity metric (not applicable to the last method). We can

see that both LC and the other two combining methods of Section 6.4.2 improve on the NS for

some of the metrics considered, but that the only consistent improvement on all three datasets is

observed for LC with metrics prop1
i,j and arch disti,j, which are the ones that tend to perform

the worst in the NS. We note that, on CIFAR-10, the second combining method produces

statistically significant improvements over NS, but that these improvements are not only too

small to be considered relevant, but also inconsistent as they are not observed on CIFAR-

100 or on SVHN. A similar inconsistent improvement is observed on CIFAR-100 for the third

method, with metric prop2
i,j. These results therefore only partially support Hypothesis 6.1, since

introducing accuracy objectives only improves on the results of the NS for the worst-performing

diversity metrics. The hypothesis must be rejected since no significant improvement is observed

for the best-performing ones, which suggests that the choice of a good diversity metric plays
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Table 6.2: Median accuracy over 10 runs for the previous NS method and all the methods
extending it with accuracy objectives. Results significantly better than NS at the 1% level for
the respective diversity metric highlighted in red

Method Diversity
Metric

Accuracy
CIFAR-10

Accuracy
CIFAR-

100

Accuracy
SVHN

NS (from Chapter 5)

prop1i,j 67.295% 28.725% 78.825%

prop2i,j 90.605% 63.05% 94.8%

propharmi,j 83.975% 63.41% 89.775%

disi,j 86.28% 63.18% 90.675%
cos disti,j 90.11% 63.035% 94.79%
arch disti,j 80.4% 49.83% 90.68%

CM1: LC

α = 0.1

prop1i,j 80.485% 34.605% 89.975%

prop2i,j 90.655% 63.46% 94.98%

propharmi,j 86.12% 63.935% 91.635%

disi,j 84.615% 63.63% 91.63%
cos disti,j 90.26% 63.415% 94.87%
arch disti,j 87.745% 53.865% 93.27%

α = 0.5

prop1i,j 90.67% 63.45% 94.565%

prop2i,j 90.715% 63.18% 94.87%

propharmi,j 86% 63.755% 92.67%

disi,j 86.62% 63.99% 93.76%
cos disti,j 90.005% 63.685% 94.925%
arch disti,j 88.635% 58.615% 94.25%

α = 0.9

prop1i,j 90.295% 63.695% 94.82%

prop2i,j 90.735% 63.47% 94.99%

propharmi,j 85.31% 63.755% 93.78%

disi,j 86.145% 63.835% 92.23%
cos disti,j 89.9% 63.265% 94.955%
arch disti,j 88.635% 59.045% 94.455%

CM2: Search for Div., Acc. in Archives
prop2i,j 90.83% 63.125% 94.915%

cos disti,j 90.83% 62.545% 94.91%

CM3: Search for Acc., Div. in Archives
prop2i,j 90.73% 64.16% 94.865%

cos disti,j 90.565% 63.93% 94.89%

Explicit Accuracy with Implicit Diversity 90.895% 63.755% 94.915%
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a more important role and can make a more considerable difference than explicit accuracy

objectives.

6.6.2 Hypothesis 6.2

Hypothesis (Different Performance with Different Combinations of Diversity and Accuracy).

Selecting different combinations of diversity and individual model accuracy, along the spectrum

that ranges from favouring only diversity to favouring only accuracy, results in different ensem-

ble accuracy.

As observed above, introducing accuracy objectives only considerably improves on the NS

results for the two worst-performing metrics. To analyse the influence of different combinations

of diversity and accuracy objectives, we now focus more closely on the results achieved by LC,

the other two combining methods, and the explicit accuracy search method. For LC, we see

that there is an improvement for the two worst-performing metrics, prop1
i,j and arch disti,j,

when increasing α from 0.1 to 0.5 or 0.9. Mann-Whitney tests confirm that this improvement

is indeed statistically significant: for both metrics on CIFAR-100 and SVHN; and for prop1
i,j

on CIFAR-10. However, no statistically significant difference is observed for any of the other

metrics.

If we look at the second combining method of Section 6.4.2, we observe a slight improvement,

which is nonetheless statistically significant, on CIFAR-10 over LC for the metric cos disti,j, but

this is not observed on CIFAR-100 or SVHN and, therefore, not a consistent result. And finally,

if we look at the final method we propose, the explicit accuracy search with implicit diversity,

we again see that, although improving on the worst metrics, there is no significant improvement

observed consistently on all three datasets over NS or any of the combining methods for the two

best diversity metrics, prop2
i,j and cos disti,j. Statistical significance is observed in particular

cases — e.g. on CIFAR-10 and CIFAR-100 for NS with the metric cos disti,j or on CIFAR-

10 for LC with that same metric — but in any case the improvements in accuracy are very

small. We therefore reject Hypothesis 6.2 since the results do not consistently back the claim
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that different combinations of diversity and accuracy objectives lead to significantly different

ensemble accuracy. As observed before, the choice of diversity metric seems to play a more

crucial role than the choice of a particular combination between diversity and accuracy.

6.6.3 Hypothesis 6.3

Hypothesis (Diversity and Accuracy Must Be Balanced). Assigning greater importance to

diversity in an ensemble leads to worse individual model accuracy. Conversely, weighting indi-

vidual accuracy more leads to less diverse ensembles. There is a trade-off to be found between

the two.

Table 6.3 shows the average individual accuracy and the values of distance metrics for the

final ensemble, measured on the test data for each of the datasets considered, with different

methods and parameter settings. In the interests of clarity and due to limitations of space we

only include results for some of the methods and diversity metrics, since other results do not

contribute with any additional insight. The values of different diversity metrics are scaled for

the same dataset so that the magnitude of variations across rows may be directly compared,

hence the negative values. We have utilised the same min-max scalers that are fitted on the

training data when pretraining the surrogate diversity model for each dataset.

The first thing we note is the clear correspondence between similar average individual accuracy

and similar values for each diversity metric. The more similar the accuracy values, the more

similar the diversity values. This is observed across different methods on all three datasets.

For example, if we compare the rows for the NS method with metrics prop2
i,j and cos disti,j,

we find no statistically significant difference in average individual accuracy or the values of

diversity metrics, measured on the test set. If we take a closer look on the results of both the

NS and LC, we see that for the metric prop1
i,j, one of the worst-performing ones as discussed

previously, increasing the weight α of the local competition score LCi (Equation 6.11) leads to

a clear increase in the average individual accuracy of the models in the ensemble and a decrease

in the observed value for this metric w.r.t. the test set. This is observed consistently on all

https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.MinMaxScaler.html
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three datasets and Mann-Whitney tests confirm that this difference is statistically significant

at the 1% level between rows corresponding to different values of α and w.r.t. to plain NS.

However, the exact opposite is observed for the rows corresponding to the metric cos disti,j,

with the measured individual accuracy and diversity values remaining approximately constant

for different values of α and even for the method that only uses accuracy objectives; statistically

significant differences are not observed. This counter-example allows us to reject Hypothesis 6.3

since it is not the case in general that weighting diversity more will lead to worse individual

accuracy or vice-versa, which is a surprising result. The observations suggest this is highly

dependent on the choice of a diversity metric, rather than being a general rule. Running

the methods with a high-performing diversity metric does not seem to require a trade-off with

individual model accuracy.

6.6.4 Hypothesis 6.4

Hypothesis (Worse Performance Without Explicit Diversity). Removing explicit diversity ob-

jectives, keeping only individual accuracy objectives when searching for an ensemble, leads to a

decrease in ensemble diversity and, consequently, worse ensemble accuracy.

Looking at Table 6.2, we can see that the last method, which searches only for explicit accuracy,

with implicit diversity being generated by the evolutionary procedure, does not do worse than

the best amongst the other methods. In fact, our analysis reveals that in some cases it achieves

better accuracy than some of these other methods in a statistically significant way, although

this is not observed consistently — i.e. for all methods and diversity metrics across all three

datasets — and at any rate the differences are small. This means that Hypothesis 6.4 must

be rejected, as removing explicit diversity objectives does not lead to worse ensemble accuracy.

This is a surprising result given the findings of Chapters 4 and 5, regarding the explicit search

for diversity when compared to common methods that only promote it implicitly.
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6.6.5 The Diversity-Accuracy Duality

For an explanation of these surprising results, we now turn again to Table 6.3 and focus on

the last row for each dataset, corresponding to this explicit accuracy search method. We have

already noted that a trade-off between accuracy and diversity is not required when the best

metrics are utilised. We can also see that, for the last method, the values for the individual

accuracy and each of the diversity metrics are very similar to those in the rows corresponding

to the best diversity metrics, prop2
i,j and cos disti,j. The difference between the values for this

explicit accuracy search and the rows corresponding to the worst metric, prop1
i,j, is naturally

statistically significant in most cases, with some exceptions observed for LC with α = 0.9. For

the other cases, a statistically significant difference is at times observed, as this method tends to

result in slightly higher average individual accuracy, probably a result of only favouring accuracy

during the search. However, these differences are very small and the key observation is that

the average individual accuracy and the diversity values are very similar when comparing this

method with all the other ones using the two best metrics, including the NS, which only favours

diversity explicitly. These results suggest that, contingent on the choice of a high-performing

diversity metric — in this case, prop2
i,j or cos disti,j — there is an equivalence between searching

for diversity and searching for accuracy. Regardless of the importance assigned to each of

these two properties, the resulting ensembles will have similar average individual accuracy and

diversity and it is for this reason that their accuracy on test data is similar. We therefore

hypothesise that, for these two diversity metrics, there is an accuracy-diversity duality, in the

sense that these two properties appear to be interchangeable by means of an underlying process

which is not yet understood, but which our methods nevertheless seem to approximate. This

is highly significant because it challenges notions in the literature about the need to find a

trade-off between diversity and accuracy in ensemble learning.
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6.7 Summary

This chapter described an extension of a previous NS method with the goal of incorporating

accuracy objectives when searching for behaviourally diverse ensembles. Our initial research

question was whether these accuracy objectives could lead to a performance gain in terms of

final ensemble accuracy. We investigated a range of search methods that span the full spectrum

of favouring only accuracy, only diversity, or different combinations of both. We found that

accuracy objectives lead to significant improvements in ensemble accuracy, but only for the

worst-performing diversity metrics. For the best metrics, performance was not improved upon

regardless of the importance/weight assigned to accuracy objectives. But the most surprising

result was the observation that there is an equivalence between searching for diversity — when

defined by the two best metrics, prop2
i,j and cos disti,j — and searching for accuracy, with

multiple ways of combining these two objectives leading to ensembles of similar diversity and

average individual accuracy. When we considered the highest-performing metrics, there was no

dichotomy between diversity and accuracy; each contributed to ensemble performance without

detriment to the other and weighting one more did not impact negatively upon the other.

The observed equivalence between utilising diversity or accuracy objectives potentially means

that the two are interchangeable and correlated in some conditions. This is a rather counter-

intuitive result which suggests the existence of a diversity-accuracy duality in ensembles of

classifiers. While further investigation of this equivalence is required so that stronger conclusions

may be drawn, this result is significant because it challenges widespread assumptions about the

need to trade off diversity for accuracy. An implication of this is the possibility of designing

better algorithms which evolve diverse ensembles without detriment to their accuracy, since it

is implicitly ensured.



Chapter 7

Conclusion

7.1 Summary

In this research programme, we sought to develop innovative methods that create explicit

diversity in ensembles of classifiers, rather than relying on techniques that only implicitly

promote it. There is a consensus on the point that diversity between individual members of an

ensemble leads to better performance, but no standard and consistent “rulebook” for defining

and exploiting diversity to construct a high-performing classifier. By leveraging diversity as the

criterion for both instantiating and distributing the base learners of a classifier ensemble, we

aimed to use the techniques described in this thesis to develop alternative methods to current

deep learning (DL) techniques which are more sustainable, less resource-intensive, and more

accessible to researchers and practitioners.

We began by describing an algorithm called WILDA, which builds an architecturally diverse

ensemble for solving a classification task. In a distributed fashion, this algorithm evolves a

set of neural networks that are pretrained on the target task and diverse w.r.t. architectural

feature descriptors. WILDA implements a quality diversity (QD) algorithm called MAP-Elites

to evolve this set of base learners, each of which extracts a feature vector from the data. These

feature vectors are then aggregated and used as input to train a shallow centralised model for

classification. This was our first attempt at a method which promotes diversity systematically

98
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— even though this algorithm only rewards it, rather than actively searching for it.

In an effort to generalise this notion of architectural diversity and extend upon it, we then

described a NS approach to evolving behaviourally diverse ensembles, proposing a number of

error diversity metrics. The NS uses these metrics to guide a search over a large space of neural

network architectures, without selecting them based on their accuracy, which is only implicitly

ensured by a gradient descent procedure. Interestingly, we found that the error diversity metrics

we proposed lead to better results than others commonly found in the literature, i.e. they push

the NS towards better areas of the search space. However, the application in practice of this

method was hampered by limitations in the amount of available computational resources, since

it involves a very time-consuming step of training all networks in each generation of the NS

with gradient descent.

We then presented an extension to this NS method which overcomes this limitation by using

a pretrained surrogate model to estimate the distance between neural network architectures,

necessary to calculate novelty scores, without the need to train them. In this way, we obtained

an approximate speedup of 10 times w.r.t. the previous method when running them both with

the same parameters, without loss of classification accuracy. We were able to construct better-

performing ensembles thanks to the expanded architecture search space facilitated by using a

surrogate. We also confirmed the above-mentioned observations regarding the error diversity

metrics that we proposed. This new method thus represented an improved paradigm for im-

plementing horizontal scaling of learning algorithms, making an explicit search for diversity

considerably more tractable than the previous approach for the same bounded resources.

In order to study the relationship between diversity and accuracy in classifier ensembles, we

then proposed several methods that extend the novelty search with accuracy objectives. Fol-

lowing widespread assumptions, we were expecting that a trade-off must be found by balancing

diversity and accuracy objectives. Surprisingly, however, we observed that, for the highest-

performing diversity metrics, there is an equivalence between searching for diversity objectives

and searching for accuracy objectives. We therefore posit the existence of a diversity-accuracy

duality in ensembles of classifiers, although more investigation is required to characterise this
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duality. An implication of this is the possibility of designing better algorithms which evolve

diverse ensembles without detriment to their accuracy, since it is implicitly ensured.

7.2 Limitations

We identify ample opportunity for improving our work. The main limitation of our results is

the fact that the neural network architectures evolved by our procedures are much less complex

than state-of-the-art approaches. While it was not our aim to develop solutions capable of

outperforming the state of the art, it was mainly due to limitations of the available hardware

that we have not considered more complex architectures which could have led to a performance

potentially capable of challenging the state of the art. In general, the architectures we have

employed are quite rigid sequences of residual blocks, with only a few parameters being allowed

to vary. This has made it hard to explore other solutions which could have led to better

performance.

Another limitation is that, while we have proposed methods that explicitly search for diversity,

we do not have a systematic way of defining diversity beforehand. The definitions we present

have either been taken from the literature or specified by us in an ad hoc fashion, albeit

with reasonable justifications for their use. While our results provide some insight into what

makes a useful diversity metric, namely that metrics which focus on the errors made by the

models lead to better-performing ensembles, this relationship is not yet completely clear and has

precluded us from conducting a more in-depth study into how to exploit appropriate definitions

of diversity.

7.3 Future Work

Future work will focus on new research questions arising from the results of this research

programme, in addition to addressing the limitations pointed out in Section 7.2. We will

improve on our current methods by making them more flexible w.r.t. the architectures that can
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be evolved. While the complexity of these architectures will remain bounded by the limitations

in hardware and compute power available to us, widening the search space of candidate neural

network architectures could prove beneficial. This includes going beyond convolutional neural

network (CNN) and residual neural network (ResNet) architectures, considering new design

paradigms. We would also like to develop a systematic solution to the very problem of defining

diversity by evolving diversity metrics automatically, using simple operations as building blocks.

The surprising result described in Chapter 6, regarding the observed equivalence between

searching for diversity or searching for accuracy, deserves a more in-depth study. In future

work, we aim to provide more insight into this equivalence, which will enable a better charac-

terisation of the diversity-accuracy duality. Going beyond the empirical analysis provided in this

thesis, we will investigate what underlying process exists which could explain the equivalence

between accuracy objectives and the two highest-performing diversity metrics. Ultimately, we

seek to leverage this insight into the relationship between diversity and accuracy in ensembles of

classifiers to design better evolutionary search methods capable of constructing simultaneously

diverse and high-performing ensembles, which can be used as the basis for horizontal scaling

and distribution of neural network models.

7.4 Final Remarks

The work carried out during the course of this research programme has resulted in a number

of publications. In the beginning of this PhD programme, we produced papers whose content

is outside the scope of this thesis, namely work on a multi-agent simulation of a community

energy system published in ISoLA 2018 [CRH+18], eCAS 2018 [PCHO19], and GECCO 2019

[CHP19]. The work on architectural diversity of Chapter 3 resulted in publications in GECCO

2020 [CHP20] and EvoStar 2021 [CHKP21a]. The work that resulted in the NS algorithm of

Chapter 4 was published in GECCO 2021 [CHKP21b]. The extension of this method with a

surrogate model, described in Chapter 5, resulted in a paper in EvoStar 2022 [CHKP22], which

was awarded best paper in the Evolutionary Machine Learning (EML) track. Finally, a paper
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sharing the results of Chapter 6 has been accepted at GECCO 2022.

I am pleased with the fact that this thesis contributes an unexpected result — the diversity-

accuracy duality — which emerged from our work on designing algorithms that construct diverse

ensembles of classifiers systematically. Far from being the end point, this result opens up the

possibility of many other research avenues. I have taken on a position as Research Assistant

in the Computing department at Imperial College and I am glad that the work I carried out

during this research programme has proved useful. I am certain that the experience of the last

four years will remain very relevant.
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Additional Figures

Figure A.1: Distribution of number of blocks in the final ensemble for the original NS method
(Chapter 4)
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Figure A.2: Distribution of sizes of the residual blocks in the final ensemble for the original NS
method (Chapter 4)

Figure A.3: Distribution of dropout probabilities in the final ensemble for the original NS
method (Chapter 4)
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Figure A.4: Performance of surrogate model for predicting the cosine distance on CIFAR-10
(Chapter 5)

Figure A.5: Performance of surrogate model for predicting classification accuracy on CIFAR-10
(Chapter 6)
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Figure A.6: Performance of surrogate model for predicting the cosine distance on CIFAR-100
(Chapter 5)

Figure A.7: Performance of surrogate model for predicting classification accuracy on CIFAR-
100 (Chapter 6)
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Figure A.8: Performance of surrogate model for predicting the cosine distance on SVHN (Chap-
ter 5)

Figure A.9: Performance of surrogate model for predicting classification accuracy on SVHN
(Chapter 6)
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