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Abstract 

 

Spontaneous functional mammalian axonal regeneration following injury fails. High density and 

fast axon regeneration across distances are needed for efficient repair in humans. These are likely 

influenced by complex neuronal intrinsic and extrinsic metabolic and signalling mechanisms. 

Environmental factors such as exercise and diet have been shown to affect metabolism and 

signalling promoting health and repair processes in several diseases. Intermittent fasting (IF) has 

been shown to increase synaptic plasticity and neurogenesis that partially share molecular 

mechanisms with axonal regeneration. Recent publications showed that IF was followed by 

enhanced functional recovery following spinal cord injury. We hypothesized that IF would promote 

axonal regeneration after injury by a combinatorial effect of systemic and cell intrinsic mechanisms 

influencing neuronal metabolism and regenerative signalling pathways. Hence, we studied axonal 

regeneration after sciatic nerve injury in fasting (IF) versus non-fasting animals to discover that IF 

significantly promotes axonal regeneration. We next found IF-dependent upregulation of gut 

bacteria-derived indole metabolites and identified indole-3-propionic acid (IPA) as a key factor in 

IF dependent axonal regeneration. IPA treatment in ad libitum-fed mice increased axonal 

regeneration after injury. Further, RNA sequencing transcriptomic analysis from dorsal root 

ganglia neurons suggests that neutrophils and interferon gamma play an important role in IPA-

dependent axonal regeneration.  These studies offer both a novel mechanism and they have the 

potential to provide a novel translational approach for nerve repair and functional recovery after 

injury. 
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Chapter 1: INTRODUCTION 
 

1.1 Nervous system injury and regeneration 

 

1.1.1 Peripheral nervous system injury 

The peripheral nervous system (PNS) transmits signals between the central nervous system (CNS) 

and the rest of the body1. It consists of glial cells, stromal cells and neuronal cells, of which the 

latter can be subdivided into motor, sensory and autonomic neurons. Efferent neurons (motor and 

autonomic) receive signals from the CNS, whereas afferent neurons relay signals from cells, 

including Pacini cells, Golgi cells and muscle spindles to the brain and interneurons of the spinal 

cord1. Peripheral nerves are composed of nerve fibers which are assembled in individual fascicle 

bundles. Each fascicle is surrounded a perineurium membrane, and all fascicles are collectively 

encompassed by the epineurium, thus enclosing individual nerves1 (Figure 1). Contrary to 

motoneurons, which are classified as Aα neurons, sensory neurons can be subdivided into tactile 

and proprioceptive neurons (Aβ), muscle tone neurons (Aγ), pain, cold, temperature and touch 

neurons (Aδ) and pain, warm temperature and touch neurons (dC). Others such as, B and sC 

neurons, have various anatomical functions2.  

Injuries to the peripheral nervous system occur between 13 - 23 per 100,000 persons per year in 

developed countries 3-5, resulting in approximately $150 billion spent on annual healthcare in the 

United States alone5. Nerve injuries emerge from traction or stretch, contusion, missiles (gunshot 

wounds), crush (compression, ischemia) or thermal and electric injuries, resulting in partial or total 

loss of sensory, motor and autonomic function. Accordingly, injury severity can range from mild 

segmental demyelination (first degree injury, neuropraxia) to total loss of continuity of the entire 

nerve trunk (5th degree injury, neurotmesis)2. Often nerve injuries occur as secondary injuries 

following surgeries6 or muscle injections, and despite of some retained regenerative capacity of 

adult peripheral neurons, the functional outcome of such injury is often poor7. This is because the 

injured neurons regenerative response and the response of cells surrounding the axon, cannot 

maintain an effective growth-promoting response for long periods. Investigation into cellular 

processes and signalling pathways that promote peripheral nerve regeneration will be crucial for 

improving clinical outcomes following peripheral nerve injury (PNI). 

In early developmental stages mammalian neurons extend growth cones into axons and form 

synapses with other neurons. However, during transition into adulthood this growth capacity is 

partially or completely lost, in both the PNS and CNS, respectively 8,9. The ability to reinitiate axon 

growth following injury is usually termed axon “regeneration” and has mainly been studied 

utilising developmental pathways and genes10,11, regenerative organisms12,13 and post-injury 
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experimental models14. Adult mammalian nerves regenerate poorly and rarely reinnervate their 

target tissue, whereas invertebrates, such as aplysia, crayfish, leeches and cockroaches, manage to 

refuse the proximal and distal stump, months after nerve injury15-19. The ability to regenerate axons 

to full functional recovery makes them valuable model organisms to investigate the structural and 

molecular adaptations leading to successful axonal regeneration. The giant axons found in aplysia 

and cockroaches have been crucial in the dissection of events that initiate growth cone formation 

following transection in vitro. Additionally, studies in aplysia have uncovered many of the proteins 

retrogradely transported following injury, illuminating a better understanding of the 

communication between the injury site and the transcriptional changes in the cell soma20-23. These 

findings were built on further by studies in the mammalian sciatic nerve24-26. Invertebrates such as 

Drosophila melanogaster and C.elegans have also been found to undergo processes similar to 

mammalian neurons upon axotomy, resulting in a proximal stump that succeeds to form a new 

growth cone and a distal axon that degenerates27,28. The genomes between C.elegans and mammals 

are highly conserved29. Therefore, the transparent body, short life cycle and single neuron 

resolution of C.elegans allows for large scale genetic screens to dissect pathways required for 

axonal regeneration after injury. This approach has led to the discovery of more than 100 genes 

that influence the regrowth of axons, including the Delta Like Non-Canonical Notch Ligand 1 - 

Mitogen-activated protein kinase (DLK1-MAPK) pathway30-32, Phosphatase and tensin homologue 

(PTEN) homologue daf-1833 and Notch homologue lin1234. Invertebrates have been used to 

investigate the sequence of events following peripheral nerve injury and further guided our 

understanding of regenerative signalling. Intracellular signals are required to activate cell repair 

and initiate regenerative reprogramming. A number of signalling pathways, detected first in 

c.elegans, have been associated with axonal regeneration, of which the most well studied are the 

DLK-JIP3-JNK complex and Importin-vimentin-ERK complex signalling.  

Finally, neurons will have to rebuild a functional circuit by reconnecting with the original target to 

form synaptic contacts. In early development this is established by the release of nerve growth 

factors (NGFs) by the target itself35, whereas in the mammalian PNS, Schwann cells and 

macrophages release NGFs36-38 and Schwann cells form tubes to physically guide axons39. 

However, reaching a functional endpoint equivalent to that observed during development or in 

some invertebrate species is still to be achieved in mammalian peripheral nerves. Studies using 

mammalian animal models have further unravelled the intrinsic and extrinsic mechanisms 

contributing to axonal regeneration. 

 

 

 

https://www.sciencedirect.com/topics/medicine-and-dentistry/tensin
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Figure 1. Anatomy of the Central- and Peripheral nervous system 

This figure shows (A) the anatomy of central and peripheral nervous system and (B) a detailed 

anatomy of a peripheral nerve (From Kandel et al., 2003)1. 

 

1.1.1.1 The Dorsal root ganglion system  

One of the most established mammalian models to study the anatomical and molecular changes 

following axonal injury in rodents are the sciatic dorsal root ganglia. These ganglia, located lateral 

to the spinal cord1, contain the cell bodies of somatosensory pseudounipolar neurons which extend 

one regenerative competent branch into the sciatic nerve and one regeneration incompetent central 

branch in the spinal cord, the dorsal column and antero-lateral ascending pathways1 (Fig. 2). This 

is an elegant system to study the dichotomy of the regenerative response between the two nervous 

systems by enabling the investigation of pro-regenerative mechanisms in the CNS and the PNS 

within the same cell soma. Indeed, it was found that a prior injury to the sciatic nerve enhances 

regeneration of the central branch in the dorsal column (conditioning lesion)40 (Fig. 2). It 

demonstrated for the first time that, following injury, the signals that retrogradely propagate from 

the injury side to the soma in PNI, are not activated upon CNS injury. Additionally, it proved that 

PNI activates an intrinsic growth programme that enables axonal regeneration in both the 

peripheral and the central branch. This robust proregenerative signalling cascade relies on both 

axonal signalling and transcriptional mechanisms. 
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Figure 2. The dorsal root ganglion system and the conditioning lesion 

The dorsal root ganglion somatosensory neurons extend one regeneration incompetent central 

branch in the spinal cord, the dorsal column, and one regenerative competent branch into the 

sciatic nerve. Injury to the sciatic nerve prior to dorsal column axotomy enhances regeneration of 

the central branch (conditioning lesion).  
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1.1.1.2 Wallerian degeneration and the role of extrinsic and intrinsic factors in sciatic nerve 

regeneration 

 

The term ‘Wallerian degeneration” was first described by Augustus Waller in 1851. The first 

minutes after nerve injury are called the ‘Lag phase’ in which the distal nerve still propagates action 

potentials. This is followed by the fragmentation phase which is characterised by the breakdown 

of axons. While the proximal axon segment of invertebrate and mammalian nerves can form a 

growth cone and begin extending, the lesion site and distal nerve stump undergo Wallerian 

degeneration41,42. Following nerve transection in mice and rats, axons swell, form beads and 

disintegrate43, initiated by cytoskeleton degradation following calcium entry in the first wave of 

intracellular signalling44-46. Consequently, the blood-nerve barrier is strongly compromised47 as 

membrane permeability peaks 4-7 days post injury, coinciding at the height of the acute 

inflammatory response48,49. Following axonal injury in vivo, the inflammatory environment 

contributes substantially to the neuronal response which will be discussed in greater detail in 

chapter 1.4. 

Schwann cells are the first to respond following injury50,51. Within 48 hours Schwann cells cease 

myelin synthesis and upregulate regeneration associated genes (e.g Growth Associated Protein 43 

[GAP43]), neurotrophic factors and neuregulin52, activating signalling between and within 

damaged neurons. Simultaneously, Schwann cells proliferate and migrate into the injury side, 

releasing cytokines and chemokines (e.g. tumour necrosis factor alpha (TNFα), LIF, IL6, 

Interleukin 1 alpha [IL1α]). Trophic factors and cytokines/chemokines secreted by Schwann 

cells53,54 and cell-cell communication between neurons and immune cells42,55,56 provide pro-

regenerative signalling to promote axonal growth. The extracellular matrix of the intact nerve 

consists of a Schwann cell generated basal lamina, required for ensheathment and myelination of 

axons. The main component of the basal lamina is Laminin, which has been shown to play an 

important role in neurite outgrowth in vitro and is highly upregulated by Schwann cells upon PNS 

injury57-59. Monoclonal antibodies against α2-Laminin reduced neurite outgrowth in vitro60 and 

conditional knock-out of Laminin γ1 severely impaired regeneration following sciatic nerve crush 

in vivo61. Conversely, overexpression of Laminin in DRG neurons promoted outgrowth even on 

inhibitory myelin substrate62. Although the direct mechanism through which Laminin promotes 

outgrowth, axon regeneration and guidance is not yet completely uncovered, Laminin binding to 

its receptor, Integrin, has been shown to activate the proregenerative PI3K-AKT signalling 

cascade63,64.  

Conversely, DRG growth is largely inhibited by the presence of myelin-associated Glycoprotein 

(MAG) and Oligodendrocyte myelin glycoprotein (OMG). Both are expressed in the PNS, but 
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myelin debris is rapidly removed by infiltrating macrophages and Schwann cells following nerve 

injury65. Additionally, Schwann cells dedifferentiate and downregulate the expression of myelin 

proteins. The process of myelin removal in the PNS, which does not occur in the CNS, is an 

important factor contributing to the successful regeneration of the PNS. Interestingly, when the 

sciatic nerve is lesioned prior to DRG in-vitro culture, the neurons successfully initiate neurite 

growth on MAG or myelin66,67, indicating that intrinsic signalling can overcome the inhibitory 

effect of myelin-associated molecules. 

Four days post injury, the formation of bands of Buenger by non-myelinating, proliferating 

Schwann cells provide supportive substrate and growth factors for injured axons68,69. Activated 

Schwann cells produce multiple neutrophins70 which are known to support neuronal survival during 

development71. Some neurotrophins, such as Brain derived neurotrophic factor (BDNF) and 

Neuronal growth factor (NGF), are upregulated in injured nerves and adjacent Schwann cells and 

have been found to support neuronal regeneration72-74. However, even though NGF, NT3 and 

BDNF induce axon growth in vitro75-77, exogenous Brain derived neurotrophic factors (BDNF) 

after acute or chronic SNI did not increase the number of successfully regenerated motor neurons, 

but rather led to neurotrophin induced axonal sprouting78,79. Schwann cells finally remyelinate 

newly regenerated axons52 and neutrophic factors have been found to critically modulate peripheral 

nerve myelination, with BDNF positively and NT3 negatively affecting axonal myelination by 

Schwann cells80. Glial cell line-derived neurotrophic factor (GDNF), is a trophic factor increased 

in the distal segment of the injured nerve and surrounding Schwann cells36-38 and is believed to 

primarily act through stimulation of Schwann cell proliferation and migration resulting in enhanced 

myelination81,82. Similarly, Neuregulin-1 (NRG1), responsible for Schwann cell proliferation and 

survival during development, is increased following axotomy, as well as their receptors ErbB2 

(erythroblastic oncogene B 2) and ErbB3 (erythroblastic oncogene B 3)83. However, determining 

if NRG-1/ErbB signalling induces Schwann cell myelination requires further clarification. While 

the extracellular environment has proven to be crucial for successful axonal regeneration, 

intracellular signalling to the cell soma, activated by the injury, initiates the intrinsic growth 

program. Immediately following injury, at the local proximal nerve stump site, calcium influx leads 

to the resealing of the cell membrane and activates proteases that accelerate reassembly of 

neurofilaments and microtubules44,45,84. A rapid calcium wave propagates from the lesion site 

towards the cell body as the first signal arriving at the cell soma following injury. Subsequently, 

the main phase of retrograde signalling involves retrograde transport of signalling molecules by 

motor proteins85,86 and is primarily mediated by protein kinases triggering the activation of multiple 

signalling events87 
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During an early phase following injury, the calcium- dependent enzyme adenylyl cyclase activates 

a number of proteins at the injury site, including DLK88 (Fig. 3a). DLK mediates the retrograde 

transport of injury signaling proteins, such as JUN N-terminal kinase (JNK) and JNK-interacting 

protein 3 (JIP3)89. Simultaneously, retrograde transport of the Importin-B/Vimentin/ERK complex 

allows for the translocation of the Histone-acetyl transferase PCAF to the nucleus25,90. The lesion-

initiated calcium wave induces nuclear export of Histone deacetylase 5 (HDAC5), resulting in 

enhanced histone acetylation and gene expression91,92 (Fig 3b). In response to peripheral injury, 

DRG neurons dramatically alter their gene expression pattern switching to a regenerative 

phenotype93, which is likely controlled by a number of chromatin regulators and transcription 

factors. Non-surprisingly, the subcellular localisation of histone modifiers and chromatin 

remodelers leads to formation of a more accessible and transcription permissive chromatin 

structure94,95, required for proregenerative transcriptional changes. For example, the CTCF 

chromatin remodeler has been found to be crucial for axonal regeneration in the PNS94. 

Additionally, STAT3 activation, induced following PNS, but not CNS injury, initiates its 

translocation to the nucleus where it acts as a transcription factor, leading to the expression of a 

number of proteins involved in regeneration, such as GAP4396 (Fig. 3a,b). Other transcription 

factors are also upregulated in DRG cell bodies following peripheral nerve injury and have been 

linked to regeneration, with the most prominent and well-studied being 3',5'-cyclic adenosine 

monophosphate (cAMP) response element binding protein (CREB), Activating Transcription 

Factor 3 (ATF3), STAT3, SRY-Box Transcription Factor 11 (SOX11) and the early response 

proteins c-Jun and JunD97-101.  Manipulation of these factors can improve neuronal regenerative 

potential in the CNS102-106. However, knock-out and overexpression studies revealed that discrete 

aspects of regeneration are likely controlled by separate transcription factors. For example STAT3 

seems to be important in regulating the initiation but not continuation of axonal regeneration in 

both central and peripheral axons107. Together, injury induced retrograde transport and signalling 

activates a number of chromatin remodelers and transcription factors which further initiate the 

expression of proteins required for regeneration. In coherence with these events DRG neurons when 

downregulating synaptic proteins, such as voltage-gated calcium channels (VGCCs), switch from 

synaptic transmission to a state of repair and growth108. This has been suggested to recapitulate 

some of the developmental processes that occur during neurogenesis, switching the neuron from 

an active to and electrically silent, growth-competent state109.  

However, a few molecules have been identified as endogenous inhibitors of axonal regeneration, 

with the most investigated one being phosphatase and tensin homologue (PTEN). A great number 

of studies has focused on this suppressor of the PI3K-AKT signalling pathway, which has been 

shown to increase regeneration when inhibited110. Even though PI3K-AKT signalling is 
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upregulated upon peripheral injury, PTEN is similarly expressed, partially inhibiting downstream 

signalling110. 

In addition to the robust injury response in the peripheral nerve, the activation and retrograde 

transport of the before mentioned signalling molecules, its intrinsic growth capacity is largely 

influenced by the external environment. The signalling pathways and molecules mentioned here 

are grossly related in axonal regeneration and are tightly coordinated to ensure successful repair 

and growth. However, PNS axons regenerate within the basal lamina tubes and are likely guided 

to the correct targets via these tubes. Often, in severe nerve injuries axons fail to reach their targets 

and unguided sprouting may lead to the development of neuroma or chronic pain111. 

Together, this chapter summarizes the multifactorial input required to achieve functionally 

successful axonal regeneration. Undoubtedly, a full understanding of the events following sciatic 

nerve injury will be necessary to tackle the incomplete regenerative capacity of the PNS. By 

studying extrinsic and intrinsic factors that promote or inhibit PNS axon regeneration, we may 

discover treatments to improve repair after spinal cord injury or brain injury. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



21 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Peripheral nerve injury induced signalling 

Schematics illustrating some of the early phase calcium- and cytokine dependent pathways (a) and 

late phase transport-dependent signalling (b) initiating epigenetic reprogramming and expression 

of regeneration-associated genes (RAGs). (From Mahar and Cavalli et al., 2018)93  
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1.1.2 Central nervous system injury  

The most common CNS injuries include traumatic brain injury (TBI) and Spinal cord injury (SCI). 

The spinal cord is the primary connection between the brain and peripheral nervous system, located 

between the medulla oblongata and the lumbar region of the vertebral column1. Therefore, a 

traumatic spinal cord injury often leads to permanent sensory, motor, autonomic and cognitive 

deficits112. In developed countries spinal cord injuries are predominantly contusions, with about 45 

% of complete and 55 % incomplete SCI, and are primarily caused by traffic (40-50%), work (10-

25%) and sports accidents (10-25%)113. More than 2.5 million people suffer a spinal cord injury 

yearly with 150 000 new cases per annum (https://www.spinal-research.org/injury). Disparate to 

the peripheral nervous system, the CNS is profoundly regeneration- incompetent and non-

permissive for axonal growth. This has been found to be due to both intrinsic incapability and an 

inhibitory extrinsic environment.  

 

1.1.2.1 CNS regenerative failure – The role of extrinsic and intrinsic factors 

The unique and complex pathophysiology that occurs in and around the injury site contributes 

significantly to the regenerative failure following spinal cord injury. In the primary phase following 

injury leukocytes infiltrate the lesion site together with changes in calcium and potassium 

concentrations due to the disruption of the blood-brain barrier114. Over the following weeks and 

months, the injury site enters a second phase defined by progressive neurodegeneration and the 

development of a glial scar. The second phase is defined by inflammation, glial and neuronal 

apoptosis, axonal demyelination, glial apoptosis and reactive astrogliosis. Alongside this, there is 

an upregulation of inhibitory ECM proteins and activation of a robust immune response consisting 

of activation of microglia, macrophages and astrocytes. In this chapter I will briefly discuss the 

impact of the extracellular environment and the neuronal intrinsic capacity in the regenerative 

failure of the CNS. The CNS extracellular matrix consists of an interactive network of 

glycoproteins and proteoglycans, which can either promote cell migration and axon growth during 

development115 or impair synaptogenesis, axonal regeneration and sprouting after injury116,117. As 

the CNS matures during development, oligodendrocytes form myelin sheaths around the axons 

containing proteins that might function as protection of aberrant sprouting in the adult CNS. The 

myelin consists of a number of growth inhibitory molecules, such as neurite outgrowth inhibitor A 

(NogoA), myelin-associated glycoprotein (MAG) and oligodrndrocyte/myelin glycoprotein 

(OMgp), the ephrins B3 and A3 and Semaphorins 4D, 5A and 3F. The three major inhibitors 

NogoA, MAG and OMgp all bind to the same neuronal receptor, Nogo receptor 1 (NgR1), which 

mediates the inhibitory effect118-121 via a number of coreceptors: p75 neurotrophin receptor (p75 

(NTR)) or TROY and LINGO-1. Monoclonal antibodies against NogoA induced robust increase 

https://www.spinal-research.org/injury
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in axonal growth in the spinal cord following injury as well as drastically improve sensory and 

motor function in both rats and primates122. Many signalling pathways are involved in myelin 

inhibitory signalling, such as the small GTPase signal transducer Rho in Nogo-A-induced 

inhibition or protein kinase C (PKC) and Epidermal growth factor receptor (EGFR) signalling, and 

have been targeted to antagonise myelin induced inhibition of regeneration. For example, inhibition 

of PKC was shown to stimulate injured dorsal column axons123 and increased regeneration in the 

injured CST124. Another factor that significantly counteracts axonal regeneration in the CNS is the 

formation of the glial scar. The lesion site manifests a zone of intensive inflammation, rapidly 

infiltrated with inflammatory immune cells125 that further activate local astrocytes and microglia. 

Reactive astrocyte hypertrophy results in the upregulation of intermediate filament proteins, such 

as glial fibrillary acidic protein (GFAP), vimentin and nestin126-128. Additionally, they contribute to 

the production extracellular matrix (ECM) molecules, such as Proteoglycans. Astrocytes produce 

Chondroitin sulfate proteoglycans (CSPGs) to limit structural plasticity and stabilize neuronal 

circuitry in the healthy spinal cord129-131, contributing to the dense ECM structure of the CNS, the 

perineuronal net132,133. After CNS injury, CSPG expression changes strongly in the lesion site and 

contributes to the inhibition of axon regrowth116,134,135, by sterically hindering growth-promoting 

adhesion molecules (laminin/integrins)136, but also via direct binding to receptors, such as Receptor 

protein tyrosine phosphatase σ (PTP), LAR, and Nogo receptors 1 and 3137-141. Deletion of PTP or 

LAR increased growth of sensory, corticospinal and serotonergic axons after spinal cord 

injury137,140,141. Both receptors share similar, but also distinct downstream targets, and deficiency 

of both receptors resulted in additive enhancement of axonal growth invitro142. Scar-forming 

reactive astrocytes form a barrier between the lesion center, a region of inflammation and fibrosis, 

and the spared tissue of the spinal cord. Consequently, axons cannot regenerate beyond the scar 

which forms a physical and biochemical barrier and thus form dystrophic endbulbs143. However, 

astrocytes seem to have an aiding function as attenuation of scar formation or chronic deletion 

reduced spontaneous as well as stimulated axonal growth into and past the lesion 

site144.Additionally, the intrinsic regenerative ability of neurons gradually declines during 

development. CNS neurons undergo a decrease in the expression of pro-growth genes and a 

corresponding increase in the expression of growth inhibitory genes during maturation and aging8. 

This has been linked to a decrease in chromatin accessibility at promotors and enhancers of 

proregenerative genes94. Accordingly, increasing chromatin accessibility90,94 and upregulation of 

regeneration associated transcription factors94,145-147 have been linked to increased 

neuroregeneration. Compared to the PNS, adult CNS axons possess a strongly reduced growth 

capacity and, thus, require effective therapeutic strategies to enhance CNS axon regeneration 

following injury.  
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Signalling pathways identified in the PNS can be manipulated to improve regenerative capacity in 

the CNS. For example the suppressor of cytokine signalling 3 (SOCS3) represses the gp130 

dependent JAK-STAT pathway148. Accordingly, deletion of SOCS3 promotes robust axonal 

regeneration in the CNS149. Another well-studied pathway promoting CNS and PNS regeneration 

is the mTOR/PTEN signalling cascade110,150-152. PTEN is a phosphatase that converts PIP3 to PIP2, 

consequently counteracting PI3K. Therefore, PTEN deletion results in the accumulation of PIP3 

and downstream AKT activation151. Downstream signalling of AKT activation leads to the 

activation of mTOR via Ras homolog enriched in brain (Rheb). PTEN deletion in cortical neurons 

promote CST axonal sprouting and regeneration of injured axons past the lesion site153,154 forming 

active synaptic contacts distal to the injury site153. Conversely, inhibition of mTOR using 

rapamycin, attenuted the effect of PTEN deletion, indicating that the PTEN inhibitory effect on 

axonal regeneration is mTOR dependent151. Furthermore, deletion of other upstream inhibitors of 

the mTOR pathway, such as hamartin (TSC1) and tuberin (TSC2), also increased regeneration in 

both, the CNS and PNS151,155. Altogether these results show that mTOR/PTEN signalling is 

important in axon regeneration in the central and peripheral nervous system. Understanding 

regenerative competent mechanisms within the PNS may eventually elucidate effective treatments 

for CNS injury, facilitating axonal regeneration in a hostile environment. 
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1.1.3 Environmental changes and their potential impact on metabolic modulation of axonal 

regeneration 

As described in the previous chapters successful axonal regeneration requires a multitude of 

extracellular and intracellular factors. Doubtlessly, the transition of a neuron to a proregenerative 

state is metabolically demanding and requires the ability to cope with stress and energy demands. 

Environmental changes, such as the transition to an enriched environment (EE), dietary changes 

(ketogenic diet, caloric restriction (CR), intermittent fasting (IF)) and exercise have been shown to 

improve neuronal health in models of brain and spinal injury and neurodegeneration by increasing 

stress resistance, cell growth and plasticity primarily via systemic and cellular metabolic 

switching156. Increasing amounts of data generated using EE, exercise or IF/CR in mice found 

strong overlaps between the non-invasive systemic, and primarily metabolic, changes and 

proregenerative factors. These include neurotrophic factor signalling11, epigenetic changes157-159, 

metabolic modulation156 and increased mitochondrial biogenesis160,161. This chapter introduces the 

most prevalent metabolic adaptations induced by systemic changes and their potential benefits for 

successful axonal regeneration.  

The most explicit proregenerative signalling pathway, which is clearly susceptible to systemic 

metabolism, is insulin and insulin-like growth factor 1 (IGF-1) signalling. Both growth hormones 

mediate their effect via the PI3K-AKT-mTOR signalling pathway and have been shown to promote 

axonal regeneration in the CNS162-164. Insulin treatment following acute optic nerve transection in 

retinal ganglion cells significantly increased dendritic length162, indicating that insulin receptor 

signalling could promote axonal regeneration. However, impaired insulin sensitivity is a common 

health risk factor in individuals suffering spinal cord injury165,166, precluding insulin as treatment 

option. IF, CR and exercise, increase insulin sensitivity167 and therefore its signalling efficiency 

and glucose uptake. IF, as well as CR, could provide a non-invasive treatment to restore insulin 

sensitivity in individuals with spinal cord injury. The insulin pleiotropic hormone IGF-1 provides 

a more promising treatment option. It significantly improved functional recovery of cortico spinal 

tract (CST) neurons following spinal cord hemisection163, as well as after spinal cord crush injury 

with neural stem cell graft164. Interestingly, IF, but not CR, has been shown to increase IGF-1 levels 

in the serum168.  

While IF, CR and exercise improve glucose uptake efficiency via increased insulin sensitivity, they 

impose strict metabolic cellular changes which are believed to strongly contribute to their impact 

on neuronal health in injury and disease156. Healthy neurons transport mitochondria into the distal 

dendrites and axons for energy efficiency and to support local translation169. Following sciatic 

nerve injury in the mouse, mitochondrial anterograde transport increases by more than 80% 

supporting the elevated metabolic demand of the regenerating axon170. Enhanced axonal 



26 
 

mitochondrial transport via knock-out of the mitochondria-anchoring protein syntaphilin (SNPH) 

resulted in accelerated regeneration, suggesting dependency on local energy production at the 

injury site for successful regeneration161. Indeed, a conditioning lesion to the peripheral branch 

increases mitochondrial transport into the peripheral and central branch of the spinal cord171.  

Ketogenic diet, intermittent fasting and exercise improve mitochondrial function in multiple 

tissues172-175, including the nervous system173,176. Evidence from studies in rodents has shown that 

intermittent fasting and exercise reduce mitochondrial oxidative stress and stimulate autophagy and 

mitophagy in order to remove dysfunctional mitochondria, but induce mitogenesis simultaneously 

in neurons176. This process of renewing mitochondria may play a significant role in the prevention 

of diseases associated with dysfunctional mitochondria, such as Alzheimer’s and Parkinson’s 

disease177 and may have similarly beneficial effects in axonal regeneration. However, the fact that 

fasting and exercise ubiquitously increase cellular autophagy and mitophagy, a mechanism 

genuinely believed to antagonise regeneration, as the activation of mTOR significantly promotes 

axonal growth151,155, seems controversial with regard to regeneration. The mTOR pathway 

regulates protein synthesis in response to fluctuations in nutrient availability. During intermittent 

fasting or exercise, in a fed or rest state mTOR is activated and induces anabolic processes such as 

ribosome biogenesis, protein synthesis, cellular growth and the secretion of mitogenic factors 

required for healing and growth178. Conversely, during fasting and exercise mTOR activity 

decreases, activating autophagy and catabolic pathways. Intermittent fasting and exercise might be 

beneficial for neuronal regeneration, because both provide an ‘intermittent’ metabolic switch 

between anabolism and catabolism, resulting in activation of cell growth and mitochondrial 

biogenesis and simultaneously inducing molecular recycling and repair pathways156. Interestingly, 

a recent study found evidence of autophagy facilitated central nervous system regeneration by 

microtubule stabilization during growth via degradation of SCG-10, a microtubule disassembly 

protein in neurons179. Interestingly, EE180 in addition to IF181 was shown to alleviate pain in a model 

of peripheral nerve neuropathic pain. Madorsky et al., demonstrated IF increased the autophagy-

lysosomal pathway in peripheral neurons of a mouse model of Charcot-Marie-Tooth disease, 

enhancing chaperone production and protein degradation. This led to decreased accumulation of 

the peripheral myelin protein 22 (PMP22) protein aggregate, typical for Charcot-Marie-Tooth type 

1A (CMT1A) neuropathies181.   

Furthermore, changes in cellular metabolism can influence epigenetics (histone/DNA methylation, 

histone acetylation) and therefore transcription182-184. Following PNS injury the neuron undergoes 

dramatic changes in gene expression and epigenetic marks, which are not observed after CNS 

injury94,185. Increased histone acetylation has been closely associated with the conditioning lesion 

and a pro-regenerative neuronal state, suggesting that a more ‘open’ chromatin supports 
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regenerative gene expression94. In line with this, enriched environment and exercise increase axonal 

regeneration in the CNS and PNS via Creb-binding protein (CBP)-mediated histone acetylation 

facilitating the expression of genes associated with the regenerative program157. Additionally, 

histone-acetylation is strongly interlinked with metabolism via glycolysis and the krebs-cycle, such 

as Acetyl-Coa, as well as the histone-deacetylase activity of ketones. It can be hypothesised that 

increased glucose uptake by DRG neurons following sciatic nerve injury might supply the elevated 

demand for acetylgroups via acetyl-coa synthesis. However, the direct impact of metabolic changes 

on epigenetic signatures and gene expression in axonal regeneration remains to be investigated. A 

study by Streijger et al., found that ketogenic diet treatment significantly improved functional 

recovery and reduced lesion volume following cervical spinal cord injury186, proving a first direct 

link between metabolism and axonal regeneration. While ketogenic diet has been found to increase 

histone acetylation187,188, Caloric restriction (CR) decreases it158,159.  Not much is known about the 

extent of IF impacting histone acetylation, however in contrast to CR, IF increases ketogenesis 

resulting in elevated levels of ketone β-hydroxybutyrate in the serum168. β-hydroxybutyrate is a 

histone-deacetylase inhibitor and once entered the cell, can be metabolized to acetyl coenzyme A, 

which can either supply the Krebs cycle or provide the acetyl-group for protein acetylation189,190. 

While EE, exercise and ketogenic diet trigger proregenerative signalling in neurons to significantly 

increase axonal regeneration, mechanisms through with IF or CR might facilitate axonal growth 

remain to be investigated. The various similarities between intermittent fasting and proregenerative 

metabolic adaptations provide a promising foundation to study a potential proregenerative effect 

of IF. 
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1.2 Intermittent Fasting 

 

1.2.1 General Introduction 

Throughout evolution, from single cell organisms to the early stages of humanity and up to the 

beginning of industrialisation long periods of little or no food were considered normality. Highly 

conserved mechanisms allowed to compensate for the lack of energy supply in fasting periods. 

Mammals have developed physiological mechanisms, such as energy storage in adipose tissue and 

the liver, to overcome long periods of food deprivation. Interestingly, these mechanisms do not 

only enable survival, but signal to other tissues promoting metabolic and cognitive adaptation. 

Metabolic, endocrine and nervous system processes are designed to generate high physical and 

mental performance when in a fasted state156,191,192.  Perhaps the first evidence that Intermittent 

fasting (IF) (also alternate day fasting: ADF) may induce systemic health benefits came from a 

study published in 1982, showing rats that had undergone life-long intermittent fasting lived almost 

twice as long as the control group193. When IF was induced at middle age, rats lived 30-40% longer 

than the control, which could be even further prolonged with exercise193. Since then, many studies 

have investigated the systemic and tissue specific effects of intermittent fasting and caloric 

restriction, as well as exercise (summarized in these reviews156,167,191,194-197). Caloric restriction 

describes a feeding regimen in which the daily food intake is reduced to 60-80%198 or sometimes 

even 20-40%199 of their normal Ad libitum food intake. IF is characterised by alternating periods 

of complete fasting168 (or very low-calorie intake200,201) with ad libitum (AL) food. Most 

experimentally imposed IF patterns switch from 24 hours of fasting to 24 hours of AL food supply, 

with IF cycles lasting from days up to 6 months. An impressive amount of metabolic data has been 

accumulated comparing caloric restriction (CR) and IF. Both dietary regimens are highly 

comparable in changes of metabolic markers, such as systemic lipid, glucose and insulin levels, 

leading to multiple systemic and tissue specific changes ranging from decreased visceral fat and 

improved insulin sensitivity to increased learning and memory168,176,195,202. Both, CR and IF have 

been suggested to modulate the circadian clock through variable eating patterns, which may be 

partially responsible for increased longevity measurements across species in both193,203-211. 

However, while CR seems more successful in reducing body weight, intermittent fasting has been 

shown to have a stronger control on systemic glucose and insulin, a significant increase of ketone 

production and improved cell survival following injury compared to CR168. Other effects, such as 

body fat distribution and Adiponectin levels are similarly altered between both201. Conclusively, IF 

enables the body to undergo health- associated changes by modulating the metabolic rhythm (eating 

and sleeping patterns), without losing as much bodyweight168,194. These data in addition to the 

strong overlap between metabolic and epigenetic changes in cells undergoing IF and neurons with 
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high axonal regeneration capacity, described in the previous chapter, resulted in the prioritisation 

of IF over CR. 

 

1.2.2 Intermittent fasting in health and disease 

Intermittent Fasting affects every organ and cell of the mammalian and non-mammalian body with 

systemic as well as molecular ramifications167. Increase of life span due to fasting or caloric 

restriction has been observed in single cell organisms like bacteria204 and S.cerevisiae205 as well as 

in C.elegans206,207 and mammals193,208-210. The fact that fasting increases longevity in species going 

as far back in evolution as E.coli, indicates compensatory mechanisms starting at the single cell 

and increasing to the adaptive systemic changes observable in larger vertebrates. In mammals under 

fasting conditions, blood glucose reduction results in the depletion of liver glycogen and the 

mobilization of fatty acids through beta-oxidation and the subsequent production of ketones (β-

hydroxybutyrate) in the liver168. Systemically, this leads to a general reduction of insulin 

levels201,212,213  and systemic leptin214, an elevation of adiponectin as well as decreased systemic 

cholesterol, triglycerides and high-density lipoprotein (HDL)215,216 This metabolic switch from 

liver glucose to fatty acid and amino acid derived ketones leads to a greater efficiency of energy 

production, in which ketone metabolites function as signalling molecules, activating the expression 

of metabolic regulators, such as PGC1a (Peroxisome Proliferator-Activated Receptor Gamma 

Coactivator 1-Alpha) and NAD (nicotinamide adenine dinucleotide)217. However, other 

compensatory adaptations are activated upon IF. Conserved across taxa and found in most, if not 

all organs, IF increases the expression of proteins involved in antioxidant defence and protein 

quality control, increased mitochondrial biogenesis and autophagy218. Following ischemic brain 

injury, Arumugam et al. found an upregulation of neuroprotective proteins, such as basic fibroblast 

growth factor (bFGF) and BDNF, stress response proteins (Heat shock protein 70 [HSP70]) and 

antioxidant enzymes (Heme oxygenase-1 [HO-1]) in mice that had undergone 3-4 months of IF 

compared to AL219. In line with this, it was discovered that prophylactic IF attenuates the systemic 

and tissue specific inflammatory reaction to injury168,219-223. Intermittent fasting prior to 

intraperitoneal injections of Lipopolysaccharide, significantly decreased inflammatory cytokines 

systemically and in the brain and reduced cognitive impairment222. Concordantly, IF prior to an 

injection of the excitotoxin kainic acid (KA) to the hippocampus168 or induction of ischemic stroke 

in rodents219,220,224  showed increased neuronal survival and reduced inflammatory markers in the 

brain. In summary, IF is potentially creating a protective microenvironment resulting in a cell 

“prepared” against stress, acting as a preconditioning mechanism to enhance stress resistance and 

cell survival throughout many tissues of the body (Fig. 4). This indicates processes activated by 

intermittent fasting may have a protective function in metabolic and immune system-controlled 
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diseases. Metabolic diseases, such as diabetes or obesity, are affected by high blood sugars and 

insulin resistance225. Intermittent fasting has been found to prevent obesity induced by high fat diet 

in mice and ameliorates diabetes212. This seems to be due to its effects on increasing insulin receptor 

sensitivity (Fig. 4), leading to improved glucose uptake, specifically in high energy consuming 

cells, such as muscle, liver and neurons167,226. In humans, alternate days of 70% caloric restriction 

(a modified version of IF) has been found to reduce weight, body fat and blood cholesterol227 

(Fig.4). The reduction of cholesterol, LDL/HDL (low density lipoprotein/high density lipoprotein) 

levels, blood glucose and triglycerides201,212,228-230 in addition to reduced systemic inflammation 

and oxidative stress, may be the reason IF also reduces the risk of cardiovascular disease in non-

obese humans231-233. The concept that IF induces longevity has created the hypothesis that IF 

counteracts ageing processes. Neurodegenerative diseases are age-related and believed to be 

induced by impaired mitochondrial function, oxidative damage, impaired lysosome function and 

hyperexcitability192. Conversely, IF is known to increase neuronal stress resistance through 

multiple mechanisms, including strengthening of mitochondrial function and antioxidant defences, 

stimulation of autophagy and the production of neurotrophic factors, such as BDNF and Fibroblast 

Growth Factor 2 (FGF2)219,234,235. Indeed, in several animal models of neurodegeneration it has 

been shown that IF is able to counteract the disease process of Alzheimers (AD), Parkinsons and 

Huntingdon disease167,236-240. Transgenic mouse models of AD accumulate A or Tau and develop 

symptoms of learning and memory deficits during ageing. Intermittent fasting of these animal 

models successfully prevented cognitive impairment238,240,241 and ameliorated Aβ plaques237,241. 

Interestingly, a recent paper by Liu et al. found IF was able to reduce the hyperexcitability of 

hippocampal neurons in a mouse model of AD by enhancing GABAergic neuron activity through 

Sirtuin 3 (SIRT3) upregulation, revealing a new mechanism through which IF regulates synaptic 

adaptations241. The mechanisms safeguarding neurons from deteriorating diseases and injury, may 

likewise enhance neuronal function and plasticity in the healthy brain. Unsurprisingly, IF is shown 

to improve learning and memory as well as synaptic plasticity in the hippocampus of mice213,242-

244. Additionally, comparable to exercise, IF increases neural stem cell proliferation and survival 

of newly born neurons, resulting in increased neurogenesis in the hippocampus245 (Fig. 4). BDNF, 

which is increased in the brains of animals which have undergone IF213,219, has been shown to 

partially mediate the effects of exercise and IF on synaptic plasticity, neurogenesis and neuronal 

resistance to injury and disease246,247.  

A study by Jeong et al. investigated IF vs AL induced functional recovery after a thoracic rat 

contusion spinal cord injury. The authors found improvement in several functional tests (BBB, grid 

walk, cat walk etc.) in both groups, when IF started prior to injury and continued thereafter, and 

when IF was started post-injury248. Another publication by the same group found increased 
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functional recovery in the cylinder and ladder test, as well as reduced lesion size, when IF was 

initiated post injury249. This shows that intermittent caloric restriction improves motor function 

after spinal cord injury.  

In summary, IF modifies multiple signalling pathways that modulate synaptic plasticity and 

promote stress resistance, including in post-nervous system injury. However, whether IF delivers 

conditioning signals to prime neurons for axonal regeneration remains to be investigated. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Adaptive physiological response of major organs to intermittent fasting 

IF modifies brain neurochemistry and neuronal networks resulting in optimized brain function. 

Four brain regions have been identified to be important in adaptive responses in IF, which include 

hippocampus, striatum, hypothalamus and brain stem. Through these, IF is believed to reduce the 

resting heart rate and blood pressure. By depleting liver glycogen levels, fasting activates lipolysis 

and the synthesis of ketone bodies, which results in the reduction of body fat. IF enhances insulin 

sensitivity and reduces levels of systemic inflammation throughout the body and brain  (From 

Longo et al., 2014) 176. 
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1.3 The Gut microbiome 

 

1.3.1  General introduction 

The human gastrointestinal tract is colonised by a collection of bacteria, archaea and eukarya, 

which are collectively termed the “gut microbiome”. The number of bacteria cultivated in the 

mammalian gut ranges from 1014 (10 times more than human cells250, to a value similar to the total 

human cell number, estimated at a 1:1 human: bacteria ratio251. Over thousands of years the co-

evolution between the gut microbiota and its host has formed a mutually beneficial 

relationship250,252, affecting the hosts’ health through a range of physiological functions. These 

include the shaping of intestinal epithelium and supporting gut integrity253-256, facilitating energy 

harvest257, protection against pathogens258 and regulation of host immunity255,259,260 (Fig. 5). 

Intestinal nutrient sensing is mediated by the gut enteroendocrine cells which extend their apical 

processes to directly interact with the gut lumen (and microbiome) and primarily sensory fibres, 

from the vagus nerve and spinal DRG neurons261 (Fig. 5). Enteroendocrine cells and sensory nerves 

mediate responses to changes in gut peptide secretion and nutrient content261. It has been found that 

specific bacterial species support the digestion and degradation of otherwise indigestible nutrients, 

such as the synthesis of short chain fatty acids (SCFAs) from polysaccharides262,263 (Fig. 5). SCFAs 

and some other gut microbiome derived metabolites function as an energy source and signalling 

molecules, in many tissues and cell types of the body259,264-272. SCFAs signal through a number of 

G Protein-coupled receptors (GPRs) to regulate the immune response to injury, adapt metabolic 

reactions to high glucose/fat264,273, regulate neuronal activity271 and influence neuronal, as well as 

global levels of histone acetylation265,274. Additionally, regulation of tryptophan uptake and further 

metabolization of tryptophan to various indole-metabolites, have been linked to hormone 

production (serotonin) and regulation of intestinal immunity259 (Fig. 5). Interestingly, mice fed with 

a low-tryptophan diet are more susceptible to experimentally induced inflammation275. Conversely, 

tryptophan treatment improved gut motility and decreased intestinal inflammation in mice with 

dextran sodium sulfate-induced colitis276. Several tryptophan derived microbial metabolites have 

been associated with changes in immune reactivity, including Indole-3-acetic acid277, indole-3-

propionic acid256 and indole-3-aldehyde278. Venkatesh et al., showed that indole-3-propionic acid 

signalling to its receptor PXR in gut epithelial cells, restored gut integrity following TLR4 ligand 

induced intestinal inflammation256. Collectively, one can conclude the gut microbiome significantly 

influences the host physiology, immunity, epigenetic signatures and even the brain.  
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Figure 5. Multifactorial communication of the gut microbiome with the body, specifically the brain. 

Bidirectional routes of communication between the brain and the gut microbiota, including vagus 

nerve, spinal pathways, the immune system, tryptophan uptake and metabolism to indole 

metabolites and the production of short chain fatty acids (SCFA). 

 

 

 

 

 

 

 

 

 



34 
 

1.3.2 The Gut microbiome and the nervous system 

Many hormones and metabolites secreted by the microbiota and enterochromaffin cells intersect 

with biochemical pathways which influence the CNS. These can be summarized into three 

communication formats: neuronal (vagal afferents, DRG sensory fibres), endocrine messages (gut 

hormones) and immune regulation (cytokines)279,280 (Figure 5). Together they create the 

Microbiote-Gut-Brain-axis, a bidirectional neuroendocrine system281. Interestingly, changes in gut 

microbiome composition have been indirectly associated with a number of neuronal diseases and 

psychiatric disorders (Figure 6). Experiments which transplanted microbiota from depressed 

patients into mice or rats, observed that the depression behavioural phenotype was also transferred 

to the animals282,283. Similar results were found from the transplantation of microbiota from patients 

with irritable bowel syndrome with anxiety to germ-free mice, inducing gastrointestinal symptoms 

and anxiety-related behaviour284. In contrary, transplantation of the bacterial strain B. infiantis was 

able to reverse the aberrant stress response of germ-free mice, demonstrating that the microbial 

presence in the gut is critical to the development of an appropriate stress response and a normal 

development of the HPA axis285. Moreover, similarly designed experiments demonstrated a link 

between symptoms of neurodegenerative diseases and gut microbiome composition. Patients 

suffering neurodegenerative diseases not only appeared to own an altered microbiome compared 

to healthy controls286-288, but transfer of their microbiota to germ-depleted mice, conveyed disease 

symptoms289,290. The colonisation of αSynuclein-overexpressing mice with microbiota from 

Parkinsons disease affected patients enhanced the physical impairments compared to control 

microbiota from healthy human donors289. Likewise, in models of Alzheimers disease, probiotic 

treatment was able to attenuate age related deficits and improved memory in rats291. Additionally, 

central nervous system injuries, such as brain ischemia and spinal cord injury have been shown to 

trigger formation of gut dysbiosis, leading to gut leakage and increased inflammation292-294. This is 

believed to be directly associated with an altered gut microbiome293. A study by Kigerl et al., 

concluded SCI induces gut dysbiosis associated with changes in microbiome composition, which 

is worsened by antibiotic treatment.  Conversely, probiotic treatment following spinal cord injury 

improved locomotor recovery, inducing a protective immunological response to injury294. These 

results indicate communication between the gut microbiome and the nervous system, which 

evidently influence physiology and activity bidirectionally (Fig. 6). 
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Figure 6. Overview of the gut-microbiota-brain axis in neurology and psychiatry 

Microbiome-gut-brain axis is involved in a number of neurological and psychiatric conditions. 

These include depression, addiction, stroke, epilepsy and Parkinsons disease (From Sherwin et al., 

2017)295.  

 

1.3.3 The Gut microbiome – response to dietary interventions 

Those studying the gut microbiome primarily focus on the bacterial composition of certain phyla 

and bacterial classes, with occasional identification of single bacterial species. The majority of 

microbiota are composed of two main bacterial phyla, the Firmicutes (51%) and Bacteroidetes 

(~48%), with the remaining 1% distributed between Proteobacteria, Actinobacteria, Fusobacteria, 

Spirochaetes, Verrucomicrobiota and Lentisphaerae296. Bacterial abundance and composition in the 

human digestive system are strongly dependent on content, volume and frequency of nutrient 

intake297-300. Different dietary regimens are able to modify the composition and diversity of the gut 

microbiome in human and mice264,300-304. Interestingly, several publications concluded a high fat 

diet reduces bacterial diversity in the gut, favouring bacterial phyla/strains associated with 

obesity305,306. Conversely, caloric restriction and intermittent fasting have been shown to increase 

bacterial diversity213,264,302. Unsurprisingly, 30 days of IF in mice was sufficient to reverse induced 

obesity, by converting white adipose tissue to brown via changes in the gut microbiome264). 

Furthermore, recent work by Cignarella et al., showed that for the first time changes in the gut 

microbiome, induced by IF, where able to ameliorate the pathological symptoms in a mouse model 

of Multiple sclerosis, Experimental autoimmune encephalomyelitis (EAE)302. Similar results were 
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found in a diabetes mouse model showing significant recovery of cognitive impairment mediated 

by increase in gut microbiome derived metabolites following 30 days of IF213.  

Research collated over the past 20 years can conclude IF and caloric restriction are associated with 

an increased Firmicutes to Bacteroidetes ratio213,264,307 and an overall increase in bacterial diversity 

in the gut301,302. Currently, disease and injury related studies primarily show a very narrow and 

indistinct picture of the vast effect the gut microbiome has on the human body. In order to better 

understand the systemic impact of single bacterial species in health and disease, further 

investigation into the functional mechanism by which they influence development, disease onset, 

aggravation and improvement, is required. 
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1.4 Immune response to nervous system injury 

 

1.4.1 General introduction 

Injury to the nervous system initiates a cascade of events which activate immune and non-immune 

cells, found to facilitate or inhibit the success of wound healing and axonal regeneration. 

Interestingly, in the peripheral nervous system these events are predominantly neuroprotective and 

pro-regenerative, enabling time- limited successful regeneration in mild to moderate injuries. 

However, in the central nervous system the events following injury are not adapted to prevent 

further damage or facilitate axonal regeneration. For example, while inhibitory myelin and axonal 

debris is rapidly cleared in the PNS within weeks, the same process may take several months in the 

CNS. This chapter will introduce the differing immune responses following sciatic nerve (PNS) 

and spinal cord (CNS) injury. 

 

1.4.2 Peripheral nervous system injury – Immune response in the sciatic nerve 

Transection or crush injury to the sciatic nerve results in axonal break down of the distal stump of 

the injured nerve, known as Wallerian degeneration41. Myelin collapses and Schwann cells 

dedifferentiate around the injury site, start proliferating and downregulate myelin protein synthesis. 

Endoneurial, resident, immune cells as well as recruited leukocytes and lymphocytes play a crucial 

role in the process of rapid and efficient myelin debris clearance and initiation and resolution of 

the inflammatory response. The mechanical injury damages the nerve exposing axonal and myelin 

epitopes, which further activate the classical and alternative pathways of the complement system. 

This is the initial response to prevent infection and eliminate microbes. The products C3 and C5 

opsonize myelin and membrane debris which is crucially required for phagocytosis by immune 

cells, primarily macrophages (Fig. 7). Experiments using C3-deficient serum in co-cultures showed 

that macrophages where unable to invade degenerating nerves308. In vivo C3 depletion in rats, using 

intravenous administration of cobra venom factor (CVF), reduced macrophage recruitment to the 

injured nerve309. Similar results were found using mice which are deficient of complement 

component C5, resulting in inefficient myelin clearance by Schwann cells310.  

The intact peripheral nerve consists of stable mast cells, ensheathing Schwann cells and resident 

macrophages. Resident mast cells311,312 are the first responders of inflammation and release 

mediators such as histamine, serotonin, proteases, prostaglandins and a number of pro- and anti-

inflammatory cytokines311. Mast cells closely interact with nerve endings throughout the body, 

communicating external inflammatory signals313 and have been shown to play a crucial role in 
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wound healing314. No specifics are known about the role of mast cells in peripheral nerve injury, 

with the exception that they produce factors capable of neutrophil recruitment315-317 which peak in 

and around the injury site about 24 hours following PNI318 (Fig. 7). Neutrophils are recruited by 

chemoattractants such as NGFb, CXCL1, Monocyte chemoattractant protein-1 (MCP-1) and 

Leukotrine B4319,320 and have been demonstrated to be the first inflammatory leukocytes to invade 

the injured tissue318. Neutrophils contribute to the inflammatory response via the release of 

superoxides and other reactive oxygen species321 and have been linked to increased nociceptor 

activation and allodynia322,323. However, their primary function in phagocytosis seems to play a 

crucial role in successful myelin clearance following sciatic nerve injury324. Work by Lindborg et 

al. showed that neutrophils effectively cleared the myelin in mice with C-C chemokine receptor 

type 2 positive (CCR2+) macrophage deletion. Conversely, neutrophil depletion impaired myelin 

clearance in WT and CCR2-/- mice324. Additionally, besides their primary function in proteolysis 

and phagocytosis at the injury site, neutrophils appear to modulate the recruitment and activation 

of other leukocytes following tissue injury321. Neutrophils release mediators chemotactic for 

macrophages such as macrophage inflammatory protein-1α and -1β (MIP-1α and MIP-1β), IL-1β 

and defensins325-327, which would explain the decreased number of macrophages following 

neutrophil depletion324. This suggests that besides their reputation as non-specific inflammatory 

leukocytes321, they may play a crucial role in successful tissue clearance and axonal regeneration 

following injury. Furthermore, within 5 hours following nerve transection in mice, Schwann cells 

become activated and release pro-inflammatory cytokines TNFα and IL1α with a slightly delayed 

synthesis of IL1β328. These initiate the expression of Interleukin 6  (IL6) in fibroblasts and Schwann 

cells329 which activate the synthesis of RAGs in neurons, facilitating neurite growth330,331. 

Interestingly, IL6 is crucial for the induction of conditioning injury signalling330, underlining the 

importance of neurotrophic cytokine signalling following nervous system injury. Additionally, this 

cytokine cascade induces the production of MCP-1, Macrophage Inflammatory Protein 1alpha 

(MIP1a) and Leukemia inhibitory factor (LIF) in Schwann cells, neutrophils and macrophages, 

which are responsible for the recruitment and transmigration of bone marrow monocytes, starting 

at 24 hours (likely dependent on neutrophil derived chemokines) and peaking around 2-3 days post 

injury332,333 (Fig. 7). Cytokines, released by infiltrating immune cells and activated Schwann cells, 

such as LIF and IL6, are well established factors of regeneration330,334,335, activating the Janus 

kinase/signal transducers and activators of transcription (JAK-STAT) signalling pathway336,337, 

resulting in STAT3 phosphorylation. Knock-out of either of the two cytokines significantly impairs 

conditioning injury induced spinal axon regeneration330,334. Monocytes transdifferentiate into 

phagocytosing macrophages when recruited into injured tissue which in nerve injury assists the 

resident macrophages. Both, Schwann cells and macrophages, phagocytose the remaining cellular 
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and myelin debris created by the injury, which act as barriers to re-growing axons (debris contains 

proteins inhibitory to axonal growth: Myelin associated glycoprotein [MAG], oligodendrocyte 

myelin glycoprotein [OMgp]) and is a crucial step of Wallerian degeneration as it eventually 

enables axon regrowth. Innate inflammatory mediators are crucially involved in successful myelin 

debris clearance. Complement system C3 deposition, was found in the sciatic nerve as little as 6 

hours following peripheral nerve lesion (PNI)338 and C3 opsinisation of myelin debris increases 

myelin phagocytosis by macrophages by two folds339. Additionally, inflammatory cytokines 

released by macrophages and Schwann cells, specifically tumour necrosis factor-a (TNFa), 

Interleukin-1a (IL1a), and Interleukin-1b (IL-1b), augmented myelin phagocytosis by 

macrophages328. Unsurprisingly, depletion of CD11b positive macrophages 12 hours before a 

sciatic nerve crush, resulted in reduced debris clearance, loss of neurotrophin synthesis, decreased 

axon regeneration and slower functional recovery340. Although, pro-inflammatory M1-like and 

anti-inflammatory M2-like macrophages seem to be present simultaneously in and around the 

injury site341, throughout the process of myelin phagocytosis the expression of anti-inflammatory 

cytokines increases, indicating a transition to a more inflammation resolving/pro-repair state. 

Specifically, increasing levels of macrophage secreted IL10, between day 7 and 14 post injury, 

gradually downregulates the production of inflammatory cytokines42. Additionally, Sequeira 

Mietto et al. showed that lack of Il-10 induces a more pro-inflammatory environment, marked by 

an increased influx and prolonged retention of macrophages after sciatic nerve crush, resulting in 

reduced axonal regeneration and impaired functional recovery342. Importantly, macrophage 

activation after nerve injury turned out to be crucial for the conditioning lesion dependent increase 

in regenerative capacity in the CNS343,344 and PNS345. Kwon et al. demonstrated that macrophages 

engage in direct cell-cell contact via CCL2 release by DRG neurons in the dorsal root ganglion343. 

Another study by Hervera et al., found that macrophage released exosomes are retrogradely 

transported to the neuronal cell soma, promoting axonal regeneration of the sciatic nerve via NOX2 

mediated PTEN-oxidization55. These studies show that, in addition to their contribution to the 

degeneration of the distal stump, macrophages stimulate regeneration of the proximal axons of 

DRG neurons via direct macrophage-neuron interaction. Other immune cells have been shown to 

infiltrate the dorsal root ganglion, including neutrophils which seem to accumulate in the meninges 

and perineural membranes following axotomy346 and may be responsible for further immune cell 

recruitment. 

The adaptive immune response at the injury site after peripheral nerve injury is primarily mediated 

by T lymphocyte infiltration starting at 3 days and peaking at 21 days in sciatic nerve chronic 

constriction lesion (CCL) injury, a model of neuropathic pain347 (Fig. 7). T lymphocyte function 

largely depends on their distinctive cytokine profiles. Th1 (Type 1 helper) T cells produce 



40 
 

predominantly pro-inflammatory cytokines such as interferon-g (IFNg), IL-2 and TNFa that 

activate macrophages, neutrophils and natural killer cells. Th2 (Type 2 helper) T cells secrete anti-

inflammatory cytokines, IL-4, IL-5, IL-10 and IL-13, which suppress the production of pro-

inflammatory cytokines and are required for balancing the initial immune response. Type 1 and 

type 2 helper T-cells (Th1 and Th2 cells) are the last immune cells to arrive and while their function 

in axonal regeneration remains largely unknown, it has been suggested that Th1 cytokines may be 

central to the pain sensitivity in neuropathic pain, whilst Th2-derived cytokines maybe 

protective347. Further work is required to elucidate the mechanisms in which innate and adaptive 

immune cells signal to neurons directly at the site of transection, as well as far from the primary 

injury at the site of the cell body (Fig. 7). 
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Figure 7. Immune response and related events after peripheral nerve injury 

Shown is a peripheral neuron, consisting of axon, Schwann cells (grey) and resident macrophages 

and mast cells (purple). Injury – Day 1. Myelinating and non-myelinating Schwann cells cease 

myelin synthesis and produce cytokines/trophic factors. Distal axon disintegrates in the 

fragmentation phase. Schwann cells and the injured axon produce factors that activate resident 
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macrophages. Neutrophils arrive and phagocytose myelin and axon debris Day 3-7. Schwann cells 

produce soluble factors that recruit monocytes/macrophages from the blood.  The activated 

macrophages (red) clear myelin and axon debris and produce factors, such as IL6 that promote 

axon regeneration. Th1 cells infiltrate and contribute to the immune environment Day 7 - >21 Pro-

inflammatory cytokines that dominate the lesion site promote the conversion to more anti-

inflammatory state at around 2-3 weeks, generating a growth promoting environment. Injured 

axons form a growth cone and begin to regenerate along Bands of Büngner formed by Schwann 

cells. If the axon is able to transverse the injury site, it can reconnect with its peripheral targets.  

 

1.4.3 Central nervous system injury – Immune response in the spinal cord 

Immune cascades following a central injury are significantly divergent to those after a peripheral 

injury. Injury to the spinal cord instigates an acute inflammatory response from resident immune 

cells and microglia, followed by infiltration of peripheral immune cells, such as Neutrophils, mast 

cells, monocytes/macrophages and eventually T-cells125 (Figure 8). Resident microglia are the first 

immune cells to respond, activated by the disruption of the neurovascular unit and the resulting 

release of damage-associated molecular patterns, they migrate toward the lesion site where they 

participate in glial scar formation348,349. The CNS, normally isolated from the peripheral immune 

system, experiences a blood- spinal cord barrier damage, enabling peripheral immune cells to 

infiltrate the lesion site. In rodents, starting at 2 hours and peaking at twenty-four-hours post injury, 

neutrophils are the first to arrive from the periphery, responding to CNS derived 

chemoattractants350,351. Neutrophils traditionally phagocytose debris, secrete proteases and release 

reactive oxygen species (ROS)352. Following spinal cord injury, neutrophils are responsible for 

early activation of astrocytes and recruitment of macrophages, via the release of Reduced 

nicotinamide adenine dinucleotide phosphate (NADPH) oxidase, Transforming growth factor 

alpha (TGFα), ROS, Interleukin 1 (IL1) and IL6 production143. Despite their destructive reputation, 

neutrophils contribute to the early events of tissue healing and immune cell regulation following 

spinal cord injury. Mice treated with anti-Ly6G/Gr-1 (Lymphocyte antigen 6 complex locus 

G6D/gamma response 1) showed reduced early astrogliosis resulting in a lower neurological 

recovery and increased lesion size353. Surprisingly, a study by de Castro et al., found that 

neutrophils also prevent the accumulation of destructive ROS at the lesion site354. Monocytes and 

macrophages from the blood infiltrate the injury site around 3 days post- injury, reaching its first 

peak at 7 days post-injury350. Macrophages include a wide array of phenotypes, which are primarily 

determined by environmental cues, such as specific cytokines, that influence the macrophage 

polarization state of which the “classically activated” proinflammatory M1-type and the 

“alternatively activated” anti-inflammatory M2-type describe the two extremes of the spectrum355. 
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The capacity to switch from one phenotype to another is regulated by factors in the inflammatory 

microenvironment following injury355.  While both types are present following SCI, 

proinflammatory M1-like macrophages, associated with secondary tissue damage, neuronal loss, 

axon retraction and demyelination, appear to dominate the lesion site356, with anti-inflammatory 

macrophages M2-like macrophages found reduced or completely eliminated after only one week 

post injury357. Interestingly, while macrophages and Schwann cells in the PNS are primarily 

responsible for myelin debris clearance after nerve injury, this is not the case for the CNS358. Here, 

oligodendrocytes and macrophages fail to remove the growth-inhibiting myelin debris left behind 

at the lesion site, but instead contribute to further demyelination of injured axons358. Additionally, 

macrophages release reactive oxygen species (ROS) and NO, as well as proinflammatory cytokines 

such as TNFα, IL1b, but also LIF and IL6, contributing to tissue damage and promoting astrocytic 

differentiation of progenitor cells. Reactive astrocytes and chondroitinase proteoglycans (CSPGs) 

form a stabilizing but impenetrable barrier; the astroglial scar. Additionally, astrocyte proliferation 

can directly repair the BBB359 and prevent propagation of the inflammatory immune response360. 

The presence of Th2 T-cells, which express anti-inflammatory cytokines, such as Interleukin 4 

(IL4), Interleukin 13 (IL13) and IL10 can activate the conversion of pro-inflammatory to anti-

inflammatory macrophages355. IL10 expressing macrophages promote axon growth in vitro, even 

on inhibitory substrates356 and seem to remodel the glial scar into a more permissive environment 

for axonal regeneration361. Furthermore, they have been shown to enhance remyelination via 

activation of oligodendrocytes362. The transient conversion of pro-inflammatory macrophages to a 

more anti-inflammatory profile, that can be observed in normal wound healing, does not take place 

in SCI, largely due to the accumulation of unphagocytosed myelin and accumulation of apoptotic 

neutrophils357. This largely contributes to the chronic inflammation characteristic of spinal injury 

pathology363. Therefore, one could conclude a generally detrimental effect of macrophages in spinal 

cord injury healing and regeneration. Work by Zhu et al., showed reduced scar tissue and increased 

axonal regeneration following macrophage depletion in SCI364. However, one study using 

macrophage/monocyte depletion demonstrated poorer neurological outcomes and wound healing 

following macrophage depletion365, indicating a more complex function for macrophages in SCI.  

The role for the adaptive immune system in axonal regeneration following spinal cord injury is still 

not fully understood. Little is known about the function of CD4+ or CD8+ effector T-cells (Teff) 

or natural killer (NK) cells in spinal cord injury. Antigen presenting cells, such as microglia, 

macrophages and dendritic cells promote the recruitment and activation of helper T-cells, which 

can be anti-inflammatory (Th2 cells) or Pro-inflammatory (Th1 cells), and regulatory T-cells 

(Tregs). T-cell infiltration occurs at 3-7 dpi in rats and 7-14 days in mice, with twice as many CD4 

Teffs present than CD8 Teffs356. Non-surprisingly, CD4-, CD8- Teffs and regulatory T-cells likely 
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participate in both, injury and recovery, processes366-369, underlining a required balance between 

inflammation and repair. A recent paper by Walsh et al., revealed the controversial role of Tregs in 

optic nerve injury. It was found that depletion of Tregs exacerbated neurodegeneration, resulting 

in an exaggerated response of effector T-cells.  Interestingly, exogenous transfer of T-regs, 

inhibited effector T-cells and their beneficial effects on spinal cord injury. Additionally, both 

resulted in the reduction of alternatively activated M2-like macrophages370.  Tregs suppress the 

proliferation of CD4 effector T-cells (Teff) via the expression of the signalling molecules 

Interleukin-10 (IL-10) and transforming growth factor (TGF)-β371. Early experiments using low-

dose irradiation372 or thymectomy369, strongly reducing or depleting systemic Tregs, identified 

improved neurological outcomes following CNS injury in optic nerve or spinal cord, increasing 

neuronal survival and neuroprotection by decreasing immune suppression. These early results were 

supported by the hypothesis that CD4 effector T-cells are required for neuroprotection following 

injury. However, later it was found that exogenous Tregs injected following CNS injury have 

opposing effects based on the mouse genetic background, with neuroprotection increased in 

C57/B6 mice and decreased in Balb/c mice373. Interestingly, this dichotomy was resolved when 

Tregs were transferred into immunodeficient mice with beneficial effects in both genetic 

backgrounds373.  It is increasingly understood that Tregs respond with a suppressive or 

inflammatory phenotype depending on the immune environment at the injury site and further 

studies investigating T-cell interactions in more or less immunocompromised phenotypes will be 

required for immune system based proregenerative and neuroprotective therapies. 

In summary, immune cell activation and the response to spinal cord injury depicts a scenario of 

conflicting results. The immune response to injury in the mammalian body is a well-controlled 

system of cell activation, communication and inhibition, in which each cell type is crucial for the 

successful healing of the wound. Due to the unique anatomical and physiological circumstances of 

spinal cord injury, this system malfunctions at numerous levels, leading to chronic inflammation. 

However, uncontrolled depletion of most immune cell types has resulted in worsening of the 

healing process and inhibition of neuronal survival and neuroregeneration340,353,365,370,374. Further 

understanding of the time, location and nature of cell activation, will fully elucidate the fascinating 

orchestra of events following injury and how it can be manipulated for the benefit of neuronal 

survival and regeneration.  

 

 

 



45 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Schematic representation of the spinal cord injury site 

Injury to the spinal cord immediately generates a blood-spinal cord barrier damage. Infiltration 

of neutrophils followed by monocytes/macrophages and activation of microglia leads to the 

activation and migration of astrocytes into the lesion site.  CSPGs and astrocytes then form a 

stabilizing but impenetrable barrier, the astroglial scar. Eventually, at around 3-7 days post injury 

T-cells infiltrate the lesion site and a short period of anti-inflammatory cytokines and M2 

macrophages takes place (From Mietto et al., 2015)375. 
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1.5 The mammalian system to study axonal regeneration  

In contrast to non-vertebrate organisms described in the first chapter, the adult mammalian 

peripheral and central nervous system partially or fully lack regenerative capacity, respectively. In 

order to test growth enhancing mechanisms in the mammalian system, several animal models have 

been selected for CNS and PNS regeneration studies. Rodents, dogs, rabbits, pigs and non-human 

primates are most commonly applied in CNS studies376, with rodents, rabbits, dogs and sheep used 

in PNS studies377. Larger animal models are rarely used in basic cellular and molecular studies, for 

obvious reasons of cost, size, availability, housing facilities, medical care and ethics. However, due 

to their size and similarity to human physiology pigs have become more important as preclinical 

model of spinal cord injury, representing intermediates between rodents and humans, in recent 

years378,379. Further, the use of non-human primates seems the obvious choice for pre-clinical 

studies, but this has been limited for ethical reasons. These studies, however, have provided 

important information on anatomical plasticity and behaviour in spinal cord and peripheral nerve 

repair380-382. For studies of basic molecular and cellular biology following both, PNS and CNS 

injury, rodent animal models provide sufficient physiological similarity to humans in addition to 

higher economical suitability with lower costs (housing facilities, medical care) and lower ethical 

concern. For central nervous system injury studies rats have higher similarities with humans in the 

cellular composition of the spinal injury scar, compared to mice383. Conversely, mice are mostly 

available as transgenic models384 enabling greater mechanistic insights into the cellular and 

molecular processes of axon regeneration, allowing for temporo-spatial control of the knock-out 

strategy. Therefore mice are usually used to gain mechanistic insight into basic cellular and 

molecular biology of the spinal cord injury and rats are preferably used in preclinical studies385. 

PNS nerve injury research is usually conducted on the sciatic nerve , since it is the largest nerve in 

the body and therefore facilitates experimental microsurgery in such small animal models377. Rats 

are most commonly used in peripheral regeneration due to large dimensions of the nerve and 

functional testing of sensory- motor recovery is more standardized386,387. However, transgenic 

models384 as well as rat specific antibodies are less available. As mentioned before, mice have a 

greater availability as transgenic models and are therefore more suitable when aiming to study 

cellular and molecular mechanisms of regeneration. Just like rat, they are economical to keep, easy 

to handle and can therefore be studied in large groups. However, in mouse even the largest nerve 

is rather small and in vivo work requires more advanced microsurgical skills. Additionally, the 

intrinsic regenerative capacity of peripheral nerves in rodents is higher than in humans resulting in 

a faster and complete recovery from nerve injury387. Continued studies in physiologically and 

anatomically more similar animal models to humans, such as sheep, pig and non-human primates 
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are required to assess if pro-regenerative mechanisms identified in mouse or rat are translatable to 

humans.  
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1.6 Hypothesis and Aims of the Thesis 

Here, we hypothesized that Intermittent Fasting will facilitate axonal regeneration upon sciatic 

nerve injury via changes in systemic and/or local modifications in metabolic or cellular signalling 

pathways. 

This thesis aims to: 

(1) Investigate the regenerative effect of Intermittent Fasting after peripheral nerve injury 

(2) Investigate the systemic and or local changes affecting axonal regeneration after 

intermittent fasting and investigate the mechanism behind it 

(3) Discover novel systemic and/or local signalling pathways that can be targeted and used as 

therapy for peripheral nerve and eventually spinal cord injury. 
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Chapter 2: METHODS 

 

2.1   In vivo methods 

 

Animal Husbandry 

All animal experiments were carried out according to UK Home Office regulations in line with the 

Animals (Scientific Procedures) Act of 1986 under personal and project licenses registered with 

the UK Home Office. The experiments were carried out using male C57BL6 mice (20-30 g, 6-8 

weeks of age). For all surgeries, mice were anesthetized with isoflurane (5% induction, 2% 

maintenance) and a mixture of buprenorphine (0.1mg/kg) and carprophen (5mg/kg) was 

administered subcutaneous peri-operatively as analgesic. Body temperature was maintained by 

keeping the mice on a heating pad (37°C) during the whole procedure. 

 

Intermittent Fasting 

C57BL/6 mice were randomly assigned to intermittent fasting (IF), or ad libitum (control) treatment 

groups. The IF group did not have access to food (fasting) during the first 24 h and then every 

second day after that (e.g. fasting during 0–24 h, 48–72 h, 96–120 h) with ad libitum access to food 

on the alternating days (24–48 h, 72–96 h, 120–144 h). Pre-weighed food was be provided in the 

food hopper of their home cage at 9:30 am (unless a fasting day for the IF groups), and leftover 

food was weighed 24 h later.  On the day following the last food day, sciatic DRGs were dissected, 

dissociated and cultured for 12 hours. 

 

Sciatic nerve crush (SNC) surgery 

The sciatic nerve crush surgery was executed under isoflurane anaesthesia (5% induction, 2% 

maintenance). Following the skin incision, the biceps femoris and the gluteus superficialis were 

opened by blunt dissection and the sciatic nerve was exposed using a surgical hook. The sciatic 

nerve crush was performed orthogonally for 20 seconds (45 seconds for functional recovery 

experiment) using a 5 mm surgery forceps (91150-20 Inox-Electronic). The crush was performed 

at approximately 20 mm distally from the L4-L6 DRGs.  

 

Intramuscular injection 

Ten days after sciatic nerve crush, 5 μl of 1% Cholera toxin B  (CTB; List Biological Laboratories) 

was injected into the tibialis anterior and medial gastrocnemius muscles using a 10μl Hamilton 

syringe ((NDL small RN ga34/15mm/pst45o ) (Hamilton). Three days post injection, the L4-L6 
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DRGs were dissected, fixed in 4% PFA, followed by incubation in 30% sucrose for at least 24 

hours. 

 

Dorsal column axotomy 

Mice were kept under anaesthesia with 2% isoflurane/1% O2 mixture. The skin over the thoracic 

area was shaved and brushed with iodine. The skin was incised, the superficial fat shifted apart, 

and the muscle tissue dissected to expose laminae T9–T11. A T10 laminectomy was performed, 

the dura mater was removed, taking care not to damage the spinal cord during this procedure. A 

dorsal column axotomy was performed using micro scissors. Muscle tissue and skin were sutured 

up separately. After surgery, mice were placed into a 38 °C warm box until woken up and assessed 

for abnormalities. Mice underwent daily check for general health, mobility within the cage, 

wounds, swelling, infections, or autophagy of the toes throughout the experiment.  

 

Axonal tracing 

Six weeks post spinal cord injury the sensory axons in the dorsal columns were traced by injecting 

3 μl of 1% CTB (List Biological Laboratories) diluted in saline into the sciatic nerve using a 10 μl 

Hamilton syringe and Hamilton needle (NDL small RN ga34/15mm/pst45o) (Hamilton). 4 days 

post-tracing, mice were terminally anaesthetised and transcardially perfused with 20 ml PBS (pH 

7.4) (Sigma) followed by 20 ml 4% paraformaldehyde in PBS (Sigma). 

 

Behavioural assessment 

Mice were trained daily for 1-week pre-surgery before baseline measurements and then assessed 

on day 3 post-surgery and weekly or daily thereafter. The tests were performed at the same time of 

day throughout the study in a suitable room for behavioural assessment. External stimuli such as 

noise were minimized. All behavioral testing and analysis were done by an observer blinded to the 

experimental groups.  

 

Grid walk:  

The grid walk consists of a 50 cm × 5 cm plastic grid placed between two vertical 40 cm high wood 

blocks. The mesh is formed by 1 cm × 1 cm spaces. Mice were allowed to run the grid walk 3 times 

per session. The number of total steps and missteps per run for each hind paw were analyzed by a 

blind investigator.  

 

 

 



51 
 

Adhesive removal test:  

An 8 mm diameter adhesive pad was placed on each hind-paw, or only the left one for the sciatic 

nerve crush experiment. The mouse was then placed into plexi-glass box and the time until it first 

contacted each of the adhesive pads was recorded, followed by the time until it removed the 

adhesive pads from each hind-paw. The maximum time allowed for each animal was 5 mins. Each 

animal was tested twice per time- point and values represent the average time from both hind paws 

from both runs.  

 

Basso Mouse Scale for Locomotion (BMS) 

The test was performed by two testers located at opposite sides of an open field (115 cm diameter, 

20 cm sidewall height). Each mouse was evaluated for 4 minutes. Carried out based on the original 

guidelines388. 

 

Von Frey Test 

The Von Frey test was carried out daily until mice recovered to baseline levels. In this test, animals 

were placed individually in small transparent cages with a grid bottom. The animals were 

acclimatized to the behavioural room and their own compartment of enclosure for 30 min every 

day for 1 week before the test was started. Baseline reading was obtained 1 day before surgery. 

Every day the mice were acclimatized for 20-30 min to the enclosure until they were calm. A 

monofilament was applied perpendicularly to the plantar surface of the hind paw, delivering a 

constant pre-determined target force (0.008 - 8 grams, equivalent to 0.078 – 78.431 milli-Newtons) 

for 2–5 s. A response is considered positive if the animal exhibits brisk paw withdrawal, licking, 

or shaking of the paw, either during application of the stimulus or immediately after the filament 

is removed.  

  

Hargreaves 

The Hargreaves test was carried out daily until mice recovered to baseline levels. 

A complete set of Hargreaves test (Ugo Basile, catalog number: 37370 or Harvard Apparatus, 

catalog number: 72-6692) was used for this assessment. The animals were acclimatized to the 

behavioural room and their own compartment of enclosure for 30 min every day for 1 week before 

the test was started. Baseline reading was obtained 1 day before surgery. Every day the mice were 

acclimatized for 20-30 min to the enclosure until they were calm. The reaction time at the controller 

was set to 10 seconds at 50 units infrared intensity. The infrared emitter/detector was positioned 

underneath the center of the paw being tested (the left hind paw) and by pressing the start button 

the test was started. The time was stopped automatically when the animals elicited a withdrawal 
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response due to sensing of thermal heat and the record time was recorded manually. This was 

repeated for 3 times per animal with approximately 5 min between the tests. 

 

Faecal transplantation 

Fresh faeces was collected every day from the cage of 5 healthy C57BL/6 mice, approximately 200 

mg / mouse. The cage was changed thereafter to a fresh cage. 1g of faeces was then homogenized 

in 10 ml of PBS and centrifuged for 30 seconds at 3000 rpm at 4°C. Following on that the 

supernatant was transferred to a new tube and centrifuged for 5 min at 12000 rpm at 4°C. The pellet 

was resuspended in 2.5 ml PBS and 500 µl gavaged to each mouse. 

 

Antibiotic administration 

Vancomycin antibiotics (Sigma, V2002) was administered through the drinking water 

(50mg/kg/day; 214.27 mg/l), which was renewed every second day.  

 

Indole-3-propionic Acid treatment 

Indole-3-propionic acid (Sigma, 57400) was diluted at 0.5 mg/200 µl in sterile PBS. Mice were 

treated with 20 mg/kg/day via gavage or IP injection. 

 

Clostridium sporogenes recolonization 

WT and FldC Clostridium sporogenes bacterial cultures were obtained in collaboration with 

Professor Dylan Dodd, Stanford University, USA 

WT and fldC (mutant for (R)-phenyllactyl-CoA dehydratase beta subunit of the phenyllactate 

dehydratase complex [fldC]) Clostridium sporogenes cultures were obtained in collaboration with 

Dr. Dylan Dodd (Stanford University). Bacterial cultures were mixed with glycerol to reach the 

final concentrations of: WT 6.01E+06 CFU/ml and C.s. fldC mutant 5.46E+06 CFU/ml. Mice were 

pretreated with Vancomycin in drinking water for 3 days. C.s. WT or C.s. fldC were transplanted 

to the cecum via oral gavage for 10 consecutive days at 1E+06 CFU/day. 

 

Monoclonal Antibody injection 

Preceding and following nerve injury monoclonal antibodies, mouse αLy6G (Bioxcell, Clone 1A8), 

mouse αIFNγ (Bioxcell, Clone XMG1.1), Rat IgG2a isotype control (Bioxcell, Clone 2A3), Rat 

αIgG1 (Bioxcell, Clone HRPN) were administered at 200ug/day for 10 consecutive days via IP 

injection. 
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2.2   Ex vivo and in vitro methods 

 

Serum and cecum preparation 

Blood was extracted via heart punctuation and collected into a covered test tube. The blood was 

allowed to clot for a minimum of 30 min at room temperature and centrifuged at 2000 g for 10 min 

at 4 °C. The supernatant was then collected into a fresh tube and stored at -20 °C until use.  

Cecum content was removed from the cecum using sterile forceps into a tube and snap-frozen in 

liquid nitrogen immediately. 

 

Gas chromatography – Mass Spectrometry (GC-MS) untargeted metabolomics  

GC-MS was carried out in collaboration with Professor Marc-Emmanuel Dumas (ICL) and Dr. 

Antonis Myridakis, Department of Metabolism, Digestion and Reproduction, Imperial College, 

London. Sample preparation, GC-MS and data analysis was done by Antonis Myridakis and me. 

Serum samples (100 μL) were prepared as follows: I) samples were spiked with 10 μL internal 

standard solution (myristic acid-d27, 750mg/mL), II) 850 μL of ice cold methanol were added, 

followed by centrifugation for 20 min (4o C, 16000 g), III) 750 μL of supernatants were transferred 

to silanized dark 2mL autosampler vials and were evaporated to dryness in a rotational vacuum 

concentrator (45o C, 20 mbar, 2 h), IV) 50 μL of methoxyamine solution (2% in pyridine) were 

added and the samples were incubated overnight at room temperature and finally, V) 100 μL of N-

methyl-trimethylsilyl-trifluoroacetamide (MSTFA) +1%  trimethylchlorosilane (TMCS) solution 

were added, the samples were incubated at 60o C for 1 h and were transferred to dark autosampler 

vials with 250 μL silanized inserts. The samples were analysed in an Agilent 7890B-5977B Inert 

Plus GC-MS system.  2 μL of each sample were injected in a split inlet (1:10 ratio). The 

chromatographic column was an Agilent ZORBAX DB5- MS (30 m X 250 µm X 0.25 µm + 10m 

Duraguard). The temperature gradient was 37.5 min long and the mass analyser was operated in 

full scan mode between 50-600 m/z. The detailed instrumental conditions are described elsewhere 

(Agilent G1676AA Fiehn GC/MS Metabolomics RTL Library, User Guide, Agilent Technologies, 

https://www.agilent.com/cs/library/usermanuals/Public/G1676-90001_Fiehn.pdf). Quality 

Control (QC) samples were created by pooling equal amounts of every serum sample of the study 

and were analysed interspaced in the analytical run. Study samples were randomized before sample 

preparation. Peak deconvolution, alignment and annotation and were performed with the use of the 

Fiehn library  via the software packages AMDIS (NIST), Mass Profiler Pro and Unknowns (Agilent 

technologies) in the pooled QC samples. Peak picking was performed with the GAVIN package (A 

software complement to AMDIS for processing GC-MS metabolomics data. doi: 
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10.1016/j.ab.2011.04.009). Non-reproducible (CV>30% in QC samples) and contaminated (blank 

> 20% of the mean QC levels) metabolic features were removed from the dataset.  

This data set was then used to build orthogonal partial least-squares-discriminant analysis (OPLS-

DA) (IF vs AL) or partial least-squares-discriminant analysis (PLS-DA) (IF, IF-V, AL, AL-V), 

focusing on the differences among the experimental groups. The OPLS algorithm derives from the 

partial least-squares (PLS) regression method389. The method explains the maximum separation 

between class samples Y (n dummy variables for n classes) by using the GCMS data X. Here the 

ropls R package (http://bioconductor.org/packages/release/bioc/html/ropls.html) was used, which 

implements the PCA, PLS-DA and OPLS-DA approaches390. It includes the R2 and Q2 quality 

metrics, permutation diagnostics, the computation of the VIP values, the score and orthogonal 

distances to detect outliers, as well as scores, loadings, predictions, diagnostics, outliers graphics390. 

 

Liquid chromatography-tandem mass spectrometry (LC-MSMS)  

LC-MSMS was carried out by Dr Alexander Brandis, Weizmann Institute, Tel Aviv, Israel 

 

Materials 

Indole-3-propionic acid (Aldrich 1 g) as standard and indole-3-propionic-2,2-d2 acid  (0.05 g, 

C.D.N. Isotopes) as internal standard (IS) were used. Acetonitrile, methanol and formic acid were 

of ULC-MS grade was supplied from Bio-Lab. Water with resistivity 18.2 MΩ was obtained using 

Direct 3-Q UV system (Millipore). Standard curve was built using concentration range of 3-

indolepropionic acid 0.01-12 µg/mL, with final concentration of IS 100 ng/mL. 

 

Extract preparation 

Plasma (30 uL) and IS (10uL, 1 ug/mL) was incubated 10 min, then 500 µL of methanol was added. 

The mixture was shaken at 10°C for 30 min (ThermoMixer C, Eppendorf), and centrifuged at 

21,000 g for 10 min. Collected supernatant was evaporated in speedvac and then in lyophilizer. 

Before LC–MC analysis, the obtained residue was re-suspended in 100uL of 20%-aq methanol, 

centrifuged twice at 21,000 g for 5 min to remove insoluble material. The soluble part was placed 

to insert of LC-MS vial. Some samples were diluted 1/20 with 20%-aq methanol. 

 

LC-MS analysis 

The LC–MS/MS instrument consisted of an Acquity I-class UPLC system (Waters) and Xevo TQ-

S triple quadrupole mass spectrometer (Waters) equipped with an electrospray ion source and 

operated in positive ion mode. MassLynx and TargetLynx software (version 4.1, Waters) were 

applied for the acquisition and analysis of data. Chromatographic separation was done on a 100 

http://bioconductor.org/packages/release/bioc/html/ropls.html
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 mm × 2.1 mm internal diameter, 1.7-μm UPLC BEH C18 column equipped with 50  mm × 2.1 mm 

internal diameter, 1.7-μm UPLC BEH C18 pre-column (both Waters Acquity) with mobile phases 

A (0.01% formic acid) and B (0.01% formic acid in acetonitrile) at a flow rate of 0.6 ml min−1 and 

column temperature 60°C. A gradient was used as follows: 0–5 min a linear increase from 20 to 25 

% B, then increase to 95 % B during 0.1 min, 5.1–7 min held at 95 % B, then back to 20 % B in 

0.1 min, and equilibration at 20 % B for 1.9 min, providing total run time of 9 min. Samples kept 

at 8 °C were automatically injected in a volume of 1 µl. MS parameters: capillary voltage - 1kV, 

cone 0 V, Source temperature -150°C, Desolvation temperature - 550°C, Desolvation gas - 110 

L/Hr, Cone gas - 200 L/Hr, Nebulizer - 7.0 Bar, Collision gas 0.10 mL/min. MRM transitions 

(collision energy, eV): 190>55.0 (17), 190>130.1 (12), 190>172.1 (9) for 3-indolepropionic acid, 

and 192.1>56.0 (12), 192.1>130.1 (14), 190>174.1 (14) for IS. 

 

16S sequencing 

Cecum content was collected from mice and immediately frozen in liquid nitrogen. Samples were 

stored at -80 °C. Faecal DNA was extracted using Fast DNA spin kit (MP Biomedicals). Libraries 

were prepared using the 16S Metagenomic Sequencing Library Preparation protocol for the 

Illumina MiSeq System. In brief, PCR primers (16S Amplicon PCR Forward Primer = 5' 

TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGCCTACGGGNGGCWGCAG; 16S 

Amplicon PCR Reverse Primer = 5' 

GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGGACTACHVGGGTATCTAATCC) 

directed at the V3/V4 region of bacterial rRNA genes were used to generate libraries and libraries 

were validated by the Agilent 2100 Bioanalyzer. Sequencing was performed with 250 bp paired-

end reads on Illumina Miseq2500 (Imperial BRC Genomics Facility).  

 

16S rRNA gene sequencing data analysis 

Carried out by Adesola Temitope Bello and Prof Elaine Holmes, Department of Metabolism, 

Digestion and Reproduction, Faculty of Medicine, Imperial College London 

Only single-end R1 sequences were analysed. Data processing was carried out in R statistical 

environment version 3.5.2 according to the DADA2 pipeline391 as follows; primers were trimmed 

from de-multiplexed sequences, amplicon sequence variants (ASVs) were generated using DADA2 

package version 1.10.1, and taxonomic assignment was performed using the SILVA rRNA 

database version 132 [https://www.arb-silva.de/].  ASVs with no phylum assigned were excluded 

from analyses to yield a final number of n = 906 annotated ASVs.  

Alpha and beta diversity analyses were carried out using phyloseq package version 1.26.1392. Alpha 

diversity (Shannon Index) was calculated using raw counts393 (Compared to rarefied counts, results 

https://www.arb-silva.de/
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were identical). Groups were compared using Mann Whitney U statistical tests. For beta diversity 

analyses, data was normalised by log-transformation with a pseudo count of +1. Differential 

abundance of groups were compared in the DESeq2 package version 1.22.2394 using the Wald test 

with adjustments for multiple testing carried out by the Benjamini and Hochberg method (p set as 

0.05). 

 

RNA sequencing 

DRGs were collected from animals that had undergone 10 days of IPA or PBS treatment and/or 

followed by sciatic sciatic nerve crush. L4-L6 DRGs were extracted 72h after sciatic nerve crush 

or from naïve animals (surgeries were performed as described above), and collected into RNAlater. 

DRGs were crushed with RNase free micropestle and RNA was then immediately extracted using 

RNAeasy kit (Qiagen), according to manufacturer’s guidelines. Residual DNA contamination was 

removed by treating the spin column with 40 units of RNase-free DNase I (Qiagen) for 15 min at 

23 °C prior to RNA elution. RNA concentrations and purity were verified for each sample 

following elution with the Agilent 2100 Bioanalyzer (Agilent). RNA with RIN factor above 7.5 

was used for library preparation. cDNA libraries for each sample were generated by the Imperial 

BRC Genomics Facility using the TruSeq Sample Preparation Kit A (Illumina, San Diego CA) and 

sequenced using Illumina HiSeq 4000 (PE 2x75 bp) sequencing.  

Bioinformatics analysis of the raw data files was carried out by Dr Matt Christopher Danzi, 

University of Miami. Further GO analysis of the processed data was done by me. 

Gene ontology (GO) was performed on the differentially expressed genes with DAVID (Database 

for Annotation, Visualization, and Integrated Discovery (http://david.abcc.ncifcrf.gov/)) using a 

threshold of P<0.05. Upregulated genes that resulted enriched in the GO BP “immune system” 

functional clustering were added to a Venn diagram (https://bioinfogp.cnb.csic.es/tools/venny/) 

and immune regulated genes upregulated in the PBS-SNC control dataset were excluded from the 

analysis. Genes uniquely upregulated in IPA and IPA-SNC, as well as genes upregulated at least 

1.5 fold higher in the IPA-SNC compared to the PBS-SNC dataset were uploaded into STRING to 

build a protein-protein interaction network. The network was visualized by Cytoscape, where each 

node represents a differentially regulated gene (RNA-seq) and edges represent protein-protein 

interactions. 

 

Sciatic nerve regeneration 

24 hours or 72 hours following the surgery, sciatic nerves were dissected and post-fixed in 4% 

PFA, incubated at 4°C for 1h and transferred into 30 % sucrose for at least 3 days. Subsequently, 

the tissue was embedded and frozen in Tissue-Tek OCT and maintained at -80°C until cut into 11 

https://bioinfogp.cnb.csic.es/tools/venny/
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µm sagittal sections. Tissue sections were immunostained for SCG10 (1:1000, Rabbit, Novus) a 

marker for regenerating axons. The crush side was identified by deformation of the nerve and 

disruption of axon coinciding with highest SCG-10 intensity. The SCG-10 intensity was measured 

in 500 µm intervals along the length of the nerve distal to sciatic nerve crush side. The intensity 

was normalised to the SCG-10 intensity before the crush side and plotted as fold-change. 4-6 

sections per animal were analysed and imaged with a HWF1 - Zeiss Axio Observer with a 

Hamamatsu Flash 4.0 fast camera using 10x magnification. 

 

Dorsal Root Ganglia (DRG) cell culture. 

Glass coverslips were coated with 0.1 mg/ml PDL, washed and coated with mouse Laminin 2ug/ml 

(Millipore) for 1-2 hours each previous to the start of the experiment. Sciatic DRGs from adult 

animals were dissected and collected in Hanks balanced salt solution (HBSS) on ice. The DRGs 

were transferred into a digest solution (5mg/ml Dispase II (Sigma), 2.5 mg/ml Collagenase Type 

II (Worthington) and incubated in a 37 °C water bath for 45 min, which occasional mixing. 

Following on that the DRGs were washed and manually dissociated with a 1ml pipette in media 

containing 10 % heat inactivated FBS (Invitrogen) and 1x B27 (Invitrogen) in F12:DMEM 

(Invitrogen). Pipetting was continued until DRGs were fully dissociated and no clumps could be 

observed. Next, the cell suspension was spun down at 1000 rpm for 4 min and resuspended in 

culture media containing 1x B27 and Penicillin/Streptomycin in F12 : DMEM. 3500 cells were 

plated on each coverslip (laminin and PDL coated) and maintained in a humidified culture chamber 

with 5% CO2 at 37 °C, for 12 hours before fixed with 4% PFA and immunostained. Following cell 

plating, DRGs were treated with Indole-3-propionic acid (1 M, 10 M or 100 M, Sigma 57400) 

or IFN (5  ng/ml, 100 ng/ml, Peprotech 250530). For IFNγ treated ex-vivo DRG outgrowth, 

animals were injected intraperitoneal with 10 µg IFNγ/mouse 48 hours before DRG cell culture.  

 

Immunohistochemistry 

Immunohistochemistry on tissue sections was performed according to standard procedures. Tissue 

sections were rehydrated with PBS and blocked and permeabilized for 1 hour with 8% BSA 

containing 0.3% PBS-TX100. Secondly, the sections were incubated with anti-SCG10 (1:1000, 

Rabbit, Novus), SOX10 (1:1000, Rabbit, Abcam), CD68 (1:1000, Rabbit, Abcam), Ly6G (1:500, 

mouse, BioxCell, clone 1A8), ChAT (1:200, goat, Chemocon), vGLUT (1:1000, rabbit, Synaptic 

Systems), vGAT (1:1000, rabbit, Synaptic Systems), GFAP (1:500, Rabbit, Merck Millipore) 

antibodies (diluted in 2% BSA in 0.1% PBS-TX100)  at room temperature over night. The sections 

were washed three times with PBS, followed by incubation with Alexa Fluor conjugated goat 
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secondary antibodies (diluted in 2% BSA in 0.1% PBS-TX100). All tissue sections were 

counterstained with DAPI (Molecular Probes) and cover slipped with moviol. 

 

Immunocytochemistry (ICC) 

Plated cells were fixed by incubation with cold 4 % PFA for 15 min. Following on that they were 

blocked and permeabilized for 1 hour with 0.3 % TX100 in PBS containing 2 % BSA. The primary 

antibody staining was performed using anti-βIII Tubulin (1:1000, mouse, Promega) in 0.1 % 

TX100 in PBS containing 2 % BSA, which O/N incubation at RT. The goat secondary antibody 

(Alexa) was diluted in 0.1 % TX100 in PBS containing 2 % BSA and cells were incubated for 1 

hour. All cells were counterstained with DAPI. 

 

FACS staining 

Cells were isolated from spleens or lymph nodes by mashing using a 70 µm cell strainer and a 

pestle and transferred into Media (RPMI media 1640 [Thermo Fisher scientific] + 2% Foetal calf 

serum + 1x Penicillin/Streptomycin + 1x HEPES [Thermo Fisher scientific]). Spleen cells were 

centrifuged at 1200 rpm for 6 min and resuspended in 10 ml of Red blood cell lysis buffer Hybrid 

Max (Sigma) for 5 min. Following on that 9 ml of media was added and centrifuged at 1200 rpm 

for 6 min. Spleen cells or lymph node (LN) cells were resuspended in Media and plated at 1x106-

2x106 cells per well in a 96-well plate. The plate was centrifuged at 2000 rpm for 1 min and 50 µl 

of blocking stain (1:50 dilution Rat Serum [Sigma], 1:50 dilution TruStain FcX™ [anti-mouse 

CD16/32] [Biolegend] in FACS buffer [PBS supplemented with with 5% FCS, 2mM EDTA and 

0.09% NaAzide]) was added. Cells were blocked for 30 min at 4 °C and subsequently washed three 

times with 140 µl of FACS buffer. Antibodies were added and cells were incubated for 30 mins in 

the dark. Following on that cells were washed another 3 times and imaged on a BD LSR Fortessa 

X-20 (BD Biosciences, 4 laser).  

 

Marker (clone) Colour Dilution Company 

CD45 (30-F11) V450 1:100 BD Biosciences 

CD11b (M 1/70) BV421 1:200 Biolegend 

CD11c (3.9) PECy7 1:200 Biolegend 

Ly6G (1A8) BV711 1:200 Biolegend 

Ly6C (HK1.4 FITC 1:200 Biolegend 

NK1.1 (PK136) PE 1:100 Biolegend 

TCRb (H57-597) BV786 1:200 Biolegend 
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CD4 (GK 1.5 APCCy7, BV605 1:200 Biolegend 

CD8 (5.3-6.7) PECy7 1:400 Biolegend 

B220 (RA36B2) BV605 1:200 Biolegend 

CD19 (6D5) APCCy7 1:100 Biolegend 

CD23 (B3B4) BV421 1:100 Biolegend 

CD21 (7G6) FITC 1:100 BD Biosciences 

LIVE/DEAD™  Aqua (405 nm) 1:100 Thermo Fisher Scientific 

 

Microscopy 

Photomicrographs were taken with a Nikon Eclipse TE2000 microscope with an optiMOS scMOS 

camera using 10x or 20x magnification - Zeiss Axio Observer with a Hamamatsu Flash 4.0 fast 

camera using 10x or 20x magnification. Confocal images were taken with a Leica TCS SP5 II 

confocal microscope at 40X magnification and processed with the LAS-AM Leica software 

(Leica). 

 

Image analysis 

Image analysis was conducted using ImageJ (Fiji) software. All analysis was performed by the 

same experimenter who was blinded to the experimental groups. 

 

Image Analysis for IHC and ICC 

DRG images were taken using a Nikon Eclipse TE2000 microscope with an optiMOS scMOS 

camera at either 10x or 20x magnification. Images were analysed by calculating the percentage of 

cells with positive staining. Approximately between 100 and 200 cells were counted and analysed 

per animal per condition. This was done in triplicate or quadruplicate and blind to the experimental 

group.  

 

Neurite Length Analysis 

DRG neurons were imaged using a Nikon Eclipse TE2000 microscope with an optiMOS scMOS 

camera at 10x or 20x magnification. Between 15 and 20 images were taken per coverslip and 

analysed using Neurite J plugin for Image J software (Image J). All analyses were performed in 

blind. Approximately 45-60 cells were analysed per animal and condition. 

 

Statistical analysis 

Results are graphed as mean ± SEM. Statistical analysis was carried out using GraphPad Prism 7. 

Normally distributed data was evaluated using a two-tailed unpaired Student’s t-test or a one-way 
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ANOVA when experiments contained more than two groups. Dunnetts multiple comparisons test 

or multiple comparison testing corrected by FDR method of Benjamini and Hochberg were applied 

when appropriate. The Two-way ANOVA, Tukey’s or Sidak’s test, was applied when two 

independent variables on one dependent variable were assessed. A threshold level of significance 

was set at P<0.05. Significance levels were defined as follows: * P<0.05; ** P<0.01; *** P<0.001; 

**** p<0.0001. All data analysis was performed blind to the experimental group. 
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Chapter 3: RESULTS 
 

3.1 Intermittent Fasting promotes axonal regeneration and target reinnervation following 

sciatic nerve crush 

I initially tested the hypothesis that IF will facilitate axonal regeneration upon sciatic nerve injury.  

Sciatic nerve regeneration was tested 24 hours after sciatic nerve crush following 10 or 30 days of 

IF preceding sciatic injury.  Regeneration past the crush side was visualized and measured by 

Superior cervical ganglia-10 (SCG-10) immunostaining, which selectively labels regenerating 

axons. Interestingly, we observed that 30 or 10 days of IF vs AL significantly enhanced 

regeneration past the crush side to a similar extent, up to 1mm, 24 post-injury (Fig. 9A-C). 

Therefore, all subsequent experiments were performed following 10 days of IF. Importantly, when 

we extended the post-injury time to 72 hours (AL after the injury), we observed an enhanced 

number of regenerating axons up to 2.5 mm past the injury site in the IF group (Fig. 9A-C). In 

confirmation of these findings, we found an increase in neurite outgrowth in cultured dorsal root 

ganglia (DRG) neurons from mice that underwent 10 days of IF vs AL (AL: 1624 ± 127.2 µm; IF: 

2221 ± 193.1µm; 12 hours in culture) (Fig. 9D-F). In order to investigate whether IF would also 

promote target reinnervation after injury, we measured sciatic reinnervation into its target 

gastrocnemius and tibialis anterior muscles 2 weeks following a nerve crush. CTB tracer was 

injected into the gastrocnemius and tibialis anterior muscles 11 days after SNC and DRG were 

extracted 3 days later. Re-innervated nerve fibres incorporate CTB tracer and innervation efficiency 

can be studied by the quantification of CTB positive DRG neurons. Interestingly, we found a 25% 

increase NF200 positive neurons co-labelled with CTB in the IF group compared with control, 

specifically, 8% double-positive neurons in the AL group and 10% double-positive neurons in the 

IF group. This indicates a greater muscle reinnervation following IF (Fig. 9H-I). We next assessed 

whether 10 days of IF led to any change in food intake or weight. We found that the average food 

intake of IF mice on a feeding day (5.78 g) exceeded the daily amount of the AL group (4.16 g) 

resulting in slightly reduced average “daily” food intake in the IF group (2.88 g) (Fig. 10A). 

However, while the body weight fluctuated depending on whether mice were weighed on a fasting 

or feeding day, the average body weight remained unchanged compared to the AL control group 

(day 11: AL= 26.58±0.63 g; IF= 26.4±0.41 g) (Fig. 10B).  

We can conclude that IF prior to nerve injury facilitates sciatic nerve regeneration and reinnervation 

of sciatic nerve fibres into the leg muscles without affecting the body weight of the animals.  
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Figure 9. Intermittent Fasting promotes axonal regeneration and target reinnervation following 

sciatic nerve crush 

A-C. Nerve regeneration following 10 or 30 days of IF or AL and 24h and 72h upon sciatic nerve 

crush. A. micrograph showing representative longitudinal images of sciatic nerves stained with 

SCG-10 of mice following 10 or 30 days of IF or AL and 24h and 72h upon sciatic nerve crush 

(scheme in B. scale bar: 1000 µm. Arrowhead indicates the crush side. C. Quantification of SCG-

10 intensity at the indicated distances and normalized to the intensity before the crush site 

Normalised SCG-10 intensity was plotted as a function of the distance from the crush site. (N=5-6 

nerves per group from 3 mice per group with a bilateral sciatic nerve crush; ****p<0.0001, 

**p<0.01, *p<0.05 by Two-way-ANOVA with Tukey’s test, mean±SEM). D-F. Neurite outgrowth 
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measurements from mice following 10 days of IF vs AL revealed significantly more outgrowth of 

DRG neurons in culture, following 10 days of IF (scheme in D). E. Quantification of ßIII-Tubulin 

(ßIIITub, green) immunostained neurite outgrowth by measuring the length of neurites (N=5 

animals per group, with 4 technical replicates each; *p<0.05 by students t-test, mean±SEM). F. 

Representative images of DRG neurons immunostained with ßIII-Tubulin, cultured for 12 hours. 

G-I. Axonal muscle reinnervation was assessed by CTB tracing following 10 days of IF vs AL. G. 

Schematics illustrates the experimental timeline: 10 days of IF/AL was followed by a sciatic nerve 

crush and CTB injection into gastrognemicus and tibialis anterior muscles 14 days later. DRGs 

were extracted 3 days post CTB injection. H. Images showing CTB (red) co-staining of DRGs with 

NF200 (green). Arrows indicate CTB+NF200+ (yellow) double positive DRG neurons. scale bar: 

100µm. I. Average percentage CTB+NF200+ DRG neurons displaying a 1.3 fold increase in 

double-positives in IF vs AL DRGs (N=4, *p<0.05 by students t-test, mean±SEM). 

 

 

 

 

 

Figure 10. Weight and food intake screen during 10 days of intermittent fasting  

A. Body weight measurements of AL and IF mice (N=5). B. Average food intake per  

Mouse / day between AL and IF (N=5). 
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3.2 Schwann cells ,  macrophages and neurotrophic factors are unchanged in the sciatic nerve 

and DRG in IF vs AL  

Next we investigated Schwann cell migration and macrophage recruitment, since they both 

contribute to support axonal regeneration55,395, to the crush side 72 hours post-injury. The 

immunostaining intensity of the Schwann cell marker SOX-10 was measured up to 1000m 

proximal and distal to the crush side (Fig. 11A, D). We found no significant difference in SOX-10 

intensity between IF and AL. Anti-CD68 immunostaining was used as macrophage marker. While 

an increased staining intensity was found in and at 500µm distal and proximal to the crush side 

(Fig. 11A and C), similarly to SOX10, CD68 intensity did not differ between IF and AL (Fig. 11B 

and D). In summary, no changes were observed between IF and AL in the number of Schwann cells 

and macrophages accumulating in the injured tissue 72 hours following the crush. Neurotrophic 

factors have been shown to protect neurons following an injury and promote axonal 

regeneration11,396-399. Interestingly, increased levels of neurotrophic factors, such as BDNF, have 

been found in the hippocampus following IF243. Consequently, we measured by ELISA the 

concentration of the neurotrophic factors NGF, BDNF, NT3 and NT4/5 in the DRG following 10 

days of IF vs AL, to find no difference between the groups (Fig. 11E). In summary, these data 

suggest that Schwann cells, macrophages and neurotrophic factors likely do not play a major role 

in the IF-dependent axonal regenerative phenotype.   
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Figure 11. Assessment of Macrophages and Schwann cells in the nerve and DRGs in IF vs AL 

following injury and biochemical analysis of neurotrophic factors following intermittent fasting. 

A-B. Representative images of Nerves dissected from 10 days AL and IF animals at 3 days post 

injury. Sections were immunostained for A. CD68 (macrophage marker, red) or B. SOX10 

(Schwann cell marker, white). Scalebar 500 µm. Asterisk indicates the crush site. C. Quantification 

of CD68 (red) was conducted by intensity measurements 1000µm proximal and distal to the crush 

side. No difference was observed between IF and AL. (N=6 nerves per group from 3 mice, 

significance was assessed using Two-way ANOVA, Tukey’s test, mean±SEM ). D. Quantification 

of SOX10 (white) was conducted by intensity measurements 1000µm proximal and distal to the 

crush side. No difference was observed between IF and AL (N=5 nerves per groups from 3 mice 

significance was assessed using Two-way ANOVA, Tukey’s test, mean±SEM). E. ELISA 

measurements of NGF, BDNF, NT3 and NT4/5 from DRG tissue following 10 days IF or AL (N=3 

mice per group, Significance was assessed by students t-test, mean±SEM). Samples were collected 

at the refed state. 
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3.3 Metabolomics analysis identifies IF-dependent induction of indole metabolites  

Due to the impact of IF on metabolism168,194 and the gut microbiome264,301,400, we next hypothesised 

that changes in metabolism might underpin the IF-dependent regenerative effects we observed 

following a nerve crush injury. Therefore, we conducted untargeted gas chromatography-mass 

spectrometry allowing for an unbiased identification of metabolites in the serum. 79 metabolites 

were found to be differentially concentrated in the serum 10 days following IF vs AL diet (N=10 

mice per group; samples taken at refed day). Pairwise orthogonal projection to latent structure-

discriminant analysis (OPLS-DA) was performed on the normalized GC-MS data (Fig. 12 A-C). 

This supervised modelling approach, commonly used for metabolomics datasets, allows to identify 

differences between two groups or systems. The OPLS discriminant analysis indicates which 

variables are the driving forces that separate two groups and therefore have the largest 

discriminatory power. These differences can then be visualised in score plots. The predictive score 

plot (Fig. 12A) and permutation-based significance diagnostic (Fig. 12B) reveal significant 

(p<0.0001) stability of the OPLS-DA model. This suggests a significant goodness of fit between 

the OPLS-DA model and the data point distribution between the groups. Running the observation 

diagnostics allowed us to identify outlier groups that were subsequently removed from the 

differential analysis (Fig. 12C). The significantly differentially represented metabolites upon IF 

can be clustered into 4 groups: microbiome derived, glycolysis intermediates (glycogen 

breakdown), amino acids (solely convertible to pyruvate and Acetyl-CoA through transamination) 

and the chemical compounds of AMP/ADP/ATP (Fig. 12D). Interestingly, the 4 most increased 

metabolites upon IF were microbiome derived: 3-indolelactic acid 2, 2,3-butanediol 2, xylose 2 and 

indole-propionic acid (IPA) (shown in red, Fig. 12E-H).   

Taken together these data show that 10 days of IF alters the serum metabolome, primarily by 

increasing indole and microbiome derived metabolites (Fig. 12I).  
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Figure 12. Untargeted metabolomics analysis identifies Indole-3-propionic acid, a microbiome 

derived metabolite as candidate, as upregulated after IF. 

GC-MS metabolomics analysis was conducted from serum after 10 days of IF/AL and identified 79 

metabolites of which 14 were differentially enriched between the two groups. A. X-score plot of the 

OPLS-DA analysis. The number of components and the cumulative R2X, R2Y and Q2Y are 

indicated below the plot. Analysis performed on normalised GC-MS data, reveals clear separation 

of the IF group from AL. B. Permutation based significance diagnostic reveals significant 

(p<0.0001) stability of the OPLS-DA model, specifically that the model remains a good fit 

(R2Y>0.01) and explains comparable to non-permuted model (Q2Y>0). C. Observation 

diagnostics identifies outliers of the model. D. Table listing significantly upregulated (n=11) and 

downregulated (n=3) metabolites in IF vs AL serum (p<0.05). Shown are the logarithmic fold 

changes (logFC) and the p-value (students t-test) between IF and AL groups (N=AL: 8, IF: 9 mice 

per group, excluded outliers). E-H. Bar graphs plotting the relative abundance of gut microbiome 

derived metabolites from the GC-MS analysis: Indole-3-propionic acid (E), 3-indolelactic acid 2 

(F), Xylose 2 (G) and 2.3-butanediol 2 (H) (N= AL:8, IF:9; *p<0.05, **p<0.01, ****p<0.0001,  

significance was assessed by students t-test, mean±SEM), I. Schematics summarizing the 

hypothesis that the modulation of the gut microbiome by IF might lead to the increase in axonal 

regeneration following injury. 
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3.4 IF-dependent axon regeneration requires the gram+ gut microbiome and strongly 

induces serum indole-3 propionic acid levels 

Next, since our metabolomics findings indicated that IF changes the gut microbial composition 

with a significantly higher concentration of serum indole-metabolites, we tested whether the 

microbiome influences sciatic nerve regeneration upon IF. Therefore, we designed a gain-of-

function experiment by implanting the microbiota collected from IF animals into AL mice by faecal 

transplantation (FT) and observed whether this would enhance axonal regeneration (Fig. 13A-D). 

Faeces were freshly collected every day from animals undergoing IF or AL. The faeces were 

dissociated, and the faecal matter removed in order to obtain a clean bacterial solution. The bacteria 

were then transplanted by gavage to animals which had AL access to food at all times (Fig 13A). 

Transplanted mice were pre-treated with the antibiotic vancomycin for 3 days prior the start of 

faecal transplantation, which has previously been shown to deplete the microbiome401. Following 

10 days of FT, mice underwent a sciatic nerve crush. 72 hours later sciatic nerve anti-SCG-10 

immunolabelling was performed and SCG-10 intensity measurements showed a significant 

increase in regenerating fibres past the crush side (Fig. 13C-D). Measurement of the regeneration 

index, which measures the distance between the crush side and the point in which SCG-10 intensity 

is 50% of that at the crush site also showed a significant increase (AL-FT: 1697 ± 73.74, IF-FT: 

2400 ± 99.75) (Fig. 13D). 

Since indole metabolites (e.g. Indole-3-lactate, Indole-3-aldehyde, Indole-sulfate, Indole-

propionate) are primarily synthesized by the gram-positive bacteria Bifidobacterium (indole-3-

lactic acid)402, Lactobacillus and Clostridium sporogenes (indole-propionic acid)403, we next tested 

whether gram+ bacteria were required for IF-dependent axonal regeneration. To this end, we 

treated mice with vancomycin or vehicle during 10 days IF vs AL diet before performing a sciatic 

nerve crush injury. Vancomycin is a common antibiotic against gram-positive bacteria and has been 

shown to deplete the gut microbial diversity in humans401. Four experimental groups (N=6-7 

nerves, 4 animals/group) underwent either IF or AL, with or without antibiotic treatment for 10 

days. Next, we induced a sciatic nerve crush and assessed regeneration by SCG-10 immunostaining 

72 hours later (Fig. 13E-F). Indeed, we found that vancomycin treatment abolished the effect of IF 

on axonal regeneration. Only about half as many fibres extended past the crush side in the IF + 

vancomycin group compared to IF alone. There was no difference in the regenerative potential 

between AL and AL + vancomycin (Fig. 13G). Additional analysis of the regeneration index 

showed an almost two fold increase in regeneration following IF (AL: 1001 ± 126 μm, IF: 1959 ± 

200.5 μm), which was limited to AL levels by vancomycin treatment (IF+V: 1236 ± 114.4 µm) 

(Fig. 13H). Together these results reveal that IF-dependent regenerative phenotype are largely 

dependent upon the gut microbiome, suggesting a prominent role for gram+ bacteria.  
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Figure 13. The proregenerative effect of intermittent fasting is partially mediated by the gut 

microbiome 

A-D. Quantification of regenerative potential following 10 days of faecal transplantation from IF 

or AL mice (N=7-8). A. schematics showing experimental setup. Faeces was collected for 10 days 

from IF or AL mice and bacterial extract gavaged to AL mice, which were treated with Vancomycin 

3 days prior to the start of the experiment. The sciatic nerve crush was followed by 72h 

regeneration time. B. micrograph of representative longitudinal section images of sciatic nerves 

for faecal transplanted groups from AL and IF, 3 days post sciatic nerve crush immunostained with 

SCG-10. Scale bar: 1000 µm. The arrowhead indicates the crush site. C. Quantification of SCG-

10 intensity at the indicated distances and normalized to the intensity before the crush site. 

Normalised SCG-10 intensity was plotted as a function of the distance from the crush site. (N=7-8 

nerves per group from 4 mice per group with a bilateral sciatic nerve crush; ****p<0.0001, 

*p<0.05,   by Two-way ANOVA with Tukeys test, mean±SEM) revealed increased regeneration in 

IF-FT mice compared to AL-FT. D. SCG-10 intensity was measured from the crush site towards 

the distal end and normalised to the crush site as percentage of intensity.  SCG-10 intensity 

percentage of 50% was plotted as a function of the distance from the crush site. (N=7-8 nerves per 
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group from 4 mice with bilateral sciatic nerve crush; *p<0.05. by students t-test, mean±SEM). E-

H. Quantification of the regenerative potential following 10 days IF or AL +/- vancomycin. E. 

micrograph of representative longitudinal section images of sciatic nerves for all groups 

immunostained with SCG-10 following 10 days of IF/AL with or without Vancomycin treatment 

and 3 days post sciatic nerve crush (Scheme in F). Scale bar: 1000 µm. The arrowhead indicates 

the crush site G. Quantification of SCG-10 intensity at the indicated distances and normalized to 

the intensity before the crush site. Normalised SCG-10 intensity was plotted as a function of the 

distance from the crush site. (N=6-7 nerves per group from 4 mice per group with a bilateral sciatic 

nerve crush; ****p<0.0001, **p<0.01,   by Two-way ANOVA with Tukeys test, mean±SEM) 

revealed increased regeneration following IF, which was lost with vancomycin treatment. H. In 

vivo regeneration index was calculated from images in (A). SCG-10 intensity was measured from 

the crush site towards the distal end and normalised to the crush site as percentage of intensity.  

SCG-10 intensity percentage of 50 %  was plotted as a function of the distance from the crush site. 

(N=6-7 nerves per group from 4 mice with bilateral sciatic nerve crush; **p<0.01, ***p<0.001, 

***p<0.0001 Significance was assessed using One-way ANOVA, Multiple comparison testing: 

corrected by FDR method of Benjamini and Hochberg, if not indicated otherwise p-value compares 

to PBS group, mean±SEM). 

 

In order to investigate potential specific metabolites underpinning the microbiome-dependent 

regenerative phenotype, untargeted serum gas chromatography-mass spectrometry was performed 

in four experimental groups including mice that underwent 10 days of IF vs AL with and without 

vancomycin. 79 metabolites were identified and partial least squares Discriminant Analysis (PLS-

DA) was performed on the normalized GC-MS data (Fig. 14A-D). Comparable to the OPLS-DA 

modelling approach, PLS-DA allows for supervised clustering of the samples aiming to identify 

the key variables that drive such discrimination. In addition to OPLS-DA, PLS-DA allows for 

the analysis of multiple samples. The analysis of our data showed that the predictive score plot 

(Fig. 14A) and permutation-based significance diagnostic (Fig. 14B) reveal significant (p<0.0001) 

stability of the PLS-DA model. This suggests a significant goodness of fit between the PLS-DA 

model and the data point distribution among the groups. Metabolites were visualized by most 

differentially represented in each group, revealing indole-3-propionic acid (IPA) as most 

differentially regulated in the IF group (Fig. 14C). Table 1 shows the log fold change for all 

differentially abundant metabolites, the p-values between the two dietary regimens (IF and AL), 

antibiotics treatment (vancomycin vs non-vancomycin) and the interaction p-value. Interestingly, 

IPA showed the most significant increase between IF and AL and was the only metabolite 

significantly affected by vancomycin treatment with the lowest interaction p-value, suggesting that 
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its amount critically depended on IF and vancomycin. Indeed, serum IPA was found among the 

highest increased metabolites in the serum of IF vs AL, with total depletion in the vancomycin 

treated mice (Fig. 14E). Importantly, the IPA concentration in the serum was assessed using Liquid 

Chromatography Mass Spectrometry (LC-MS/MS) that allows accurate and sensitive 

measurements of metabolites. Initially we measured serum IPA in IF vs AL fed mice and found a 

very significant increase in serum IPA following IF (Fig. 14F). Next, we confirmed that 

vancomycin led to complete depletion of serum IPA (Fig. 14G).  

While indole-3-lactic acid and 2,3- butanediol 2 were found to be highly represented in IF mice, 

they were not affected by vancomycin treatment (Fig. 14H, J). Xylose 2 appeared to be increased 

by IF but depleted with vancomycin treatment (Fig. 14I). Xylose 2 appears to be poorly utilized by 

vertebrates for energy production, however, some evidence suggests a way of oxidation for xylose 

sugar molecules in mammalian cells404. Further, we sought to investigate if microbiome derived 

short chain fatty acids (SCFA) may be changed upon IF as well. Short chain fatty acids have been 

shown to be potent signalling molecules, involved in immune regulation, energy homeostasis and 

epigenetic reprogramming265,405,406. Serum and cecum samples were collected following 10 days IF 

and AL and acetate, propionate and butyrate concentrations were assessed via targeted GC-MS 

metabolomics. No difference in SCFA concentrations were found between IF and AL in neither 

serum (Fig. 15A-C) nor cecum (Fig. 15D-F). Acetic acid (Fig. 15D) and butyric acid (Fig. 15E) 

were decreased or depleted, respectively, in the cecum upon vancomycin treatment. Together, these 

data allow to conclude that IF mainly affects metabolites synthesized by the gut microbiome, with 

the strongest effect on IPA.   
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Figure 14. Metabolomics analysis identifies Indole-3-propionic following 10 days of intermittent 

fasting 

GC-MS metabolomics analysis was conducted from serum after 10 days of IF/AL and identified 79 

metabolites of which 14 were differentially enriched between the two groups. A. X-score plot of the 

PLS-DA analysis performed on normalized GC-MS data reveals clear separation of the groups: 



73 
 

IF, IF+Vancomycin, AL, AL+Vancomycin. The number of components and the cumulative R2X, 

R2Y and Q2Y are indicated below the plot. B. Permutation based significance diagnostic reveals 

significant (p<0.0001) stability of the PLS-DA model, specifically that the model remains a good 

fit (R2Y>0.01) and explains comparable to non-permuted model (Q2Y>0). C. Variable 

Correlations analysis models the overlap between loadings and score plot revealing metabolites 

that are primarily represented in specific groups. D. Observation diagnostics analysis revealed 

outliers of the dataset that do not conform to the general correlation structure. E-J. Gut 

microbiome derived metabolites reveal to be highest upregulated in the serum following IF. E. 

Indole-3-propionic acid is shown to be completely depleted by vancomycin treatment. (N= AL: 8, 

IF: 9 mice per group; ***p<0.01, significance assessed by One-way ANOVA, Dunnett's multiple 

comparisons test, p-value indicates comparison to AL. mean±SEM). F. LC-MSMS measurements 

of IPA in serum from mice following 10 days of intermittent fasting vs. Ad libitum (N=5, 

significance assessed using students t-test, mean±SEM) G. LC-MSMS measurements of IPA in 

serum from mice following 10 days of IF vs AL with and without Vancomycin treatment (N=3, 

significance assessed using One-way ANOVA, Dunnett's multiple comparisons test, p-value 

indicates comparison to AL. mean±SEM) H-J.  3-indolelactic acid 2, Xylose 2 and 2.3-butanediol 

2 upregulated in the IF groups. Xylose 2 acid shown to be depleted to AL levels by vancomycin 

treatment. (N= AL: 8, IF: 9 mice per group; *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001 

significance assessed by One-way ANOVA, Dunnett's multiple comparisons test, p-value indicates 

comparison to AL control group. mean±SEM). 

 

 

 

 

 

 

 

 

 

Table 1. Indole-3-propionic Acid is significantly increased in the serum in IF vs AL. 

Listed are metabolites differentially abundant in the serum of IF vs AL treated mice. Shown are the 

log fold change (logFC), IFvsAL p-value, Vancomycin vs non-Vancomycin p-value (Ab vs non-Ab) 

and the interaction p-value between intermittent fasting condition and vancomycin treatment 

(interaction). R-square (Rsq, the coefficient of determination) showed the highest predictability 

(79.4%) for indole-3-propionic acid.   
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Figure 15. GC-MS targeted metabolomics analysis identifies no changes for SCFAs  

A-D. Short chain fatty acid concentrations were analysed using targeted GC-MSMS metabolomics 

in the serum of AL, IF, AL+V and IF+V treatment conditions. No difference was observed for acetic 

acid (A), butyric acid (B) and propionic acid (C). D-F. Short chain fatty acid concentrations in the 

cecum of AL, IF, AL+V and IF+V treatment conditions.  No difference was observed for acetic 

acid (E), butyric acid (F), propionic acid (G). Acetic acid (E) and butyric acid (F) were reduced 

and depleted by Vancomycin, respectively (N=10 mice per group; One-way ANOVA, Dunnett's 

multiple comparisons test, p-value indicates comparison to AL control group. mean±SEM). 

 

3.5 16S sequencing reveals increased number of Clostridiales following intermittent fasting 

So far, we established that IF improves axonal regeneration in mice that it requires gram+ 

microbiota and that it leads to a significant increase in serum IPA. Recent studies found that IF 

increases the microbial diversity301,302 as well as the Firmicutes/Bacteroidetes ratio264,307 in the 

cecum. Therefore, we next aimed to analyse how IF changes the microbial composition and 

diversity in the gut that could align with the increased production of IPA. We conducted 26S 

sequencing from microbial DNA extracted from the cecum of IF vs AL fed mice (8 per group) with 

and without vancomycin treatment. The relative abundance of the bacterial phyla showed an 

increase for Firmicutes in IF vs AL. Non-surprisingly, vancomycin treatment decreased the number 

of Firmicutes and Bacteroidetes resulting in a larger population of most gram negative 

Proteobacteria and gram negative Verrucomicrobia (Fig. 16A). As expected, bacterial order 

composition analysis revealed a nearly total depletion of Clostridiales in vancomycin treated 
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groups. (AL: 35.22%, IF: 38.51%, AL+V: 12.43%, IF+V: 1.77%) (Fig. 16B). A close look at the 

two graphs (Fig. 15A and B) reveals that the main increase of Firmicutes upon IF belongs to the 

order of Clostridiales. Figure 8C shows the quantification of Clostridiales by overall log 

(abundance), with strong reduction of Clostridiales by vancomycin treatment (Fig. 16C). 

Assessment of the Alpha diversity of the bacterial populations was used to explore the intra-sample 

variation to assess overall bacterial diversity (Alpha diversity was calculated using raw counts). 

The Shannon-Weaver index (Fig. 16D) is commonly used to assess bacterial diversity based on 

operational taxonomic units. Indeed, vancomycin treatment reduced the bacterial diversity as 

expected (Fig. 16D). However bacterial diversity was not found be significantly increased in IF vs 

AL (Fig. 16D). Lastly, we plotted the top 25 amplicon sequence variants (ASVs) that are 

statistically different (FDR<0.05) between IF and AL, which belonged to either the order of 

Bacteroidales or Clostridiales (Fig. 16E). Interestingly, the top 5 most increased bacterial orders 

(ASV 390, ASV 246, ASV 6, ASV 99 and ASV 86) belonged to the order of Clostridiales, which 

have previously been associated with the maintenance of gut health and normal weight407. 

Importantly, Clostridiales are largely responsible for IPA production254.  Together, we can conclude 

that while as expected vancomycin depletes gram+ bacteria, 10 days of IF affects the gut microbial 

composition mainly increasing the Firmicutes/Bacteroidetes ratio and the bacterial order of 

Clostridiales. 
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Figure 16. 16S-sequencing reveals increased number of Clostridiales following intermittent fasting 

16S sequencing was carried out from cecum of AL, AL+Vancomyin, IF, IF+Vancomycin treated 

animals (N=8). A+B. Relative abundance (%) of bacterial phyla (A) and bacterial order (B) 

between AL, AL+Vancomycin, IF and IF+Vancomycin. C. Log(abundance) of bacterial Order of 

Clostridiales. Mann Whitney U test was used for significance assessment, showing significant 

reduction of gut bacteria upon vancomycin treatment.  D. Shannon index reveals significant 
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differences in Alpha diversity between Vancomycin vs non-vancomycin treated groups 

(Significance between samples was assessed using Mann Whitney U test). E. Plot showing that the 

top 25 bacterial Amplicon sequence variants (ASVs) that are statistically different (p<0.05, FDR 

corrected, plotted as log2FoldChange) between IF and AL belong to either of Bacteroidetes or 

Firmicutes phyla, Bacteroida or Clostridia classes and Bacteroidales or Clostridiales order of 

bacteria. The highest increase bacterial order was 5 ASVs of Clostridiales. 

 

3.6 IPA is required for and promotes axonal regeneration via a DRG neuron extrinsic 

mechanism 

So far, we have found that IPA is the top candidate bacteria metabolite with the potential to 

underpin the IF-dependent regenerative phenotype that was reversed by vancomycin, which 

depleted gram+ bacteria and IPA. 

IPA is solely synthesised by the gut microbiome, primarily by bacteria belonging to the Phylum of 

the Firmicutes and the bacterial species Clostridium sporogenes. Therefore, we first designed an 

experiment to test whether Clostridium sporogenes producing IPA were needed for axonal 

regeneration after sciatic nerve crush. Specifically, we took advantage of a Clostridium sporogenes 

fldC (C.s. fldC) bacterial strain recently generated by our collaborators Dr. Dodd (Stanford) that is 

mutant for the (R)-phenyllactyl-CoA dehydratase beta subunit, which results in the loss of IPA 

production. We recolonised the gut via a two-step protocol, starting with bacterial depletion using 

vancomycin for 3 days followed by 10 days of bacterial gavage until the execution of a sciatic 

nerve crush (Fig. 17A). As expected, LC-MSMS analysis showed total depletion of IPA from the 

serum of mice recolonised with the C.s. fldC compared to the C.s. WT strain (C.s.WT: 0.232 ± 

0.126 μg/ml, C.s. fldC: 0.002 ± 0.002 μg/ml) (Fig. 17B). Regeneration was assessed by SCG-10 

immunostaining of the injured sciatic nerve. We found that recolonization of the gut with C.s. fldC 

significantly reduced the number of SCG-10 positive fibres up to 3000 µm past the crush side, by 

about 50% (Fig. 17C-D). The quantification of the regeneration index further supported these 

findings (Fig. 17E). Subsequently, we aimed to test if IPA in vivo treatment prior to injury would 

promote axonal regeneration of the sciatic nerve. Treatment was conducted via gavage at 20 

mg/kg/day for 10 consecutive days (Fig. 17F). Serum measurements using LC-MSMS showed a 

13.6-fold increase in IPA half an hour after gavage (PBS: 1.92 ±0.247 μg/ml, IPA: 26.05 ±2.526 

μg/ml) (Fig. 17G). Following 10 days of IPA administration, a sciatic nerve crush was carried out 

and axonal regeneration was assessed 72 hours later by SCG-10 immunostaining (Fig. 17H). SCG-

10 intensity measurements revealed a significant increase in the number of fibres up to 4000 µm 

past the crush side, which was further confirmed by the quantification of the regeneration index 

(PBS: 1841 ± 101.8 μm, IPA: 2463 ± 161.3 μm) (Fig. 17I-J).  
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To this point gain and loss of function experiments have been conducted by oral gavage. Previous 

publications have found that IPA binds to its receptor PXR in the gut epithelium affecting the gut 

permeability significantly possibly by modulating tight junctions254,256. In order to assess if IPA 

production within the gut and gut epithelium is required to enhance axonal regeneration, we 

repeated IPA treatments, this time via intraperitoneal (IP) injection. Injection of IPA (20 

mg/kg/day, 10 days) mirrored the effects on regeneration that we found via gavage (Fig. 17K-N). 

In fact, IPA treatment led to significantly increased SCG-10 intensity up to 4500 µm past the crush 

side with a regeneration index of 1538 ± 170.5 µm for PBS and 2325 ± 159.3 µm for IPA treated 

mice (Fig. 17M-N). Finally, we asked if the effect on axonal regeneration requires direct IPA 

signalling to DRG neurons. To test this hypothesis, we treated DRG neurons in culture with 

increasing concentrations of IPA for 12 hours and quantified neurite outgrowth (1 µM, 10 µM, 100 

µM) (fig. 17O-Q).  All three concentrations of IPA showed a very similar outgrowth to the non-

treated control condition (PBS control: 1594 ± 262.4 μm, 1µM IPA: 1651 ± 459.2 μm, 10µM IPA: 

2003 ± 303.8 μm, 100µM IPA: 1849 ± 139.9 μm) (Fig. 16P).  

In summary, we can conclude that Clostridium sporogenes-dependent IPA production is required 

for axonal regeneration and that oral as well as systemic IPA delivery prior to sciatic injury enhance 

axonal regeneration by a tissue resident DRG extrinsic mechanism.  
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Figure 17. Indole-3-propionic acid indirectly promotes axonal regeneration of DRG neurons 

A-E. Recolonization of the gut microbiome with C.sporogenes fldC and wildtype (WT). A. 

Schematics outlines the experimental setup. B. LC-MSMS measurements of IPA in serum from mice 

following 10 days of Clostridium sporogenes wildtype vs mutant (fldC) transplantation via gavage 
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(N=5, significance assessed using students t-test, mean±SEM) C. micrograph of representative 

longitudinal section images of sciatic nerves immunostained with SCG-10 following 10 days of 

recolonising with C.s. fdlC or WT and 3 days post sciatic nerve crush (Scheme in A). Scale bar: 

1000 µm. The arrowhead indicates the crush site D. Quantification of SCG-10 intensity at the 

indicated distances and normalized to the intensity before the crush site. Normalised SCG-10 

intensity was plotted as a function of the distance from the crush site. (N=8 nerves from 4 mice per 

group with a bilateral sciatic nerve crush; ****p<0.0001, ***p<0.001, by Two-way-ANOVA with 

Sidaks test, mean±SEM) revealed decreased regeneration when colonised with C.s. fldC. E. SCG-

10 intensity was measured from the crush site towards the distal end and normalised to the crush 

site as percentage of intensity.  SCG-10 intensity percentage of 50% was plotted as a function of 

the distance from the crush site and revealed loss of regeneration following the sciatic nerve crush 

in C.s fldC vs C.s. WT gavage groups. (N=8 nerves per group from 4 mice with bilateral sciatic 

nerve crush; *p<0.05. by students t-test, mean±SEM). F-J. Administration of IPA by gavage 

promotes axonal regeneration of the sciatic nerve.  F. Schematics outlines the experimental setup. 

G. LC-MSMS quantification of IPA in serum from mice following 10 days of IPA gavage (N=4, 

significance was assessed using students t-test, mean±SEM). H. micrograph of representative 

images of sciatic nerves immunostained with SCG-10 following 10 days of IPA gavage (20 

mg/kg/day) and 3 days post sciatic nerve crush. Scale bar: 1000 µm. The arrowhead indicates the 

crush site I. Quantification of SCG-10 intensity at the indicated distances and normalized to the 

intensity before the crush site. Normalised SCG-10 intensity was plotted as a function of the 

distance from the crush site. (N=8 nerves from 4 mice per group with a bilateral sciatic nerve 

crush; ****p<0.0001, *p<0.05,   by Two-way-ANOVA with Sidaks test, mean±SEM) revealed 

increased regeneration in mice gavaged daily with IPA J. In vivo regeneration index was 

calculated and revealed increased regeneration following the sciatic nerve crush in IPA vs PBS 

gavage groups.  (N=7 nerves per group from 4 mice with bilateral sciatic nerve crush; *p<0.05. 

by students t-test, mean±SEM).  K-N. Systemic administration of IPA by intraperitoneal (IP) 

injection promotes axonal regeneration of the sciatic nerve. K. Schematics outlines the 

experimental setup. L. micrograph of representative longitudinal section images of sciatic nerves 

immunostained with SCG-10 following 10 days of IPA IP injection (20 mg/kg/day) and 3 days post 

sciatic nerve crush. Scale bar: 1000 µm. The arrowhead indicates the crush site M. Quantification 

of SCG-10 intensity at the indicated distances and normalized to the intensity before the crush site. 

Normalised SCG-10 intensity was plotted as a function of the distance from the crush site. (N=7 

nerves from 4 mice per group with a bilateral sciatic nerve crush; *p<0.05. **p<0.01, 

***p<0.001, ****p<0.0001 by Two-way-ANOVA with Sidaks test, mean±SEM) revealed 

increased regeneration in mice injected daily with IPA N. In vivo regeneration index was 
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calculated and revealed increased regeneration following the sciatic nerve crush in IPA vs PBS IP 

groups.  (N=7 nerves per group from 4 mice with bilateral sciatic nerve crush; **p<0.01. by 

students t-test, mean±SEM).  O-Q in vitro IPA treatment of DRG cell cultures does not affect 

neurite outgrowth. DRG neurons were treated with 1μM, 10μM and 100μM IPA (schematics in O). 

P. Quantification of ßIII-Tubulin (ßIIITub, green) immunostained neurite outgrowth by measuring 

the length of neurites (N=4 replicates per group; significance assessed by One-way ANOVA, 

Dunnett's multiple comparisons test, mean±SEM). Q. Representative images of DRG neurons 

immunostained with ßIII-Tubulin, cultured for 12 hours. 

 

3.7 RNA sequencing reveals upregulation of immune regulatory pathways following IPA 

treatment 

In order to investigate IPA-dependent molecular changes in gene expression and signalling 

pathways that would prime DRG neurons for axonal regeneration, we conducted RNA sequencing 

from DRG preceding (naïve) or 3 days after a sciatic nerve crush injury following 10 days of IPA 

or PBS oral gavage. 

RNA sequencing analysis from naïve DRG showed that IPA treatment strongly alters the gene 

expression programme inside the DRG tissue. Clear separation of the two groups is shown by heat 

map clustering (Fig. 18A). We found 1429 differentially upregulated and 939 downregulated genes 

between IPA vs PBS treated animals (Fig. 18B). Interestingly, GO biological process (GO BP) 

analysis of the upregulated genes between IPA and PBS were dominated by immune-regulatory 

categories, with the most significant ones being “cell response to interferon-gamma”, “immune 

system process”, “inflammatory response”, “cell response to interferon-beta” and “antigen 

processing and presenting of antigen via MHC-I”. Most significantly down regulated GO 

categories were related to rather intracellular processes such as “muscle contraction”, “maintenance 

of mitochondria location” or “cell surface receptor signalling” (Fig. 18C). Heat map clustering from 

IPA vs PBS treated DRG following 3 days of SNC revealed that IPA continues to significantly 

alter gene expression following injury (Fig 18F). RNA sequencing analysis revealed more 

upregulated and downregulated genes in IPA vs PBS treated animals (IPA-SNC: UP: 5357, 

DOWN: 4840; PBS-SNC: UP: 5143, DOWN:  4586) (Fig. 18D). GO biological process (GO BP) 

analysis was carried out with exclusion of genes that overlap between IPA-SNC and PBS-SNC. 

Consequently, solely injury dependent changes in gene expression were removed, enabling to focus 

on IPA-dependent alterations in gene expression following SNC. Analysis of the down regulated 

genes showed a decrease in ion transport and response as most significant, however it also 

contained the category “immune response”. Upregulated categories were dominated by immune 

regulatory processes, with the most significant one being “neutrophil chemotaxis”, followed by 
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“Inflammatory response” and “immune system process”. However, signalling pathways such as 

“PLC-activating G-coupled signalling”, “neuropeptide signalling pathway”, as well as “positive 

regulation of gene expression” were also upregulated upon IPA-SNC treatment (Fig 18G).  

It is striking that the majority of the IPA dependently upregulated GO BP clusters can be 

categorised as ‘immune signalling’, which is largely maintained and aggregated at 3 days after 

SNC. We found that IPA increased immunostimulatory (TNFR, IL17b) but also anti-inflammatory 

signalling molecules (IL10, CLTA4) in the DRG tissue indicating a complex IPA dependent 

immune regulatory microenvironment. Importantly, expression of the gene encoding Pregnane X 

Receptor (Nr1i2), the nuclear receptor that IPA binds to, was increased by 3-fold in DRG from IPA 

vs PBS and IPA-SNC vs PBS-SNC treated animals. 

In order to visualise the functional clusters that drive the GO BP results, we extracted the genes 

classified in immune related GO BP categories and excluded genes that were solely injury induced 

(Fig 18H, Venn diagram). Next, we generated a protein-protein interaction network using the 

STRING database and labelled the genes by their primary cell type or signalling function. This 

network of IPA dependent immune signalling genes emphasized what was previously found in the 

GO BP analysis, with the main clusters summarized in following categories: “IFNγ/β signalling”, 

“MHCI subunits and assembly”, “T-cell/NK-cell activation/signalling” and “Innate immune 

signalling”, “CEBP TFs” and “TNF signalling” (Fig. 18H). The cluster “innate immune signalling” 

primarily contains genes of the antibacterial complement component complex, genes involved in 

neutrophil chemotaxis and genes indicating inflammasome activation and IL1b secretion. 

Interestingly, genes categorised in “PLC-activating G-coupled signalling” in the GO BP analysis 

(Fig. 17G) are functionally involved in immune cell signalling, of which Gpr84, Ltb4r1/2 and 

Cxcr2 specifically have been shown to take part in neutrophil chemotaxis and signal 

transduction408-411. In line with this analysis, we found that neutrophil ligand Cd177, endothelial 

neutrophil chemoattractant chemokine (C-X-C motif) ligand 1 (Cxcl1) and its receptor C-X-C 

Motif Chemokine Receptor 2 (Cxcr2) were exclusively upregulated in the IPA-SNC dataset, and 

not following injury only (PBS-SNC vs PBS) (Figure 18I). Specifically, CXCL1 is one of the major 

attractants of neutrophils binding to its receptor CXCR2. 

In summary, we can conclude that IPA increases immune signalling inside the DRG tissue, which 

is further increased following sciatic nerve injury. Specifically, the most significantly upregulated 

GO categories suggest IPA to be involved in neutrophil recruitment and the activation of IFNγ 

signalling.  
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Figure 18. RNA sequencing reveals upregulation of immune regulatory pathways following IPA 

treatment 

RNA sequencing form DRG bulk tissue following 10 days of IPA treatment (A-C) and following 

IPA treatment combined with a 72 hours of sciatic nerve injury (D-G). A-B. Shown are 

differentially regulated genes following IPA vs PBS treatment for 10 days as heat map (A) and 

graph (B). C. GO biological process analysis of up- and downregulated genes following IPA 

treatment. Shown are significantly up- and downregulated GO pathways categorized by DAVID 

Bioinformatics Database and Graphed as -log10 of p-value (p< 0.05). D-F. Shown are 

differentially regulated genes between PBS-SNC and IPA-SNC as heat map (D) and IPA-SNC vs 

PBS and PBS-SNC vs PBS as graph (E). G. GO biological process analysis of up- and 

downregulated genes following IPA treatment and 72 hours post injury. Shown are IPA dependent 

significantly up or downregulated GO pathways categorized by DAVID Bioinformatics Database 

and Graphed as -log10 of p-value (p< 0.05) H. Network showing IPA dependently upregulated 

genes from significant GO BP pathways classified as immune regulatory. The Venn diagram shows 

the number of genes from each dataset included in the network (green background). Injury 

dependently upregulated immune regulatory genes were excluded (PBS-SNC vs PBS overlap with 

IPA-SNC vs PBS, 281 genes). Nodes circled in red are genes categorised in the GO BP: 

“Neutrophil chemotaxis”. Network was generated using https://string-db.org/ and was annotated 

into gene functions categories. I. Heat map showing the logarithmic expression fold change (logFC 

(FDR<0.05)) of all genes categorized as involved in “Neutrophil-Endothelial interaction” or “GO 

BP Neutrophil chemotaxis” for the comparisons IPA-SNCvsPBS, PBS-SNCvsPBS and IPAvsPBS. 

 

 

 

 

 

 

 

 

 

 

 

 

 



85 
 

3.8 IPA increases the number of neutrophils and NK cells in the spleen, mesenteric lymph 

nodes and DRG following sciatic nerve crush. 

RNA sequencing analysis suggested a potential recruitment of neutrophils to the DRG tissue, 

implicating a role of IPA in neutrophil chemotaxis.   

Immunostaining for neutrophils was carried out using the neutrophil marker Ly6G and the number 

of neutrophils per DRG section was quantified. Due to the localization of neutrophils surrounding 

the DRG tissue, the number was normalised to the area between the perimeter and 30 µm off the 

perimeter of the DRG (Fig 19A). We found that IPA treatment alone increased the number of 

neutrophils around the DRG tissue by 3.8-fold (PBS: 1.73 ± 0.28, IPA: 6.623 ± 0.68). At 3 days 

post injury the number of neutrophils in the PBS treated control increased by 2-fold (PBS+SNC: 

3.68 ± 0.699) compared to non-injured (PBS: 1.73 ± 0.28). Not a significant difference was 

observed in the IPA+SNC group compared to IPA alone (IPA: 6.623 ± 0.68, IPA+SNC: 7.99 ± 

1.69). This indicates that IPA treatment increases the number of neutrophils largely independently 

from sciatic nerve crush (Fig. 19B). Next we immuno-stained sciatic nerve sections for Ly6G to 

assess neutrophil infiltration into the injury site at 3 days post injury. Ly6G immunofluorescence 

intensity was measured up to 1000m proximal and distal to the crush side. No significant 

difference was found between the IPA and PBS treated groups (Fig 19C-D).  

IPA has previously been reported to broadly affect immune regulation locally in the gut256 as well 

as systemically254. In order to analyse the effect of IPA on the immune environment around the 

ileum and cecum as well as systemically, we performed an immune screen by using fluorescence 

activated cell sorting (FACS) from spleen and mesenteric lymph nodes from IPA and PBS treated 

animals naïve (PBS, IPA) as well as 3 days post SNC injury (PBS+SNC, IPA+SNC). The cells 

were immunolabeled for cell markers of the innate and adaptive immune system, specifically: 

monocytes, neutrophils, NK cells, NKT cells, CD4 T-cells, CD8 T-cells and B-cells. Analysis of 

the spleen revealed an increase of neutrophils and NK cells in the IPA+SNC group (Fig. 20C, D). 

No change in cell numbers was found for T-cells, B-cells, monocytes and NKT cells (Fig. 20B, E-

H). Analysis of the mesenteric lymph nodes showed significantly more CD45-positive immune 

cells in IPA+SNC samples compared to PBS+SNC. Consistently with data from the spleen, we 

found an increase in neutrophils and NK cells in the IPA+SNC group, as well as an additional rise 

in the number of NKT-cells and B-cells upon IPA+SNC (Fig. 20K-M). No changes in cell numbers 

between the 4 groups were observed for monocytes and T-cells (Fig. 20J, N-O). These data suggest 

that IPA directly affects neutrophil and NK cell numbers systemically and in mesenteric lymph 

nodes following sciatic nerve injury. Intriguingly, these results strongly align with the RNA 

sequencing data suggesting an effect of IPA on neutrophil chemotaxis. In conclusion we could 

show that IPA treatment increases the number of neutrophils locally into the DRG tissue and, 
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coupled with injury, systemically. This suggests that the regenerative effect of IPA on the sciatic 

nerve may be mediated through neutrophil signalling to DRG neurons. 

 

 

 

Figure 19. Immunohistochemical analysis of DRG and nerve crush side following IPA treatment. 

A+B. Quantification of Neutrophils (Ly6G) at the DRG tissue following 10 days of PBS/IPA 

treatment, naive or 3 days after SNC. A. Representative image of a DRG stained for Ly6G (red), 

ßIIITubulin (ßIIITub, green) and DAPI (blue). Dotted line indicates the area neutrophils were 

identified and quantified in. Scale bar: 100 µm.  Boxes labelled as a, b, c show higher magnification 

images of Ly6G positive neutrophils. Scale bar: 10 µm B. Quantitative analysis of neutrophils, 

shown as number of neutrophils per 0.1 mm2 (N=4 mice per group; *p<0.05, **p<0.01, 

significance assessed by One-way ANOVA, multiple comparison testing: corrected by FDR method 

of Benjamini and Hochberg, if not indicated otherwise p-value compares to PBS group , 

mean±SEM) C-D.  Quantification of neutrophils (Ly6G) at the Nerve injury site at 3 days post 

injury. C. Longitudinal image of the sciatic nerve. Ly6G (red) IHC staining of the nerve crush side 

after IPA and PBS treatment. Asterix indicates the crush site. Scale bar: 500 µm D. Higher 

magnification images of Ly6G-positive Neutrophils from panel C. Scale bar: 20µm E. Quantitative 

analysis by intensity measurements 1000µm proximal and distal to the crush side did not show any 

difference between IPA and PBS treated nerves (N=4-5 nerves from 3 mice per group, significance 

was assessed by two-way ANOVA using Tukeys test, mean±SEM). 
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Figure 20. IPA increases the number of neutrophils and NK cells in spleen and mesenteric lymph 

nodes following sciatic nerve crush. 

Immune cell screen of spleen (A-H) and mesenteric lymph (I-P) nodes using flow cytometry 

analysis following IPA treatment. Quantification of total number of CD45+ cells (A+I), monocytes 

(B+J), neutrophils (C+K), NK-cells (D+L), NKT cells (E+M), CD4+ T-cells (F+N), CD8+ T-cells 

(G+O) and Follicular B-cells (H+P) in spleen and mesenteric lymph nodes, respectively (N=5, 

*p<0.05, **p<0.01, ****p<0.0001. Significance was assessed using One-way ANOVA, Multiple 

comparison testing: corrected by FDR method of Benjamini and Hochberg, if not indicated 

otherwise p-value compares to PBS group, mean±SEM). 



88 
 

3.9 Neutrophil chemotaxis and IFNγ signalling mediate the effect of IPA 

These data imply that IPA might facilitate axonal regeneration in the sciatic nerve through the 

activation of neutrophil chemotaxis and neutrophil signalling in proximity of DRG neurons. Since 

RNA sequencing revealed that IPA treatment led to increased expression of IFNγ, which is 

typically released upon neutrophil activation, we hypothesised that neutrophils and IFNγ might be 

required for IPA-dependent axonal regeneration. 

In order to test this hypothesis, mice were treated by gavage with either 20 mg/kg/day IPA or PBS 

for 10 consecutive days alongside intraperitoneal injections of monoclonal antibodies against 

neutrophils or IFNγ (Fig. 21A-F). Following treatment, a sciatic nerve crush was induced, and 

nerves were immunostained for SCG-10 at 3 days post injury (Fig. 21B). In line with previous 

experiments, IPA treatment alone and IPA co-treated with IgG control antibody increased axonal 

regeneration following injury up to 3000 µm past the crush side. Anti-Ly6G monoclonal antibody 

co-treatment with IPA decreased the regenerative potential to PBS control levels. No difference 

was observed between PBS and PBS co-treated with anti-Ly6G (Fig. 21C). These results were 

mirrored by the analysis of the regeneration index, showing 1.6-fold increase for IPA vs PBS (IPA: 

2066 ± 204μm, PBS: 1288 ± 117.4μm) and a significant decrease down to control levels of IPA 

co-treated with anti-Ly6G (1455 ± 164.7μm) (Fig. 21D). Anti-IFNγ antibody treatment neutralises 

IFNγ and prevents signalling through the IFNγ receptor (IFNγR) (Fig 21A-B, E-F).  Interestingly, 

anti-IFNγ treatment closely phenocopies the inhibition of regenerative ability observed with the 

anti-Ly6G treatment. The number and distance of regenerating fibres in the IPA - anti-IFNγ group 

showed overlap with the PBS control. As expected, no difference was observed between PBS and 

PBS co-treated with anti-IFNγ antibody (Fig. 21E). Analysis of the regeneration index confirms 

these results, showing a significant decrease of regenerative potential to control levels when IPA 

was co-treated with anti-IFNγ (1382 ± 144.6μm) (Fig. 21F). Next, we decided to assess if IFNγ 

treatment has the potential to facilitate axonal growth directly in cultured DRG neurons since this 

remains to be investigated. DRG neuronal cultures were treated for 12 hours with a low (5 ng/ml) 

or high dose (100 ng/ml) of IFNγ. Neurite outgrowth measurement revealed that both the low and 

high IFNγ dose significantly enhanced neurite outgrowth (PBS: 652.5 ± 65.49μm, IFNγ (5ng/ml): 

1115 ± 51.14μm; (100 ng/ml): 1048 ± 94.86μm), with no detrimental effect on neuronal viability 

(Fig. 21G). Finally, we investigated whether delivery of IFNy in vivo can mimic IPA-mediated 

neurite outgrowth in DRG neurons. IFNγ was injected intraperitoneally 48 hours before dissection 

followed by DRG culture for 12 hours. Neurite outgrowth analysis revealed twice as much growth 

in DRG cultures from mice injected with IFNγ (864.6 ± 101.3 µm) compared to PBS (423.9 ± 

6.404 µm). Together, these data indicate that IPA-dependent axonal regeneration following sciatic 

nerve crush needs neutrophils and IFNγ signalling.  



89 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 21. Neutrophil chemotaxis and IFNγ signalling seem to mediate the effect of IPA 

A-E. Mice were treated with either with IPA or PBS (by gavage) and IPA injected with either anti-

Ly6G antibody (neutrophil depletion) or anti-IFNγ (IFNγ neutralisation). Axonal regeneration was 

assessed at 3 days post sciatic nerve crush. A. Micrograph of representative longitudinal section 

images of sciatic nerves for all groups immunostained with SCG-10 following 10 days of 

monoclonal antibody injection and 3 days post sciatic nerve crush (Scheme in B). Scale bar: 1000 

µm. The dotted line indicates the crush site. B. Schematics of the experimental setup. C. 

Quantification of SCG-10 intensity at the indicated distances and normalized to the intensity before 

the crush site. Normalised SCG-10 intensity was plotted as a function of the distance from the crush 

site revealed loss of IPA dependently increased regeneration with anti-Ly6G treatment. (N=7-8 

nerves per group from 4 mice per group with a bilateral sciatic nerve crush; *p<0.05, **p<0.001, 

****p<0.0001, significance assessed by Two-way-ANOVA with Tukeys test, significance shown 

above the graph comparing IPA-αLy6G and IPA-αIgG, mean±SEM) D. In vivo regeneration index 

was calculated from images in (A). SCG-10 intensity was measured from the crush site towards 

the distal end and normalised to the crush site as percentage of intensity.  SCG-10 intensity 
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percentage of 50% was plotted as a function of the distance from the crush site.  Increased 

regeneration in IPA treated groups was lost when combined with anti-Ly6G treatment (N=7-8 

nerves per group from 4 mice with bilateral sciatic nerve crush; **p<0.01, ***p<0.001, #p=n.s. 

by One-way ANOVA, Multiple comparison testing: corrected by FDR method of Benjamini and 

Hochberg, mean±SEM). E. Quantification of SCG-10 intensity at the indicated distances and 

normalized to the intensity before the crush site. Normalised SCG-10 intensity was plotted as a 

function of the distance from the crush site revealed loss of IPA dependently increased regeneration 

with anti-IFNγ treatment. (N=7-8 nerves per group from 4 mice per group with a bilateral sciatic 

nerve crush; *p<0.05, ****p<0.0001, significance assessed by Two-way-ANOVA with Tukeys test, 

significance shown above the graph comparing IPA-αIFNγ and IPA-αIgG, mean±SEM). F. In vivo 

regeneration index was calculated from images in (A). Increased regeneration in IPA treated 

groups was lost when combined with anti-IFNγ treatment (N=7-8 nerves per group from 4 mice 

with bilateral sciatic nerve crush; **p<0.01, #p=n.s. by One-way ANOVA, Multiple comparison 

testing: corrected by FDR method of Benjamini and Hochberg, mean±SEM). G. DRG neurons were 

treated with 5ng/ml, 50 ng/ml or 100ng/ml of IFNγ in vitro and neurite outgrowth was assessed. 

Representative images of DRG neurons for each treatment, immunostained with ßIII-Tubulin 

(ßIIITub). Cultured for 12 hours. Scale bar: 100μm. Quantification of ßIII-Tubulin (ßIIITub, green) 

immunostained neurite outgrowth by measuring the length of neurites (N=3 technical replicates 

per group; *p<0.05, significance assessed by One-way ANOVA with Dunnett’s multiple 

comparisons test, mean±SEM)). H. Ex-vivo culture of DRG neurons 48 hours after IFNγ I.P. 

injection (10 µg/mouse). Neurite outgrowth was assessed 12 hours after plating. Representative 

images of DRG neurons for each treatment, immunostained with ßIII-Tubulin (ßIIITub, white). 

Scale bar: 100μm. Quantification of ßIII-Tubulin (ßIIITub, white) immunostained neurite 

outgrowth by measuring the length of neurites (N=3 technical replicates per group; *p<0.05, 

significance assessed by students t-test, mean±SEM). 
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3.10 IPA delivery after sciatic nerve crush injury improves sensory recovery  

The axonal regeneration rate is very slow following peripheral axonal injury limiting target 

reinnervation that is critical for functional recovery412. This is particularly significant for recovery 

in clinical injuries7,195,412 where the growth capacity is not fully sustained for the duration required 

to enable muscle and skin reinnervation leading to functional recovery. Therefore, we aimed to 

investigate whether IPA administration at a clinically suitable time (24 hours) after injury was able 

to speed up the rate of sensory recovery following sciatic nerve injury. We performed a severe 

sciatic nerve crush injury approximately 20 mm distally from the L4-L6 DRG for 45 seconds, 

followed by 4 weeks of every other day IPA (20 mg/kg) or PBS oral gavage starting from 24 hours 

after nerve crush (Fig. 22A). During the four weeks of recovery time, we conducted several 

behavioural tests that measure sensory and motor function, as well as mechanical allodynia. These 

include the tape removal test (Fig. 22B1) that measures sensorimotor recovery, mechanical 

stimulation with the Von Frey filaments that measures mechanical allodynia (Fig. 21B2) and the 

Hargreaves test that assesses thermal nociception (Fig. 22B3). At the tape removal test, both “time 

to touch the tape” (Fig. 22C) and “time to remove the tape” (Fig. 22D) increased similarly at 3 days 

post-injury for both groups and gradually declined until day 29 comparted to pre-injury (-1), 

showing no changes in the recovery rate between IPA and PBS. The Von Frey test uses filaments 

that stimulate the hind paw of the animals with variable forces (quantified in grams) whose intensity 

is recorded when the animal withdraws the paw. Data analysis showed no significant differences 

between the two groups (Fig. 22E). Finally, the mice were tested daily with the Hargreaves test to 

assess thermal nociception. An infrared emitter/detector is used to measure the time needed to elicit 

a paw withdrawal response following thermal heat exposure under the hind paw. Interestingly, both 

groups displayed an increased withdrawal response from 3.2 seconds pre-injury (-1) to about 8 

seconds 3 days post-injury. However, IPA treated mice showed a faster speed of recovery shown 

by a reduced withdrawal response time compared to PBS between day 7 (PBS: 6.18±0.34, IPA: 

5.25±0.4) and day 19 (PBS: 5.6±0.59, IPA: 3.78±0.24) (Fig. 22F), with a significant difference was 

found between days 16 and 17 (Fig. 21F). As expected both groups returned to baseline response 

levels 28 days post-injury (Fig. 22F). 

These data show that IPA leads to an accelerated recovery in thermal nociception while it does not 

induce mechanical allodynia following sciatic nerve injury. No changes were found in sensorimotor 

recovery. Together, these experiments suggest that IPA might be a suitable treatment to induce 

sensory recovery without causing neuropathic pain in a sciatic crush model of peripheral nerve 

injury.   
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Figure 22.  Sciatic nerve crush followed by IPA treatment showed improved thermal heat sensation 

at 2 weeks post injury. 

A. Schematics showing the outline of the experimental setup. Sciatic nerve crush (SNC) was carried 

out on the left hind leg and IPA treatment (20 mg/kg) was administered via gavage every second 

day for 4 weeks (N=10 mice per group). B. Schematics showing the behavioural tests. Animals 

were assessed for tape removal test (B1) 3 times a week or for sensory behavioural tests (Von Frey 

(B2), Hargreaves (B3)) daily for 5 weeks following SNC.  C. Quantification of the time required to 

first contact an adhesive pad placed on the left hind paw showed no significance between the two 

groups (N= 10 mice per group. Significance assessed by two-way ANOVA, Sidaks test, mean ± 

SEM) D. Quantification of the time required to remove an adhesive pad placed on the hind paws 

showed no significance between the two groups (N=10. mice per group. Significance assessed by 

two-way ANOVA, Sidaks test, mean ± SEM).  E. Von Frey analysis for nociception (stimulus 

intensity shown in grams) showed no significant difference between the groups when plotted in a 

timeline. (N=10 per group, n.s. = not significant, Significance assessed by two-way ANOVA, Sidaks 
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test, mean ± SEM) F. Visualisation of the paw withdrawal latency in seconds for the Hargreaves 

test for thermal pain sensation (N=10, *p<0.05 **p<0.001 significance assessed by two-way 

ANOVA, Sidaks test, mean ± SEM). 

 

3.11 Dorsal column axotomy followed by IPA affects behavioural recovery and synaptic 

plasticity 

Following a spinal cord injury, axons fail to regenerate across the lesion site, since in contrast to 

the sciatic nerve, spinal cord axons lie in a growth inhibiting environment and are halted from 

growing through the glial scar413. It has been found that an injury to the sciatic nerve preceding a 

spinal cord injury (conditioning lesion), activates a signalling cascade that induces pro-regenerative 

gene expression in DRG neurons that enable axonal regeneration in the spinal cord40. Therefore, 

treatments that successfully enhance axonal regeneration in the peripheral nervous system might 

have the capacity to translate the same effect to a central nervous system injury.  

Here I we investigated if IPA affects the regenerative capacity of the spinal cord centrally projecting 

DRG axons following a spinal cord injury. A dorsal column axotomy was carried out and was 

followed by 7 weeks recovery. We delivered every other day IPA (20 mg/kg) or PBS by oral gavage 

that we initiated 24 hours after spinal injury (N: 10 mice per group) (Fig. 23A). Finally, 3 days 

before dissection we injected CTB into the sciatic nerve in order to visually trace axonal fibres 

regenerating into and across the lesion site. The tests were selected since they provide information 

on sensory and motor function as well as proprioceptive recovery. They include the grid walk (Fig. 

23B1) and adhesive tape removal test (Fig. 23B2), as well as the Basso mouse scale for locomotion 

(BMS) (Fig. 23B3). Assessment of the number of hind paw foot slips on the grid walk showed a 

non-significant decrease in foot slips between IPA and PBS treated mice (Fig. 23C). We observed 

a significant recovery in IPA vs PBS animals in the adhesive tape removal test, with a decrease in 

the time it took to sense and then remove a piece of adhesive tape attached to the hind paws at day 

7 after the injury. Thereafter, the time plateaued over the next 4 weeks with none to minimal 

changes (Fig. 23D-E).  Finally, as expected, the BMS score and sub score did not show any 

difference in locomotion recovery between IPA and PBS (Fig. 23F-G).  

Sensory inputs from muscle spindles to the spinal cord plays a crucial role in the regulation of 

motor circuit organisation and output. Proprioceptive afferents signal to the spinal cord via dorsal 

root ganglia and synapse on motor neurons or interneurons. This circuit provides positive feedback 

about muscle contractions, adjusting movements to environmental clues414. vGLUT positive 

proprioceptive afferents that signal to motoneurons are feedback inhibited by GABAergic 

interneurons, which act pre- and post-synaptically to inhibit the sensory transmitter release and 

motor neuron excitability, respectively. This balancing act enables locomotor function and is 
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commonly disrupted following spinal cord injury415,416. Part of the improved recovery we observed 

in the sensorimotor behavioural tests may be explained by a rescue of synaptic function. Hence, we 

hypothesised that IPA may improve synaptic plasticity below the lesion site. We immunolabeled 

section of the ventral horn caudal to the injury site for synaptic vesicle Glutamatergic transporter 

(vGLUT) and synaptic vesicle GABAergic transporter (vGAT) and determined the number of 

vGLUT and vGAT boutons co-labelled with the motor neuron marker ChAT. Interestingly, we 

found that the number of vGAT and vGlut contacts per motor neuron increased significantly in IPA 

treated spinal cords (vGAT: PBS=6.26 ± 0.27, IPA=12 ± 0.44; vGlut: PBS=3.45 ± 0.14, IPA=5.71 

± 0.21) (Fig. 24B-E).  

Following spinal cord injury (SCI), innate immune cells infiltrate the injury site, including 

monocytes and macrophages. Consequently, they activate astroglial cells which proliferate 

resulting in the formation of the glial scar125. The glial scar is known to have dual properties, 

achieving stability for the spinal cord following injury, but also forming a barrier which axons fail 

to cross. Spinal cord sections from IPA and PBS treated mice were immunolabelled for glial 

fibrillary acidic protein (GFAP, astroglia cell marker) and CD68 (Monocytes/Macrophage marker) 

(Fig. 24F, G). Quantification of the lesion area showed no difference between IPA and PBS treated 

cords (Fig. 24H). Further, intensity measurements of GFAP in the lesion core revealed that IPA 

treated cords contained only 50% as many astroglia as the PBS treated control (IPA: 4580 ± 775.1 

um, PBS: 2546 ± 543.4), suggesting decreased astrocyte activation and proliferation, resulting in 

reduced scar tissue, following SCI in combination with IPA treatment (Fig. 24I). CD68 intensity 

measurements inside the lesion core, as well as 2 mm rostral and caudal to the lesion core did not 

show any difference in monocyte/macrophage infiltration between treatment and control group 

(Fig. 24J-L). Additionally, immunostaining for neutrophil marker Ly6G at the lesion site did not 

show any positive staining of neutrophils in or around the lesion site at 5 weeks post injury. Earlier 

time points will be required to quantify neutrophils following spinal cord injury with IPA treatment 

(data not shown). CTB tracing for sensory fibre regeneration after DCA did not show robust tracing 

in all animals. For the spinal cord samples with positive tracing, we could not see a clear difference 

in the number of fibres regenerating into the lesion site between IPA and PBS treatment (data not 

shown).  

Together, these data indicate that IPA leads to a decrease in GFAP positive scar tissue and to an 

increased synaptic plasticity below the lesion site that is in line with the improved recovery 

observed at the adhesive tape removal test. 
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Figure 23.  Dorsal column axotomy followed by IPA treatment showed a decrease in adhesive tape 

touch time within 1 week following injury. 

A. Schematics showing the outline of the experimental setup. Dorsal column axotomy was carried 

out and IPA treatment (20 mg/kg) was administered via gavage every second day for 7 weeks (N=8-

10 mice per group). B-G. Animals were assessed for sensory and motor function behavioural tests 

weekly for 5 weeks following SCI.  B. Schematic images of the behavioural tests: Grid walk (B1), 

Adhesive tape removal test (B2), Basso mouse scale for locomotion (BMS) (B3). C. Quantification 

of slips from Grid walk analysis showed no significant difference between the groups. (N=9 per 

group, significance assessed by two-way ANOVA, Sidaks test, mean ± SEM) D. Quantification of 

the time required to first contact an adhesive pad placed on the hind paws showed significant 

improvement in the IPA treated group for “time to touch tape” at 7 days post-injury and over all 
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significance between the two treatment groups (N= 8-10. mice per group. *p< 0.05, **p<0.01, 

****p<0.0001, significance assessed by two-way ANOVA, Sidaks test, mean ± SEM) E. 

Quantification of the time required to remove an adhesive pad placed on the hind paws showed 

over all significance between the two treatment groups (N= 8-10. mice per group. **p<0.01 

significance assessed by two-way ANOVA, Sidaks test, mean ± SEM).   F-G. Graphs show BMS 

score and subscore. No difference between IPA and PBS treated animal groups (N=9, significance 

assessed using two-way ANOVA, mean ± SEM). 
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Figure 24. Dorsal column axotomy followed by IPA treatment leads to reduced GFAP intensity in 

the lesion core and increased number of synaptic connections to motorneurons below the injury 

site 

A. Dorsal column axotomy was carried out and IPA treatment (20 mg/kg/day) was administered 

via gavage every second day for 7 weeks. B-H. IHC analysis of the spinal cord lesion site. B-E. 
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Quantification of number of vGAT (synaptic vesicle GABAergic transporter) and vGLUT (synaptic 

vesicle Glutamatergic transporter) contacts to motoneurons (ChAT). B. Representative images 

showing sections of the ventral horn caudal to the injury site immunolabeled for vGAT (blue) and 

ChAT (motoneuron marker, purple) of IPA and PBS treated animals. C. Quantification of boutons 

colabaled for vGAT and ChAT showed 2 fold more vGAT contacts per motor neuron compared to 

control (scale bar: 50 µm, N= 8 mice per group, ****p<0.0001, significance assessed using 

students t-test, mean±SEM). D. Representative images showing sections of the ventral horn caudal 

to the injury site immunolabeled for vGLUT (green) and ChAT (motoneuron marker, purple) of 

IPA and PBS treated animals. E. Quantification of boutons colabaled for vGLUT and ChAT 

showed 1.65 fold more vGLUT contacts per motoneuron (scale bar: 50µm, N= 8 mice per group, 

****p<0.0001, significance assessed using students t-test, mean±SEM). F-G. IHC staining for 

GFAP and CD68, for astroglial and macrophage/monocyte quantification at the injury site, 

respectively. H. Quantification of the lesion area in µm2 showed no difference between the two 

treatments. I. intensity measurements of GFAP inside the lesion core reveales 44.4% less GFAP 

intensity in the lesion core in IPA treated animals. J-L. CD68 intensity measurements inside the 

lesion core (J), 2 mm rostral to the lesion core (K) and 2mm caudal to the lesion core (L) showed 

no difference between the two groups (scale bar: 1000 µm, N=8,  *p<0.05, significance was 

assessed using students t-test, mean±SEM). 
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Chapter 4: Discussion 
 

4.1 Overview 

Injured mammalian adult peripheral nerves have a limited regenerative growth rate that is too slow 

and is not fully sustained for the duration required to enable muscle and skin reinnervation that are 

needed for functional recovery.  

The vast heterogeneity of cell types involved in the events following injury and the complexity of 

responses at the injury site and neuronal cell bodies contribute together to the failure or success of 

axonal regeneration. Recently, a publication by our laboratory showed that exercise and 

environmental enrichment promote axonal regeneration in the PNS and CNS157. The manipulation 

of environmentally induced systemic stimuli, such as exercise and diet, impacts neuronal health417-

419 and promotes recovery from experimentally induced ischemic stroke or spinal cord 

injury157,219,224,420. Dietary interventions, such as IF, alleviate the immune-mediated neuronal 

damage and prevent neuronal death following brain ischemia219,224. Additionally, IF was found to 

increase neurotrophic factors and synaptic plasticity in the brain195,242. Together, published data 

suggested that IF might not only favour protection against “damage” in the nervous system but it 

might also be capable of promoting plasticity, regeneration and recovery following axonal injury. 

Testing this hypothesis was indeed the focus of my work. 

In summary, 10 days of IF enhanced axonal regeneration after sciatic nerve crush in both the short- 

and long term. Further mechanistic investigation revealed that the IF-dependent composition of the 

gut microbiome was key to IF mediated regeneration, as shown by faecal transplantation and 

vancomycin microbiome depletion experiments. Detailed metabolomics studies and microbiome 

gene sequencing allowed to identify IPA as the preferential IF and microbiome-dependent 

metabolite associated with an increase in Clostridiales. Gain and loss of function experiments 

determined that IPA produced by Clostridium Sporogenes or directly delivered either orally or 

systemically was needed and sufficient to promote axonal regeneration after sciatic nerve injury. 

Additionally, RNA sequencing analysis of the DRG enabled to detect a role for neutrophils and 

IFN signalling as novel IPA-dependent regenerative mechanism. Finally, behavioural tests in mice 

treated with IPA following SNC or dorsal column axotomy (DCA) showed faster and improved 

neurological recovery, proposing IPA as a novel treatment to promote repair and recovery after 

axonal injuries.  
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4.2 Intermittent Fasting promotes axonal regeneration through Indole-3-propionic acid 

Intermittent Fasting has a multidimensional impact on the body, from changing metabolites and 

hormones systemically to promoting catabolic metabolism at the cellular level by increasing 

autophagy234. While the metabolic adaptations to food deprivation are well characterised, the 

mechanism through which IF modulates immune responses168,219-223 and augments neurotrophic 

factors219 and synaptic plasticity242,243, remains to be fully understood. Importantly, these 

adaptations have been found to prevent excessive inflammation and promote tissue healing upon 

brain ischemia219,220,224 and prevent neuronal death upon excitotoxin exposure168. A study by Jeong 

et al., showed increased functional recovery from a thoracic contusion in the spinal cord upon IF. 

IF 3 weeks before injury improved functional recovery in the catwalk and Basso-Beattie-Bresnahan 

(BBB) open field assessment. The catwalk parameters of forelimb-hind limb swing duration and 

the BBB even showed recovery when IF was initiated after the injury248. Unfortunately, the 

mechanism of action was not investigated in this study.  

It is essential to unravel the signalling pathways through which IF promotes regeneration and tissue 

healing in order to develop treatment strategies that can be applied to patients after nervous system 

injury.  

To understand the impact of IF on axonal regeneration, two IF regimes were investigated. In this 

study I tested 30 days and 10 days of IF followed by a sciatic nerve crush and assessment of axonal 

regeneration past the crush site at the 24-hour time point (Figure 8). Both increased axonal 

regeneration to the same extent and therefore, subsequent IF regimens continued with 10 days of 

IF. Additionally, regeneration post sciatic nerve crush was tested at the 72-hour time point and at 

14 days post injury via assessment of muscle reinnervation. Both experiments showed a successful 

increase in axonal regeneration and reinnervation, demonstrating that IF sustains regeneration for 

longer time points post-injury. Previous publications found increased BDNF levels in the 

hippocampus219 upon IF and neurotrophic factors have been found to promote axonal outgrowth 

and regeneration11,396-399. However, IF did not affect the levels of BDNF, NGF, NT3 and NT4/5 in 

the DRG tissue (Figure 10). BDNF has been strongly correlated with enhanced cognition upon IF, 

likely by increase of synaptogenesis and neurogenesis in the hippocampus421. It has been suggested 

that IF or food deprivation induces BDNF expression in neuronal circuits involved in cognition by 

increasing their activity and shifting their energy state from glucose to ketones421. The expression 

and release of BDNF are stimulated by excitatory synaptic activity, resulting in the activation of 

Ca2+-calmodulin-dependent protein kinases (CaMK), eventually leading to the transcription of the 

bdnf gene422. Unfortunately, primarily brain (hippocampus, cortex, striatum)243,423 or blood have 

been tested in these studies following 3-6 months of IF and nothing is known about IF induced 

BDNF production in peripheral neuronal tissues. Here we can hypothesise that 10 days of IF was 
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either not sufficient to induce neurotrophic factor synthesis in DRG neurons, or mechanism through 

which food deprivation acts on other nervous system tissues differ from the brain.  

Further investigation into the two main cell types influencing regeneration at the injury site such 

as macrophages and Schwann cells showed that both cell numbers were not affected by IF (Figure 

10). Schwann cells play a crucial role in the immediate events following nerve injury, providing 

neurotrophic factors36-38, supporting neuronal growth via signalling52,70,330,331 and recruiting 

macrophages for the crucial phagocytosis of myelin from the injury site342,424. Other than cell 

numbers, IF could alter Schwann cell or immune cell signalling in and around the nerve injury site 

promoting recovery and regeneration. A recent study in our lab showed macrophage dependent 

signalling to injured axon promoted regeneration55. It is possible that IF further supports nerve 

regeneration via activation of macrophage signalling to the injured neurons, which could be 

investigated via monoclonal antibody depletion experiments. In a different study, remyelination of 

sciatic nerve axons by Schwann cells has been shown to be restored in a neuropathic mouse model 

(similar genetically to a Charcot–Marie–Tooth disease type 1A, myelin deficiency) upon 5 weeks 

of IF with increased myelin protein levels in the mutant, but not the WT181. No difference in the 

number of macrophages and Schwann cells was observed in the WT animals, but were reduced in 

the mutant. It would be interesting to identify if IF affects axon remyelination following nerve 

injury, which could be tested via additional IHC staining or western blot for myelin proteins such 

as Myelin basic protein (MBP), Myelin protein zero (P0) or PMP22. However, IF has been shown 

to alter signalling pathways involved in metabolism, autophagy and immunity and further 

experiments would be required to investigate its impact at the injury site following nerve injury.  

It has been shown that IF for 30 days modifies the microbial composition, consequently affecting 

nutrient uptake264. We established that 10 days of IF promoted axonal regeneration following injury 

and hypothesised that this may be mediated through changes of the gut microbiome. Therefore we 

presumed that 10 days of IF might be sufficient to alter the production of microbiome derived 

metabolites, which in turn directly or indirectly impact axonal regeneration. 

The finding that IF increased serum levels of indole-metabolites was in line with previous 

publications showing increased tryptophan uptake and tryptophan derived metabolites in the blood 

upon IF213,425,426. Indole-metabolites have been linked to hormone production (serotonin) and 

regulation of intestinal256, systemic259,277,427 and CNS immunity427,428. Both, Indole-lactic acid 

(ILA) and indole-3-propionic acid (IPA) have been upregulated by IF (Figure 11), however 

depletion of the gram positive gut microbiome that reduced IF mediated axonal regeneration, only 

significantly reduced IPA from the blood serum, but not ILA (Figure 13). In line with our findings, 

IPA in addition to other gut derived metabolites, has recently been shown upregulated in the plasma 

of mice following 30 days of IF and was strongly linked to improved cognitive functions in an 
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animal model of diabetes213. This, in agreement with our findings, is supporting the hypothesis that 

the effect of IF might be at least partially mediated by the indole metabolite IPA. 

Additionally, in contrast to others213,264, we did not find SCFAs increased by IF in our dataset, 

which may be due to the short term IF cycles (10 days vs 30 days) we employed and it indicates 

that SCFAs are not necessarily required for the regenerative effects of IF.  

Next we performed a phylogenetic analysis, using 16S sequencing, aiming to identify the bacterial 

communities in the cecum of mice that had undergone 10 days of IF (Figure 15). The 16S rRNA 

gene sequence contains both highly conserved regions and hypervariable regions to identify 

phylogenetic characteristics of microorganisms. Based on previous literature, I expected an 

increase in bacterial diversity213,302 and a shift towards a higher Firmicutes / Bacteroidetes ratio 

following IF264. 16S sequencing analysis of the gut microbiome from mice that had undergone 10 

days of IF or AL was not able to show the expected rise in bacterial diversity, which might be due 

to the relatively short amount of IF cycles compared to previous publications302. Additionally the 

Firmicutes / Bacteroidetes ratio was increased after 10 days of IF. Further analysis of bacterial 

composition at the level of order and class showed a slight elevation in Clostridia following an IF 

regimen, which was in line with findings by Li et al. in mice that had undergone 30 days of IF264. 

Clostridia have previously been correlated with maintenance of gut homeostasis429 and are the class 

of bacteria that contain the species Clostridium sporogenes, which is the main producer of IPA403. 

These results coincide with a previous publication by Liu et al, which was able to show increased 

plasma levels of IPA following IF and upregulation of the genus of Clostridiales by 16S 

sequencing213. IPA is primarily produced by Clostridium sporogenes via tryptophan fermentation 

by the enzyme (R)-phenyllactyl-CoA dehydratase254 and reconstitution of IPA in the blood of 

germfree mice was shown to be completely dependent on the presence of the bacterium Clostridium 

sporogenes430. In line with this, axonal regeneration was reduced in animals recolonised with the 

mutant FldC C.sporogenes strain compared to the WT (Figure 16). This further supports the idea 

that C.sporogenes producing IPA is required for axonal regeneration. 

However, a more specific analysis using shot gun metagenomics or qPCR will be required to further 

investigate eventual specific changes in C.sporogenes upon IF.  

Collectively, the data indicate that IPA synthesis in the gut is required for successful axonal 

regeneration and may act as the main mediator of IF induced axonal regeneration.  
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4.3 Indole-3-propionic Acid mimics IF facilitated axonal regeneration through 

immunoregulatory mechanisms  

Having established the impact of IPA on axonal regeneration, further experiments aimed to 

determine the mechanism of action underlying IPA-dependent regenerative effects. It has been 

shown to protect neurons from oxidative damage in animal models of Alzheimer’s disease and 

following ischemia in the hippocampus in mice431,432. Additionally, IPA binds to the xenobiotic 

nuclear receptor PXR, which has been implicated in a variety of immune responses, ranging from 

suppression255,256,433 to activation434,435 of inflammatory regulatory mechanisms. A study by 

Venkatesh et al. showed that the loss of PXR in gut epithelial cells enhances inflammatory markers, 

by augmenting gut permeability through activation of Toll like receptor 4 (TLR-4) and subsequent 

loss of tight junctions256.  Additionally, Dodd et al., found that loss of IPA synthesis in the gut 

results in a systemic increase in CD8 T-cells, CD4 T-cells, neutrophils, monocytes and increased 

gut permeability254. Both papers have shown that oral delivery of IPA increases gut integrity, which 

was closely correlated with decreased inflammatory markers systemically. In line with this Alexeev 

et al., showed that oral administration of IPA increased IL-10 receptor 1 (IL-10R1) and decreased 

inflammatory marker, such as IFNγ, TNFα and IL1β in the colon tissue, augmenting symptoms of 

experimentally induced colitis433.  

Other studies revealed a potentially different function of IPA in the immune cells and endothelial 

cells, peripheral to the gut. Hudson et al., and Wang et al. demonstrated that PXR activation in 

macrophages and vascular endothelial cells, resulted in the expression of the NOD-, LRR- and 

pyrin domain-containing protein 3 (NLRP3) protein complex, triggering the activation of the 

inflammasome. Wang et al., found that PXR activation in vascular endothelial cells increased the 

expression of TLRs, including TLR4, leading to the upregulation of IL-1β435. These findings were 

mirrored in macrophages with increased expression of NLRP3 and IL1β upon PXR activation434. 

From this we concluded that IPA may have distinct effects based on tissue and cell type, promoting 

increased gut integrity resulting in reduced systemic inflammation, but activating innate immune 

signalling pathways in immune cells and vascular endothelial cells. Therefore I wanted to further 

establish whether IPA passage through the gut is required for axonal regeneration. Ten days of 

systemic treatment with IPA increased axonal regeneration, independent of the administration 

methodology (Figure 16). Intraperitoneal injection of IPA promoted a 1.5-fold increase in axonal 

fibres regenerating past the crush site (Figure 16), which closely mirrored what was found with 

IPA gavage treatment. This indicated that the mechanism through which IPA promotes 

regeneration in the sciatic nerve does not require passage through the gut epithelium. These results 

suggest that the alteration of gut permeability is not required for IPA-dependent regeneration. It is 
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likely that IPA would modulate neuronal extrinsic systemic signalling mechanisms to promote the 

regenerative ability. 

In order to investigate IPA mediated signalling in the DRG before and after sciatic nerve injury, I 

conducted RNA sequencing from DRG from PBS and IPA treated mice uninjured and 3 days post 

SNC (Figure 17). I found that the majority of upregulated pathways before and after injury were 

immune regulatory pathways. Most interestingly, Gene Ontology analysis suggested an increase in 

Interferon gamma signalling following IPA treatment, which was further supported by upregulation 

of genes categorised as “MHC I subunit and assembly”. Following injury, IPA- dependent 

upregulated GO pathways described an increase in genes involved in “neutrophil chemotaxis”. 

Importantly we found that neutrophil ligand Cd177, endothelial neutrophil chemoattractant Cxcl1 

and its receptor Cxcr2 were solely upregulated in the IPA-SNC dataset. CXCL1 binding to its 

receptor on neutrophils (CXCR2) facilitates neutrophil migration and tissue infiltration436,437, 

including into the brain438. However, in the dorsal root ganglion upregulation of both, Cxcl1 and 

Cxcr2, have been associated with mechanical allodynia and neuropathic pain439. In order to address 

this, we included a standard test for mechanical allodynia, the Von Frey test, following SNC and 4 

weeks of IPA treatment (Figure 21). We found no difference between the IPA and PBS treated 

groups, indicating that increased expression of Cxcl1 was not sufficient to increase neuropathic 

pain.  

Based on these results I performed immunohistochemistry analysis and found neutrophils 

accumulated around the DRG tissue upon IPA treatment before and after a sciatic nerve crush 

injury (Figure 18). This supported the notion of the RNA sequencing analysis that IPA treatment 

promotes neutrophil infiltration to the DRG tissue. 

Interestingly, mRNA coding for the Pregnane X Receptor (PXR, Nr1i2) was increased 3-fold in 

the DRG tissue from IPA treated mice 3 days following SNC injury, suggesting IPA signalling to 

cells of the DRG, including immune cells, DRG neurons or endothelial cells. The PXR receptor is 

a member of the nuclear receptor (NR) super family and acts as a ligand-activated transcription 

factor. It is a xenobiotic sensor that is highly expressed in the liver and regions of the small and 

large intestine440. However, it has also been found expressed in immune cells434,441-443 and vascular 

endothelial cells435. The previously mentioned study by Hudson et al. demonstrated that PXR ligand 

binding in macrophages activated an innate inflammatory response triggering the nucleotide-

binding oligomerization domain, leucine rich repeat, and pyrin domain-containing 3 (NLRP) 

inflammasome leading to Caspase 1 cleavage and IL1β secretion434. Similar results were found in 

vascular endothelial cells upon PXR agonist treatment resulting in upregulation of toll like receptor 

(TLR) expression and NLRP3 activation435. In line with this, a number of genes summarised as 

“innate immune signalling” were IPA dependently upregulated in our dataset (Figure 17, network), 
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including genes involved in inflammasome and IL1β signalling, such as Nlrp3, Caspase 4 (Casp4), 

Chemokine (C-C motif) ligand 19 (Ccl19) and Gasdermin D (Gsdmd). Interestingly, a study by 

Biondo et al found that IL1β released by inflammasome activation is required for CXCL1/2 

chemokine production and subsequent neutrophil recruitment to several tissues, including the brain, 

following systemic streptococcus infection444. It was established that mice deficient for IL1β had 

reduced CXCL1 protein levels in brain and kidney and were defective for systemic and local 

neutrophil mobilisation upon infection. It is intriguing to hypothesise a potential role of 

inflammasome activation in the endothelial cells encompassing the DRG tissue, further resulting 

in neutrophil recruitment and infiltration into the DRG.  

In line with the RNA sequencing results fluorescence activated cell sorting (FACS) analysis of the 

spleen showed an increase in neutrophils and, additionally, natural killer (NK) cells 3 days after 

SNC injury and 13 days of IPA treatment (Figure 19). Analysis of the mesenteric lymph nodes (the 

draining lymph nodes of the gastrointestinal system), showed a strong effect after IPA plus SNC 

injury, containing increased levels of neutrophils, NK cells, NKT cells and B-cells (Figure 19). 

This is likely because neutrophils migrate into the lymphatic system upon a range of stimuli445. 

Following an initial inflammatory insult neutrophils traffic to lymph nodes (LNs) within few 

hours446, which has been hypothesized to facilitate the transport of antigens into LNs. Research has 

shown neutrophils directly interact with T- and B-cells in draining lymph nodes, displaying 

activation as well as inhibition of adaptive immune cells via neutrophil infiltration446. Additionally, 

neutrophil activation releases the cytokine Interleukin 18 (IL18), which is key for NK-cell 

activation447. Note that IL18 synthesis and release from neutrophils and other cells, primarily 

macrophages, epithelia and endothelia, is induced by NLRP3 inflammasome activation448-450. In 

line with this, the Il18 receptor complex was upregulated by 1.5-fold in the RNA sequencing dataset 

from DRG following IPA treatment and sciatic nerve crush. One can hypothesise that activation 

and infiltration of neutrophils stimulates and recruits NK and NKT cells in the LNs and 

consequently in the DRG.  

Surprisingly, I found that IPA treatment increased neutrophil numbers around the DRG tissue even 

prior to an injury, but it did not change the number of immune cells in the MLN or spleen. It can 

be hypothesised that IPA alone activates the PXR receptor, potentially in the vascular endothelial 

cells or neurons of the DRG, initiating the recruitment and chemotaxis of neutrophils, perhaps by 

mechanisms of inflammasome activation and via subsequent release of CXCL1.  

Larger neutrophil changes in primary and secondary lymphoid tissues, such as the LNs and the 

spleen, are unlikely to happen before an injury considering that neutrophils are primarily recruited 

to lymphoid tissues upon an inflammatory activation due to pathogens445,446,451,452. IPA treatment 

alone may activate neutrophil chemotaxis systemically, which then may be recruited into lymphoid 
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tissue upon injury. Secondly, it could be that small changes in neutrophil infiltration that are 

quantifiable by IHC in DRG tissue are not detectable by FACS from large lymphoid tissues such 

as the spleen. However, either hypothesis remains to be tested. In summary these results indicate 

that IPA in combination with SNC injury induces a systemic immune response which may be 

further reinforced by IPA signalling.  

The finding that monoclonal antibody depletion of neutrophils diminished the effect of IPA on 

axonal regeneration, further supported the idea of a significant role for neutrophils in IPA facilitated 

axonal regeneration (Figure 20). The investigation of immune regulation following nerve and 

spinal cord injury and its impact on axonal regeneration has gained traction over the past few years. 

Interestingly, several publications have shown a crucial role for neutrophils in recovery following 

CNS and PNS injury143,324,353,354. Neutrophils are the first immune cells to arrive at the injury site 

in the spinal cord350, and sciatic nerve318, and infiltrate the DRG following sciatic nerve injury453. 

Little is known about the interaction between neutrophils and neurons and currently the role of 

neutrophils in peripheral nerve axonal regeneration is limited to the injury site. Neutrophils function 

as the primary mediators of destruction of microorganisms and dying cells, releasing chemokines 

that can either be beneficial or detrimental to neighbouring cells321,454,455. During an infection, the 

body relies on neutrophil-mediated tissue injury as one of the main sources of inflammation and 

immunity321. Conversely, neutrophils are also important for wound healing, including phagocytosis 

of tissue debris and release of anti-inflammatory cytokines321. Neutrophils are crucially involved 

in myelin clearance following nerve crush324 and as the first responders, are likely involved in the 

recruitment to and activation of other leukocytes following tissue injury321, suggesting a role 

beyond phagocytosis. In the spinal cord neutrophils are responsible for an early activation of 

astrocytes and recruitment of macrophages143. A study by Stirling et al. found mice depleted of 

neutrophils showed reduced early astrogliosis, resulting in a decrease in functional recovery and 

increased lesion size353. In the optic nerve, another model for central nervous system injury, 

neutrophils were found to be essential for inflammation-mediated regeneration by releasing 

oncomodulin, a protein strongly associated with retinal ganglion cell survival and regeneration456. 

These data suggest that neutrophils contribute to inflammation-mediated regeneration.  

RNA sequencing analysis found IPA dependent upregulation of IFNγ signalling and increased 

expression of downstream MHCI assembly proteins. Additionally, the T-cell, NKT-, and NK-cell 

transcription factor TBX-21, which is key to induce IFNγ transcription, was upregulated in the 

RNA sequencing dataset following IPA and SNC injury (Figure 17, shown in network). Therefore, 

IFNγ may be crucial for neutrophil mediated axonal regeneration through direct signalling to DRG 

neurons. IFNγ is a signature Th1 cytokine and has been shown to have a pro-inflammatory role in 

a number of autoimmune and inflammatory diseases457. However, there is mounting evidence that 
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IFNγ has inflammation mitigating properties, by inducing the expression of anti-inflammatory 

cytokines or cytokine antagonists458,459, and has been shown to be protective in a number of disease 

models459-461. Interestingly, IFNγ has also been found, by us and others, to promote neurite 

outgrowth462 (Figure 20) and significantly contribute to spinal cord injury recovery460,463-465. For 

instance, Ishii et al., found IFNγ-dependent secretion of IL-10 by T-cells enhanced functional 

recovery after spinal cord injury463. Similar results were shown in a model of colitis, exhibiting 

increased IL10 and IL10R and decreased gut permeability upon IFNy treatment459. In line with this, 

our RNA sequencing dataset revealed a significant increase of Il10 in the DRG tissue upon IPA 

treatment alone, which was further elevated following injury (Figure 17, shown in network). Both, 

IFNγ, as well as IL10, activate the JAK-STAT signalling pathway and DRG neurons express 

receptors for both466,467. It is possible that cytokine activated regenerative signalling pathways, such 

as JAK1/2-STAT3 mediated signalling, are triggered in DRG neurons upon IPA treatment. This 

provides a promising new research direction, potentially unravelling a novel immune regulatory 

mechanism in neutrophil-mediated axonal regeneration.  

 

4.4 Indole-3-propionic acid promotes functional recovery following Sciatic nerve and 

spinal cord injury. 

Following robust responses in the PNS with treatments before injury, I explored whether IPA 

facilitates functional recovery following sciatic nerve and spinal cord injury. Firstly, treatment with 

IPA following sciatic nerve crush resulted in functional improvements starting at 7 days and 

reaching significant difference at day 16 post injury in the Hargreaves test (Figure 21). Sensitivity 

to thermal heat pain was strongly reduced at 3 days post injury and gradually improved in the 

following 2 weeks. No difference was observed in Von Frey mechanic allodynia test. However, 

distinct neuronal fibers innervating the skin are responsible for mechanical and temperature related 

pain perception, indicating a different response to IPA treatment between mechanical Aδ-fibers 

and thermal sensitive Aδ neurons. Interestingly, neutrophils and macrophages have previously been 

linked to thermal and mechanical allodynia468,469, which occurs shortly after nerve injury at 3-5 

days (thermal~) and 7-8 days (mechanical~) post injury469. However, no allodynia was observed 

following IPA treatment and sciatic nerve crush in our experiment. It is intriguing to hypothesise 

immune cell dependent, but allodynia preventing, signalling to pain fibres. IHC staining for 

neuronal skin reinnervation will further clarify the specific neurons responding to IPA treatment 

and a potential role in thermal nociception.  

Additionally and in line with findings in the peripheral nervous system, treatment with IPA 

following a spinal cord injury resulted in a functional improvement starting at 7 days post injury in 

behavioural tests for sensory-motor recovery (grid walk) and sensory recovery (Sticky tape 
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removal) (Figure 22). Rapid recovery within a short time frame formed the basis for the hypothesis 

that IPA may promote remodelling of supraspinal axonal circuits, facilitating a faster recovery. To 

investigate this, IHC staining of vGLUT and vGAT in the spinal cord showed an increase in 

synaptic contacts to the motoneurons in the ventral horn, caudal to the injury (Figure 23). Both 

results suggest that IPA promotes synaptic plasticity in the spinal cord following spinal cord injury. 

CTB tracing of sensory fibre regeneration into and across the lesion site did not show robust tracing 

(Data not shown). However, it has been well established that functional recovery does not rely on 

regeneration or less die back of long ascending fibres, but rather on synaptic plasticity below the 

injury site470-473. Remodelling of structural synapses results in circuit reorganisation after spinal 

cord injury474, which can restore sensory and motor function471,475,476. This can be achieved by 

molecular and cellular interventions, but also by training and electrophysiological 

stimulation157,470,477. Here we can conclude that IPA treatment following SCI may increase synaptic 

plasticity leading to supraspinal axonal circuit reorganisation and finally resulting in improved 

functional recovery. Additionally, GFAP IHC staining of the lesion site revealed than IPA treated 

mice, compared to PBS treatment, had a 50% decrease in GFAP intensity within the lesion core. 

This indicates a decreased accumulation of astrocytes following injury resulting in a less dense and 

potentially more growth permissive glial scar.  

Together with the previous data, these results then raise the question as to whether IPA has an 

immune component following spinal cord injury. Neutrophil and astrocyte quantification at earlier 

time points will be able to further clarify if IPA induced neutrophil infiltration may be linked to 

improved sensory-motor recovery and altered activation of astrocytes. Future work will be required 

to address the possible interconnection between immune response and synaptic plasticity. 
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4.5 Limitations and future perspectives  

The complexity and systematic nature of intermittent fasting has attracted growing interest over the 

past few years as it affects many organs and cells throughout the body. In this study we unravelled 

the impact of 10 days of IF on the gut microbiome and identified a gut microbiome derived 

metabolite that promotes axonal regeneration. However, some limitations are to be taken into 

consideration. IF has been shown to affect nutrient sensing pathways, adapting intracellular 

metabolic signalling and affecting circadian clock gene expression191. Additionally, IF has been 

implicated in the activation of Transcription factors such as CREB423,478 and has been shown to 

induce profound transcriptomic changes following brain injury479. Therefore, it is likely that IF 

might increase axonal regeneration through a combination of multiple signalling pathways in 

addition to the mechanisms described here. Further studies are required to understand the full 

extend in which IF might impact axonal regeneration.  

In order to identify changes in the composition of the gut microbiome, we ran 16S-sequencing 

analysis at 10 days following IF (Figure 15). Even though 16S-sequencing is able to analyse some 

bacterial strains to the level of species, it was not sufficient to identify Clostridium sporogenes. For 

a more systematic analysis shot-gut metagenomics sequencing would provide more detailed 

information of all bacterial families at the species level.  

Furthermore, RNA sequencing was conducted from DRG bulk tissue, containing not only neurons, 

but also satellite cells, endothelial cells and Immune cells (Figure 17). The significant upregulation 

of immune related genes led us to the hypothesis of an increased infiltration of immune cells 

following IPA treatment prior to and with injury. Specific FACS analysis from DRG tissue will 

aim to answer that question. However, single cell analysis of the DRG tissue would be required to 

uncover to what extend differentially expressed genes are the source of immune cells, neurons or 

endothelial cells. It is noteworthy to mention that single cell RNAseq would further enable to define 

if IPA impacts specific neuronal populations over others, through mechanism that might be 

overshadowed by the vast increase in immune regulatory genes after injury.  

Also, more mechanistic investigations are required to understand the signalling induced by IPA in 

neutrophils and neurons. Firstly, it will be interesting to investigate the sequence of events in more 

detail. Immunohistochemistry (IHC) staining of the spinal cord lesion site at 24h, 72h and 7 days 

after injury will uncover if IPA induces the infiltration of higher numbers of neutrophils following 

SCI and if that is linked to astrocyte activation. Further IHC staining of the SC injury site for NK 

and T-cells will identify if these are, additional to the findings in DRG, activated and recruited to 

the spinal cord following injury. Secondly, I hypothesise direct signalling of IPA to the PXR 

receptor expressed by vascular endothelial cells of the DRG potentially resulting in the recruitment 

of neutrophils and increased levels of IFNγ in DRG tissue, possibly through signalling to NK, NKT 
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or T-cells. IHC and western blot analysis for markers of neutrophil chemotaxis, such as CXCL1 

and CXCR2, from DRG tissue will verify the RNAseq results. Neutrophil recruitment by 

chemotaxis will be tested via monoclonal antibody injections of anti-CXCR2 in combination with 

IPA treatment including all the controls, to assess if loss of CXCL1 binding to CXCR2 will deplete 

the effect of IPA. CXCL1 is expressed and released by vascular endothelial cells upon 

inflammatory stimulation in the brain438 and disruption of its signalling to neutrophils will 

consequently shed light on the dependency of neutrophil recruitment upon IPA treatment.  

Secondly, PXR dependency of neutrophil chemotaxis on IPA signalling can be tested in vitro using 

a microfluidic co-culture platform. Taking advantage of WT and PXR-/- mice, this setup will enable 

the spatial separation of endothelial cells and neutrophils with and without PXR expression and 

therefore specifically investigate IPA mediated neutrophil chemotaxis reliance on the nuclear 

receptor in both cell types. Additionally, IPA treatment of a PXR-/- mouse should deplete its effect 

on axonal regeneration and neutrophil infiltration to the DRG. IFNγ signalling through its receptor, 

expressed in DRG neurons, activates the JAK/STAT signalling cascade which has been correlated 

to axonal regeneration through the expression of regeneration associated genes96. A final 

translational experiment could explore IFNGR enhancing DRG JAK/STAT signalling as a 

treatment after SCI.  

In the present study I identified a novel mechanism interlinking intermittent fasting. More 

systematic in-depth studies will be needed to fully unravel the sequence of events encompassing 

immune cell infiltration, signalling and evasion following a sciatic nerve and spinal cord injury. 

For instance, mass cytometry combined with IHC at different time points post injury together with 

single cell sequencing from DRG tissue and the spinal cord injury site would be required to fully 

understand key mechanisms that drive immune modulated axonal regeneration. 
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4.6 Conclusion 

In Conclusion, this thesis has characterized a novel mechanism interlinking diet induced changes 

of a gut microbiome derived metabolite with immune-mediated axonal regeneration of the sciatic 

nerve. Results showed 10 days of IF increased axonal regeneration in the sciatic nerve. It was 

demonstrated that IF dependent changes of the gut microbiome composition mediate axonal 

regeneration, specifically via increased synthesis of the gut microbiome derived metabolite IPA. 

IPA treatment was found to promote axonal regeneration and functional recovery of the sciatic 

nerve, as well as improved functional recovery and increased synaptic plasticity following spinal 

cord injury. Further investigation suggested IPA dependent mechanisms involve neutrophils and 

IFNγ signalling.  

Pro-inflammatory signalling within a specific time-frame supports axonal regeneration following 

injury in the peripheral and central nervous system. This study has identified a metabolite that 

promotes axonal regeneration to the level of functional recovery through mechanisms of 

inflammation. Therefore, a therapy involving regular IPA administration, orally or intravenously, 

could further support the physiological efforts of the body to heal and promote axonal regeneration 

following injury.  

Despite the growing interest in gut microbiome impact on health and disease and gut microbiome 

derived metabolites, currently very little is known within the field. An increasing number of studies 

supports the application of probiotics for treatment and a recent review even discussed Clostridium 

transplantation therapy suitability480, however more precise understanding of all the signalling 

targets will be required for therapeutic application. 

IPA’s mode of action requires further investigation, though recent results and supporting literature 

indicate IPA constitutes a promising small molecule for regenerative therapy of the injured PNS 

and CNS.  
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