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Abstract

Heart failure will contribute to the death of one in three people who read this thesis; and one in
three of those who don't.

Although in order to diagnose patients’ heart condition cardiologists have access to electro-
cardiograms, chest X-rays, ultrasound imaging, MRI, Doppler techniques, angiography, and
transesophageal echocardiography, these diagnostic techniques require a cardiologist’s visit, are
expensive, the examination time is long and so are the waiting lists. Furthermore abnormal
events might be sporadic and thus constant monitoring would be needed to avoid fatalities.

Therefore in this thesis we propose a cost effective device which can constantly monitor the
heart condition based on the principles of phonocardiography, which is a cost-effective method
which records heart sounds.

Manual auscultation is not widely used to diagnose because it requires considerable training,
it relies on the hearing abilities of the clinician and specificity and sensitivity for manual auscul-
tation are low since results are qualitative and not reproducible. However we propose a cheap
laser-based device which is contactless and can constantly monitor patients’ heart sounds with
a better SNR than the digital stethoscope. We also propose a Machine Learning (ML) aided
software trained on data acquired with our device which can classify healthy from unhealthy
heart sounds and can perform biometric authentication. This device might allow development
of gadgets for remote monitoring of cardiovascular health in different settings.
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Chapter 1

Introduction

The Topol Review published in 2019 reported that genomics, digital medicine, AI and robotics
will become an integral part of the healthcare system in the next two decades [1]. In this regard,
this thesis aims to propose a digital health solution which is based on digital medicine and AI.

Strictly speaking, digital medicine uses software and algorithmically driven products to diag-
nose and treat diseases [2]. The field of digital medicine was born around 2007 when the IPhone
first came out. The connectivity of mobile devices with the internet opened the doors to the
individual generating health data on their own and in a real-world environment. The field of
biosensors opened with apps that would calculate the number of steps a person took in a day.
Then many new devices which can acquire different health parameters appeared. These innova-
tions are leading healthcare in the hands of the individual in a non-hospital setting [3].

The term “Artificial Intelligence” was first coined by John McCarthy as “the science and en-
gineering of making intelligent machines” [6]. Machine Learning is a branch of artificial intel-
ligence in which the machine learns from data and makes decisions on its own without having
been specifically programmed [7]. These "intelligent" computational algorithms, which can
learn from data and then apply their knowledge to new unseen data, are opening new doors
to the automated delivery of health care by computers which can perform quantitative analysis
on patients’ data and derive insights to diagnose, manage and treat a wide variety of medical
conditions [8]. The most important advantages of using machine learning algorithms in the
healthcare domain are to learn more complicated and subtle patterns that a human could not
discern, thus enabling better outcomes for patients, and also to fill a gap of healthcare assistance
which doesn’t fulfil everyone’s needs, especially in developing countries but also in developed
countries [9].

In recent years a new interest has arisen for the field of computer aided auscultation (CAA)
of the heart sounds. The reason for this renovated interest in the field was the technological
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progression of new sensing devices and the advent of artificial intelligence software as a med-
ical device. According to the World Health Organisation, heart diseases are the leading cause
of death worldwide. Cardiovascular diseases can be hard to diagnose because often the patients
are asymptomatic [10]. Constant thorough examinations of the world population, which would
consist in the use of complex medical devices such as MRIs, PETS, ECGs and the expertise of
medical staff, is not feasible. This is where machine learning comes into the picture.

This thesis presents a new sensing device and complimentary software which can acquire con-
tactlessly and from a distance heart valve sounds, identify the person it is monitoring and diag-
nose whether or not the person is in need of further medical attention. Such a device would be
most useful for the future "smart homes" or in areas where the ratio patients to doctors is very
high.

This was the first time, to the best of our knowledge, that heart valve sounds and cardiovascular
sounds were acquired from a non-chest location with a better SNR than the digital stethoscope.
The goal of this work was to show it is possible to diagnose heart diseases remotely and contact-
lessly. This has been achieved and the results are shown in Chapter 6. This was, in my opinion,
the most remarkable milestone achieved in this work, namely, we show that, for the first time,
it has been possible to diagnose reduced ejection fraction without touching the patient, from 1
meter distance and in just a few seconds of data acquisition.

This opens the door to various possibilities, such as primary care early diagnosis of heart failure.
In addition, we have also shown that with just 4 minutes of training data from each subject, it
was possible to build an AI algorithm that would recognize the different subjects from their heart
sounds. This paves the way for remote in-home or care home constant monitoring of people’s
heart status, which is very important since death by cardiovascular diseases is the leading cause
of death worldwide.

This work also shows that it is possible to retrieve a high frequency range of heart sounds from
the neck, where the stethoscope can’t and that this frequency range is important for biometric
authentication and heart health diagnosis.

In the process of testing the device, we have shown that sound retrieval from light goes be-
yond the memory effect range and thus can be performed when the light needs to go through
scattering material before reaching the detector. We have also simulated the results so to give an
explanation as to why that is the case.

This thesis is structured as follows.
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Chapter 2 is an introduction of the anatomy of the cardiovascular system and the various ill-
nesses that can affect it, specifically, how these illnesses change the normal sounds the heart
makes. It will also mention the current methods to identify heart diseases and what is the role of
diagnosis through heart sound.

Chapter 3 will discuss the working principles of various computational algorithms which will
then be used for reducing the dimensionality of the data which will then be fed to machine learn-
ing algorithms for the automatic classification of heart diseases and people.

Chapter 4 will provide an introduction to machine learning with specific emphasis on algo-
rithms which we will use in our work to classify heart health and perform people classification.

Chapter 5 will introduce sensing technologies and various techniques to acquire heart valve
sounds contactlessly and from a distance and then it will contain the description of our devised
method. It will talk about the experiments and simulations that we carried out to test the validity
of our device which will serve to automatically acquire heart valve sounds contactlessly and
from a distance.

Chapter 6 will delve into our experiments. First we will show that, for the first time to the
best of our knowledge, with our device we managed to retrieve heart valve sounds from people’s
necks which lie in a higher frequency range and with better SNR that what can be acquired with
existing methods. We will also show how the new frequency range that we can retrieve contains
useful information for diagnosing heart conditions. Then we show that the algorithm we built
managed to classify healthy from unhealthy individuals with the heart sounds collected with our
device from 10 subjects.

Finally in Chapter 7 there is a brief introduction on various biometric authentication methods
and their pitfalls. Then we will show that our devised algorithm can classify correctly the sub-
jects from their heart valve sounds acquired with our device. Finally we will show that for the
purpose of biometric authentication the high frequency range of the heart valve sounds provides
better authentication accuracy.



Chapter 2

Heart Sound: A Review

A brief overview of the physiology and anatomy of the heart muscle will enable us to understand
all the different diseases which can affect the heart and how they impact its normal functioning.
Since death by heart diseases is the leading cause of death worldwide, studying this organ and
its pitfalls is necessary to develop new technologies to monitor and assess the heart status and
prevent these deaths. In fact, heart diseases, if detected in time, can be managed with appropriate
medications and lifestyle changes [11].

This chapter will talk about cardiovascular diseases, how they can be detected and how our
devised method fares compared to other diagnostic techniques. Then it will explore the anatomy
of the heart, delving into its electrical and mechanical activity. We will see that many of the heart
malfunctioning manifest in mechanical changes of blood flow. This thesis will be focused on
how to detect these changes and make use of them to detect heart diseases and perform biometric
authentication.

2.1 Heart Health Assessment Methods

Cardiovascular diseases (CVDs), are a group of heart disorders that affect the structure and func-
tion of the heart. These disorders, according to the World Health Organization, are the leading
cause of death in developed countries and one of the leading causes in developing countries,
taking an estimate of 17.9 million lives each year [12, 13]. It is possible to not let these condi-
tions become critical by detecting them in time so that doctors can prescribe lifestyle changes
and pharmacological prevention. However these conditions often do not present symptoms until
it’s too late so and there is no method to identify those whose condition is already or is becom-
ing pathological. Even risk factors, such as age and sex, do not help in identifying people at
risk [14]. A way to identify those who need medical attention would be a technology which is
cheap, non-invasive and widely spread and that can monitor the heart condition constantly.
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In order to monitor the heart condition one would need to extract parameters which can be
used for diagnosis. Currently, there are various methods to diagnose problems with the heart.
The cheapest method, the ECG, is used to check the electrical activity; this tool can diagnose:

• Arrhythmias. These are conditions in which the heart beats too slowly, too fast or irregu-
larly. We have seen in the second chapter that the ECG registers the electrical activity for
each heart beat, this can show the irregularities of the rhythm [15].

• Coronary heart disease. In these conditions the heart’s blood supply is blocked by a build-
up of fat, which means that part of the heart might not be getting enough oxygen. Thus
ECG waveforms will be different from normal [16].

• Heart attacks. Conditions in which the flow of blood to the heart is blocked. Because of
these some heart cells might be dead and the abnormal shape of the ECG waveforms will
detect this [17].

• Cardiomyopathy. Condition in which the heart walls become thickened or enlarged and
thus may not be pumping efficiently and potentially even block blood flow [18].

The ECG has many advantages: it is a cheap medical tool, it is non-invasive, and easy to use.
However, it also has some limitations: it presents difficulties in detecting structural abnormali-
ties in heart valves and does not detect heart murmurs.

Another diagnostic technique are X-rays. X-rays are used to form an image of the heart which
allows to check:

• Enlargement of the heart.

• Calcium build up, which is an indication of a heart attack being possible to happen.

• Congenital heart defects (conditions one is born with and which affect the structure of the
heart) [19].

Another commonly used technique is the echocardiogram. An echocardiogram is done to check
if the chambers and the valves of the heart are working properly [20]. This instrument is said
to be the most accurate in diagnosing heart failure because it checks diastolic and systolic dys-
functions [21].

It is then possible to diagnose heart problems through blood tests. Blood tests can be used
as a diagnostic tool to check for an imbalance of specific proteins in the blood [26].
Another technique allows diagnosis through the use of radiation; this technique is nuclear heart
scans. Nuclear heart scans, which use single photon emission computed tomography (SPECT)
or cardiac positron emission tomography (PET), are used check:
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• The flow of blood.

• Damaged or dead heart muscle tissue.

• How well the heart pumps (Ejection Fraction) [27].

The last technique consists in diagnosing through MRI. Heart MRI scans help diagnose pericar-
dial diseases (diseases affecting the outside lining of the heart), heart tumors, congenital heart
disease, cardiomyopathy, heart valve disease, and whether the heart is pumping correctly with-
out the additive risks associated with using radiation as in nuclear scans [28].

Symptoms of heart failure can be very subtle followed by sudden death. Therefore early de-
tection of heart failure is crucial given that modern drug treatments help with symptoms and
quality of life, slow down the rate of disease progression, and improve survival [30]. The prob-
lem with the current methods of heart health assessment is that these technologies are very
expensive, in fact according to the World Health Organization [31], nearly 80% of deaths due to
cardiovascular disease occur in low- and middle-income countries where this equipment is not
available. But even in first world countries the rate of screenings and tests are not enough to
detect and prevent Heart Failure, especially because death comes before symptoms that might
warrant a visit to the hospital. Thus in this thesis we propose a cheap method that would al-
low to constantly monitor the heart condition through heart valve sounds so that diseases can
be detected early. In order to understand why our device can diagnose heart sounds and why
these sounds can be used to train machine learning algorithms to diagnose heart conditions and
perform biometric authentication and classification, one needs to understand how heart sounds
are produced by the heart. This will be the focus of the last part of this chapter.

2.2 Role of the Heart Sounds in Heart Health Assessment

According to the ESC (European Society of Cardiology) guidelines, heart failure is defined as 'a
complex clinical syndrome that can result from any structural or functional cardiac disorder that
impairs the ability of ventricles to fill with or eject blood ' [21]. We have seen methods to check
for heart failure by looking at images of the pumping heart or by checking its electrical activity.
But it is also possible to check the status of the ventricles through the sound they make. In fact
there is a vast range of diseases that can be detected by heart sound auscultation. However diag-
nosis through auscultation is not widely carried out. The reason for this is that diagnosis through
heart valve sounds requires considerable training, it relies on the hearing abilities of the clini-
cian, thus making it a very subjective, and specificity and sensitivity for manual auscultation are
low since results are qualitative and not reproducible. Furthermore, sounds recovered with the
acoustic stethoscope are compromised with noise. The electronic stethoscope has filters which
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remove the noise, however studies which compared the electronic stethoscopes with standard de-
vices have concluded that acoustic stethoscopes give more accurate diagnosis [22, 23]. Another
problem with the stethoscope is that due to differences in construction materials, each stetho-
scope has a different response to specific frequency ranges, which is a problem since different
frequency ranges are associated with different diseases [24]. In order to collect heart sounds,
the stethoscope is placed by the clinicians on the chest of the patient and is considered to be an
'art 'with considerable training required in order to distinguish subtle sounds and murmurs but
also to learn how to apply pressure on the stethoscope as it can affect the quality of the sound
retrieved. Furthermore, learning how to diagnose diseases by auscultation requires considerable
training and the diagnosis are very subjective [25].

However since the emergence of electronic stethoscopes a new interest has developed towards a
new field called 'computer-aided auscultation '. This field has flourished thanks to the recent de-
velopments of sound acquisition sensors, advancements in digital signal processing and machine
learning techniques. Acoustic based automatic diagnosis of cardiac dysfunctions has attracted
much attention in recent years.

We built a device and complimentary software which can detect heart valve sounds contact-
lessly and from a distance. This device presents some advantages compared to the acoustic
and electronic stethoscopes: since it is sensitive to nanometer-wide moevements, it can acquire
heart sounds from peripheral blood vessels, thus it can be placed in peripheral locations where
the sound is not corrupted by breathing noise. Its sensitivity also allows it to capture the high
frequency range of the heart sound. It also a single response to frequencies. Because it is con-
tactless, it can acquire heart sounds remotely, which would enable contactless and therefore
potentially more precise phonocardiogram measurements but could also be a key component for
future intelligent ambients with remote continuous monitoring of health in the home or hospi-
tal [32] thus allowing to capture sporadic yet potentially dangerous events that can signal early
onsets of heart failure.

Heart sounds are generated by the closing of the valves between ventricles and big arteries and
closing of the valves between atria and ventricles, blood flowing and chambers expanding. Since
heart failure comprises all those conditions which affect the ability of the ventricles to fill and
eject blood, there are many diseases that can be detected by checking if the sounds the valves
make are abnormal. In this thesis we will show a list of all the diseases that can be diagnosed
through heart sounds and schematic phonocardiograms of these sounds to show the timing and
frequency content that these abnormal sounds make. The frequencies that compose the heart
sounds lie in the low frequency range. In more detail, heart sound signals consist of a first heart
sound (S1 - with a tone that can range between 50 and 150 Hz) separated by the systolic pause
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from the second heart sound (S2 - with a tone that can range between 80 and 200 Hz) [33]. Other
extra heart sounds such as S3, can be either normal or sign of a disease, while all other extra
sounds and high frequency murmurs, if present, are signs of cardiac disease and can range be-
tween 20 to 1000 Hz [34]. These extra abnormal sounds will contain different frequency ranges
and happen at different timing depending on the pathology affecting the cardiovascular system.

The reason why constant, cheap and non invasive monitoring of the heart sounds is impor-
tant is because many diseases of the heart cause changes in heart sounds before other symptoms
appear [29]. This is the reason why the device will be very effective if used in people’s homes
where it can continuously monitor people’s heart’s status, thus enabling the detection of spo-
radic yet potentially fatal events and monitor conditions which develop over time. In order to be
used for early diagnosis in people’s homes as people go on in their daily activities, it is desirable
that the device can also automatically identify the person it is monitoring (biometric authentica-
tion). How this is done will be shown in the last chapter of this thesis. This thesis will present a
laser-based PCG system, which allows for contactless, continuous and remote detection of heart
sounds for cardiovascular disease detection and people authentication and classification.

2.3 The Circulatory System

The cardiovascular system includes blood, blood vessels, the heart, and the lymphatic system.
The circulatory system contributes to the homeostatis of the body by delivering oxygen and nu-
trients to the cells and removing waste. It also allows for the transport of heat, produced by the
work of the muscles, to the skin. It also transports hormones to where they are needed [35].

2.3.1 Blood

The blood has three functions:

• Transportation of carbon dioxide, oxygen, nutrients, waste, hormones etc.

• Regulation of pH, temperature, osmotic pressure.

• Protection against diseases and clotting to prevent blood losses from cuts.

The blood is composed of red blood cells, white blood cells and platelets. Red blood cells’ role
is to carry oxygen. This is possible through hemoglobin, a protein which binds oxygen. The
white blood cells’ function is to protect against infections and cancer. The platelets function is
to to form blood clotting to prevent loss of blood when an injury occurs [36].
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2.3.2 Blood Vessels

In the blood vessels the blood moves in bulk, which means all the components move together
in the same direction. The blood manages to reach every organ because the venous pressure
is kept lower than the arterial pressure by the pumping of the heart. The blood is pumped out
of the heart through the arteries and comes back to the heart through the veins. The systemic
circulation refers to the left heart pump which ejects blood from the left ventricle via the aorta.
All arteries of the systemic circulation branch from the aorta. The aorta then branches in succes-
sively smaller vessels until the blood reaches the capillaries from where it exits and it begins its
return to the heart via the venules which then coalesce into the veins from which blood returns
to the right heart pump, specifically into the right atrium. In many veins, especially those in the
limbs, given they need to carry blood upwards, there are valves which make sure the blood flows
in the right direction and prevent backflow.

Blood vessels’ inner and outer walls have unequal pressures which supplies the driving force
for flow. Because friction develops between moving blood and the stationary vessels’ walls, the
resistence (how difficult it is to create blood flow through a vessel) is given by the Equation:

Q =
∆P
R

(2.1)

where Q is the flow rate (volume/time), ∆P the pressure difference (mmHg), and R the resistance
to flow (mmHg∗ time/volume). While the resistance to flow is given by

R =
8Lη

πr4 (2.2)

where r is the inside radius of the vessel, L the vessel length, and η the blood viscosity [35].
Blood flow only occurs when there is a pressure difference. It is regulated through the radii of
vessels and a very important function of the heart is to keep pressure within arteries higher than
than in the veins. The average pressure in systemic arteries is approximately 100 mmHg, while
in the veins it decreases to near 0 mmHg in the great caval veins.
The velocity of blood flow is inversely related to the vascular cross-sectional area, such that
velocity is slowest where the total cross-sectional area is largest [36].

2.3.3 Heart

The heart is a muscular pump whose purpose is to collect blood from the tissues of the body and
pump it to the lungs and collect blood from the lungs and pump it to all the tissues of the body.
The heart functions as a pump, it imparts pressure to the blood so that it flows [35].
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Atria and Ventricles

The heart is composed of two upper chambers, called atria, whose function it to collect the
blood, while two lower chambers, called ventricles, are much stronger and function to pump
blood. The right atrium and ventricle collect blood from the body and pump it to the lungs, and
the left atrium and ventricle collect blood from the lungs and pump it throughout the body. The
blood flows in one direction and this one directional flow is maintained and regulated by a set
of four valves: tricuspid, bicuspid, pulmonary, and aortic. The atrioventricular valves (tricuspid
and bicuspid) allow blood to flow only from atria to ventricles. The semilunar valves (pulmonary
and aortic) allow blood to flow only from the ventricles to the great arteries [37]. As shown in
Figure 2.1, the venous blood returns to the right atrium through the venae cavae. Then it goes
through the tricuspid valve into the right ventricles. Then it is pumped into the pulmonary artery.
After passing through the pulmonary capillary beds, the oxygenated pulmonary venous blood
returns to the left atrium through the pulmonary veins. The flow of blood then passes through
the mitral valve into the left ventricle and is pumped through the aortic valve into the aorta [38].

Figure 2.1: shows a schematic representation of the anatomy of the heart. The de-oxygenated
blood enters through the inferior vena cava into the right ventricle, then passes through the
tricuspid valve and enters the right ventricle. From there it is pumped into the lungs through
the pulmonary artery. Then it returns to the left atrium, it passes through the mitral valve and
reaches the left ventricle and finally it is carried through the body by the aorta. Figure made
through the 3D4Medical software.

The ventricles are chambers-like structures, and the valves are structurally designed to allow
flow in only one direction which open and close in response to pressure. The atria receive blood
returning to the heart, while the ventricles receive blood from the atria. The right atrium receives
deoxygenated blood from the body through the superior and inferior vena cava. The right ven-
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tricule pumps the blood into the lungs where it is oxygenated. The oxygenated blood is returned
to the left atrium through the pulmonary veins and then it goes into the left ventricule through
the cardiac valves. The left ventrivule then pumps the body to the aorta from which it is deliv-
ered to the whole body.

When the ventricles contract, the tension generated causes the pressure within the chamber to
increase. This causes the pressure in the ventricle to exceed the pressure in the pulmonary artery
and aorta thus the blood is forced out of the given ventricular chamber given that blood travels
from higher to lower pressure. This active contractile phase of the cardiac cycle is known as
systole. During the systole, because the pressure is higher in the ventricle than in the atria, the
tricuspid and mitral valves are closed. When the ventricle relax and the pressure in the ventricles
falls below that in the atria, the valves open; the ventricles refill and this phase is known as dias-
tole. The aortic and pulmonary (semilunar or outlet) valves are closed during diastole because
the pressure inside the ventricles is lower than the pressure of the arteries.

Cardiac Valves

As already mentioned, the cardiac valves purpose is to make the blood flow in the appropriate
direction. The right atria and right ventricle are separated by the tricuspid valve from which
the deoxygenated blood flows through. After blood passes from the right atria to the right ven-
tricule, it goes through the pulmonary valve which is situated between the right ventricule and
the pulmonary artery. So at this point the deoxygenated blood reaches the lungs. From here, the
oxygenated blood from the lungs goes back to the left atrium from the pulmonary vein. From
the left atrium blood flows to the left ventricule through the mitral valve. It then passes through
the aortic valve into the aorta, which transports oxygenated blood throughout the body.

The phase of the heart when the chambers contract is called 'systole 'and the relaxation phase,
during which the heart fills up with blood is called 'diastole '. This is called a "cardiac cycle".

• Atrial systole and ventricular filling:
At this part of the cardiac cycle, the pressure in the heart is low and the blood fills the atria
on both sides. Then the atrioventricular valves open and blood flows into the ventricles.

• Ventricular systole:
Now the atria relax and the tricuspid valve and mitral (which are located between the atria
and corresponding ventricle) close. As the atria relax, the ventricles begin to contract.
This increases the pressure within the cavity which begins to exceed the pressure within
the arteries thus forcing the opening of the aortic and pulmonary valves and the blood then
flows from ventricles and into these vessels.
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• Isovolumetric relaxation:
At this point the ventricles relax therefore the ventricular pressure drops thus the blood in
the vessels momentarily backflows while aortic and pulmonary valves close [39].

2.4 Electrical Activity of the Heart

The heart is comprised of two types of cells:

• Contractile cells:
which make up 99 % of the total cells of the heart and are responsible for the mechanical
work of pumping.

• Autorhythmic cells:
which are responsible for conducting the action potential that leads to the contraction of
the contractile cells. They do so by sending an electric impulse through the heart.

The membrane potential is due to the difference of concentration of ions between the membrane
sides. By convention the polarity (positive or negative) of the membrane potential is stated in
terms of the sign of the excess charge on the inside of the cell. The membrane is a concentration
of a double layer of lipids that isolates the cell. It has a circular form with an inner side and
an outer side. Inside the membrane there are proteins which cross it from side to side (trans-
membrane proteins) which allow the passage of ions (which carry an electrical charge). The
membrane has a membrane potential which can be calculated with the Nernst equation

Eion =
61
Z
∗ log

Co

C1
(2.3)

Eion is the equilibrium potential for a single ion kind in mV. Z is the ion valence (number of elec-
trons in the outermost shell of the atom). C0 is the concentration of the ions outside the cell in
millimoles over liters. C1 is the concentration of the ion inside the cell calculated in millimoles
over liters. This is the basic membrane potential of the heart ventricle cells which are called
authorythmic cells. From this standard membrane potential, the authorythmic cells undergo de-
polarization which is caused by increased Na+ and Ca+ ions entering the cell and an outward
K+ current. So the cell membrane potential slowly decreases from -60 mV to -40 mV. This is
a critical level, known as threshold potential. At this point there is an action potential, now the
inside of the cell becomes positive because L-type channels open and Ca2+ cells flow in and the
outside becomes negative. So the membrane potential becomes 2 mV. An action potential is a
depolarization which propagates along the authorythmic cells creating an electrical activity of
the heart. The electrical activity controls the mechanical activity of the heart. The authorythmic
cells generate their own action potential as just explained, while the contractive cells stay at a
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membrane potential of -90 mV until they receive the electrical activity of the authorythmic cells,
which generates an action potential in them [35].

Figure 2.2: shows the action potential of the autorhythmic cells. At first the positively charged
Na+ and T-type Ca2+ ions travel inside the cell membrane, increasing the membrane potential
from -60 mV to -40 mV. This is the threshold level, L-type Ca2+ channels open and these pos-
itively charged ions flow inside the cell during the action potential phase. While in the falling
phase the K+ ions channels are open and they travel outside the cell.

The action potential generates a muscle twitch or contractile response of the cells, which is what
is seen macroscopically when the heart contracts. The electrical activity just described is con-
ducted by the body fluids and a small part reaches the skin where it can be recorded and this is
what constitutes ECG graphs. An example of what an ECG looks like is shown in Figure 2.5,
where the green line shows the ECG time trace. The P-wave represents the atrial depolarization.
The QRS wave signals the ventricular depolarization and the T wave represents the ventricular
repolarization.

A problem with the electrical activity of the heart means a problem with its mechanical activity.
Getting the ECG from patients means being able to check abnormalities in heart rate, abnor-
malities in heart rhythm and myopathies. Abnormalities in cardiac heart rate can be checked
by checking the distance between two consecutive QRS waves, the total number of beats per
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minute also gives an indication of heart health. Abnormalities in rhythm refers to a spacing
between consecutive QRS waves which differs in length. Cardiac Myopathies signal a damaged
heart muscle and appear on the ECG when part of the heart muscle becomes necrotic.

As we have seen, the electrical stimulus induces the heart to contract. The mechanical move-
ment of the heart during one cardiac cycle (one full heart beating) consists of the heart contract-
ing and emptying the blood into the body and relaxing and refilling. During a cycle the heart
goes through systole and diastole, more precisely its motion can be divided in

• Mid ventricular diastole:
this moment in time of the mechanical cycle of the heart corresponds to the moment in
time when the TP segment of the ECG takes place. This moment in time, from Figure 2.2
corresponds to the interval after ventricular repolarization and before atrial depolarization.
Repolarization means that the ions return to their resting state where the membrane is at
-60 mV, which corresponds with relaxation of the myocardial muscle.

• Late ventricular diastole:
this is the moment of depolarization: when the electrical activity causes muscular activity.
This is the P wave of the ECG. Because of this electrical activity the atria contract.

• Onset ventricular diastole:
at this moment the electrical impulse excites the ventricles which have just been filled from
atria contraction. The QRS complex shows the electrical signal which induces ventricular
contraction.

• Onset of ventricular diastole:
at this point the ventricle relaxes and on the ECG this moment is signed with the T wave
which signals repolarisation [35].

2.5 Heart Sounds

A normal healthy heart produces 2 sounds during the cardiac cycle: S1 and S2. Figure 2.3
shows the phonocardiogram (PCG) (time trace of heart sound amplitude) of the sounds a normal
heart makes during one cycle. The PCG is a time trace of the recording of the acoustic sounds
and murmurs produced by mechanical events of the heart valves and associated vessels. These
sounds are produced by acoustic vibrations of the valves, muscles and blood flow [29]. A normal
cardiac PCG cycle comprises the first heart sound (S1), the systolic pause segment after S1, the
second heart sound (S2), and the diastolic pause segment after S2 [40]. In certain individuals a
third heart sound (S3) can be heard. The timing S3 with respect to the other two sounds can be
seen in Figure 2.6. The fourth heart sound (S4) and the heart murmurs can be heard in systolic
interval and diastolic interval segments.
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Figure 2.3: (a) shows a time trace of the heart sound that has been acquired with a stethoscope,
the gold standard for PCG acquisition. Figure 2.3 (b) shows the frequency content of S1 and
S2. Figure 2.3 (c) shows the frequency content of S1 and Figure 2.3 (d) shows the frequency
content of S2. As it can be seen from the frequency content, there is no appreciable energy of
heart valve sound above 300 Hz. Figure adapted from [44].

When analysing data acquired with the stethoscope it has been found that the spectral content
the various sounds the heart makes is as follows:

• S1 on average has a time duration in the range of 70-150 ms. The frequency content of
the sound is of 50-150 Hz, and just like human voice, every person can have a different
S1 sound whose frequency content can take any pitch and frequency combinations in the
range of 50-150 Hz.

• S2 on average has a time duration in the range of 60-120 ms. The sound can be any
combination of the frequencies in the range 50-200 Hz.

• S3 on average has a time duration in the range of 40-100 ms. The sound can be any
combination of the frequencies in the range 50-90 Hz.

• S4 on average has a time duration in the range of 50-80 ms. The sound can be any combi-
nation of the frequencies in the range 50-80 Hz.

Extra sounds that the heart can make are murmurs. While S1,S2,S3,S4 are generated mostly by
the valves and the atria and ventricles contracting (more on this topic in the next sections), the
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murmurs are caused by turbulent blood flow and can be heard in a frequency range between 20-
1000 Hz [41, 43]. Murmurs are caused by two conditions>: stenosis and regurgitation. Stenosis
is a condition in which the heart valves open less than normal and regurgitation is a condition
in which a valve may not close completely and the blood flows backwards [44]. From this data
we can see that the S1 sound is longer in duration and more low pitched than S2. The diastolic
period (the time duration from S2 to S1) is longer than the systolic period (the time duration
from S1 to S2) [42].
Another important point to take in consideration is that according to studies [45], when acquiring
heart sound data with a stethoscope, the majority of the energy resided in the frequency range
below 200 Hz and the bigger the size of the heart the less energy was found above 200 Hz.

In this chapter we will show the different representations of the sounds that a diseased heart
makes and the gold standard for auscultation of these sounds. We will also discuss the causes
of the different heart sounds and show their timing with respect to the ECG and also show the
respective sound amplitudes.

2.5.1 Stethoscope

The gold standard for heart sound auscultation is either the acoustic or electronic stethoscope.
In order to hear S1 and S2 sounds, the diaphragm of the stethoscope is placed on the patient’s
chest, the sound waves produced by the heart travel to the skin on the chest, which vibrates, this
in turns vibrates the diaphragm, creating acoustic pressure waves which travel up the tubing to
the listener’s ears. In order to hear heart valve sounds the stethoscope is placed in these locations
(see corresponding locations in Figure) [46]:

(1) Left of sternum, 2nd rib down- pulmonic valve.

(2) Right of sternum, 2nd rib down- aortic valve.

(3) Left of sternum, 4th rib down- tricuspid valve.

(4) In line with left nipple, 5th rib down- mitral valve [47]. The data about heart sound frequen-
cies provided in the previous section is based on stethoscope measurements.

The stethoscope can also be used to hear pressure sounds from the arm, by placing it under
an inflating cuff or from the aortic artery on the neck to hear certain types of murmurs. However
S1, S2, S3 and S4 and other kinds of murmurs can only be heard from the chest [47]. This is an
important premise which is at the basis of the interest of our findings which we present in this
thesis. While the digital and electric stethoscopes can only acquire heart valve sounds from the
chest and can only acquire frequency content up to 300 Hz (according to literature), with our
method we can acquire heart valve sounds from the neck and we can acquire frequency content
up to 750 Hz.
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Figure 2.4: shows the various locations that clinicians use to hear heart valve sounds with the
stethoscope. Figure made with 3D4Medical Software.

.

Below we will give an overview of all the different sounds the heart makes with complementary
figures. Some sounds will be represented with a simple line, not because that is the nature of
the frequency of the sound, but because the frequency content of that sound is not of clinical
relevance, rather the presence or absence of that sound is of clinical relevance.

2.5.2 Normal S1 sound

The S1 sound that the heart produces is made by the closure of the mitral and tricuspid valves.
This happens at the beginning of ventricular systole.

S1 is produced by three actions:

• movement of blood within the ventricles.

• cardiac vibrations from the ventricle walls.

• closing of the mitral and tricuspid valves.

The S1 sound can be split in two in certain individuals. The first component, referred to as M1,
is produced by the closure of the mitral valve; the second component, T1, is produced by the
closure of the tricuspid valve [48].

S1 has some characteristics which depend on:

• The intensity: The intensity of S1 is directly proportional to the force of ventricular con-
traction.
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Figure 2.5: shows the various parameters of the heart cycle that we have discussed so far. At
the bottom we can see the time trace of the heart sounds. The first heart sound happens at
the beginning of the systole and the second at the beginning of the diastole. We can see from
the ventricular volume line that during the systole the ventricles contract and push blood out,
therefore there is a dip in the line, while during diastole the ventricles refill. The ventricular
pressure, blue line, is high during systole because the ventricles contract, shown in the blue line
as the big increase during systole.

• PR interval: From Figure 2.5 we can see how the PR interval deriving from the electric
impulse of the heart matches with the sounds produced during the cardiac cycle. If the
PR interval is short it causes the mitral and tricuspid leaflets to open more widely as the
ventricles contract, impacting the sound.

• A slower heart rate produces more intense vibrations when the valves close thus producing
a louder S1 and an S2 of longer duration [48].

2.5.3 Abnormal S1 sound

If the electrical activation and contraction of the right ventricle is delayed than the time interval
between M1 and T1, which is usually of 20-30 ms, will be widened. This is because there will
be a delay in the tricuspid valve closure. An abnormally wide time split between M1 and T1
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occurs when the subject might be suffering from heart conditions [50].

2.5.4 Normal S2 sound

S2 is produced by the cardiac vibrations happening at the closing of the aortic and pulmonic
valves, which happen at the start of diastole, after the ventricles have contracted, causing the
opening of these two valves. Then the ventricles relax and these two valves close, producing the
sound. As the pressure of the ventricles fall rapidly (we can see from Figure 2.5 blue curve that
the pressure the ventricles exerts is much higher than the pressure that the atria exerts) it causes
a slight backflow of blood from the aorta and pulmonary artery. It is also caused by the sudden
deceleration of blood in the aorta and pulmonary artery. Normally, the aortic valve (A2 sound)
closes slightly before the pulmonic valve (P2 sound) because the pressure is higher in the aorta
than in the pulmonary artery. Because there is more pressure on the aortic valve, the sound is
louder. This split does not usually signal a problem with the heart. The characteristics of the S2
sound are [49] :

• The intensity of the S2 sound is directly proportional to the amount of pressure on the
pulmonic and aortic valves.

• It has a slightly shorter duration than S1.

The splitting of S2 can be best heard during inspiration because inspiration reduces the pressure
in the pulmonary artery, which increases the blood flow through the veins which returns to the
right side of the heart. This delays emptying of the right ventricle, prolonging right ventricular
ejection time, and thus it delays the closure of the pulmonic valve, which results in the P2
happening at a longer interval of time after A2 [48].

Abnormal S2 sound

As with the S1 sound, the S2 sound is also caused by the closure of two valves: aortic and
pulmonic, thus S2 is also composed of two sounds which are actually very close in time. It
is possible however, to listen to these two sounds distinctively the one from the other (A2 first
and P2 afterwards) during inspiration and expiration of the patient. P2 is usually louder when
the patient is affected with certain diseases [51, 52]. On the other hand, the intensity of A2
decreases when the patient is affected by certain other diseases. An abnormal S2 splitting is
related to valvular dysfunction which cause the normal S2 split to be absent during both phases
of the respiratory cycle [48]. Another kind of split is the narrow minded split, which is heard
during inspiration and expiration but it is shorter than the persistent split. Another cause A2-P2
splitting during expiration is delayed electrical activation of the right ventricle, which delays P2.
Another kind of abnormal splitting heard during expiration or inspiration is the widened S2 split
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which might be due to a delayed closing of the pulmonic valve which is the result of certain
heart diseases [48].

2.5.5 S3 sound

S3 is caused by ventricular filling rather than by valve closures. S3 sound can be either physio-
logical or be the sign of disease. S3 can be heard after S2. S3 is caused by vibrations occurring
during rapid, passive ventricular filling. Early in diastole the mitral and tricuspid valves open
and the ventricles fill and expand. The more vigorously the left ventricle expands, the greater
the chances are that an S3 will occur. S3 is physiological for children, very active teens, pa-
tients with anemia, that have fever or are pregnant. When an older individual has an S3 sound it
could be caused by acute myocardial infarction (MI), acute alcohol withdrawal, cocaine abuse or
stroke. In older adults and elderly patients, an S3 may be the first indication of heart failure [48].

Figure 2.6: shows on the top the schematics of an S3 sound. This S3 sound is produced by the
left side of the heart. As discussed, S3 heart sound is only normal if heard in patients younger
than 20 years old or very active. As it can be seen from the time trace of the ECG, the S3 sound
happens between the T-P wave.

Abnormal S3

An abnormal S3 is caused by an increased blood volume and inflow velocity into the left ventri-
cle. A pericardial knock is an S3 sound which occurs less than 0.14 second after S2.

Right Sided S3

S3 is usually caused by the left ventricle. When S3 is caused by the right ventricle the sound is
always produced by a diseased heart.
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2.5.6 S4 sound

S4 is due to the atrial contraction at the end of diastole when the atria are still contracting, this
further stretches the ventricles as they fill. The vibrations caused by this stretching and filling
gives rise to the S4 heart sound

Figure 2.7: shows the schematics of an S4 sound. S4 heart sound is only normal if heard in
athletes. It occurs during the P-R interval of the ECG, and in the PCG trace it shows before S1.

Abnormal S4

S4 is always abnormal expect when heard in athletes. S4 can also be generated in the right
ventricle [48].

2.5.7 Other Systolic and Diastolic Sounds

We will now discuss some of the other heart sounds the heart produces when affected by a
disease.

Opening Snap

As we have previously seen, at the end of ventricular systole after the aortic and pulmonic valves
close, ventricular pressure falls. When ventricular pressure is less than atrial pressure, the mitral
and tricuspid valves open. In a healthy heart, the mitral and tricuspid valves open silently.
However, for diseased individuals, atrioventricular valves will open more rapidly than normal
and make a sound known as an opening snap (OS). This opening snap can be caused by either
the mitral or the tricuspid valve. Different diseases are involved depending which valve caused
the sound.
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Figure 2.8: shows the schematics of the timing of the opening snap is relation to the timing of S1
and S2 sounds. The opening snap sound takes place right after the T-wave if the PCG is looked
in comparison with the ECG.

Systolic Ejection Sound

Systolic ejection sounds are caused by the opening of the aortic or pulmonic valves. It is abnor-
mal regardless which valve has caused the sound. Depending on the valve which has caused the
sound these can be called [53]:

• Pulmonic Ejection Sound:
A high pitch click that is heard near S1. It’s location in a PCG and relative to an ECG is
shown in Figure 2.9.

• Aortic Ejection Sound:
Systolic ejection sounds are due to defects that obstructs or narrows the aortic valve open-
ing. Its time relationship to S1 and S2 and ECG relationship is shown in Figure 2.10.

Mid-Systolic Click

A mid-systolic click is caused by a prolapsed mitral valve.

2.5.8 Heart Murmurs

Blood usually flows in a laminar fashion, which means that all the blood layers flow in unison
with one another. Laminar blood flow does not produce any sound. If the blood, which usually
travels in bulk and does not make any sound starts to experience an acceleration or encounters
a flux of blood from a different direction of flow due to a faulty valve, the flux is not laminar
anymore but it becomes turbulent (it does not travel in bulk anymore). This turbulent blood flow
produces sounds. Turbulent blood flow can be due to:
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Figure 2.9: shows the pulmonic ejection sound in relation to the timing and amplitude of S1 and
S2. It’s timing position is close to S1. Compared to the timing of the ECG, the sound is heard
after the QRS complex.

• Stenotic and Insufficient Valves:
A stenotic valve does not open completely, thus the blood which must flow through very
fast produces a sound that is similar to the whistling sound produced by the lips when air
if forced through the narrow opening.

• Insufficient Valve:
An insufficient valve does not close correctly. Thus the blood flows backwards. This
produces a swishing murmur.

Furthermore, the timing of the murmur is of significance in diagnosing the pathology since if it
happens between the first and second heart sound then it is a systolic murmur (due to the valves
between atria and ventricle) while if it happens after the second hear sound and before the first
heart sound is called a diastolic murmur, which is due to the valves between the ventricles and
the big vessels.

2.5.9 Systolic Murmurs

Systolic Ejection Murmurs

During ventricular systole, because the ventricles need to pump the blood to the rest of the body,
thus applying a greater force than the atria need to, the flow of blood is not laminar but turbulent.
This gives rise to an innocent systolic ejection murmur (SEM). This sound is normal for children
and in individuals with very specif conditions. If heard on anyone else this sound is a symptom
of a dilation in either the aorta or pulmonary artery .
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Figure 2.10: shows the aortic ejection sound in relation to the timing and amplitude of S1 and
S2. It’s timing position is close to S1. Compared to the timing of the ECG, the sound is heard
after the QRS complex. It is a soft sound and can be as high in amplitude as S1, however it is
shorter in time.

Supravalvular Pulmonic Stenosis Murmurs

Supravalvular pulmonic stenosis is a type of right ventricular outflow obstruction that occurs
above the pulmonic valve. The murmur that this obstruction creates has a crescendo-decrescendo
configuration but occasionally it can be continuous.

Pulmonic Valvular Stenosis Murmurs

A pulmonic valvular stenosis murmur’s sound is produced by a pulmonic stenosis valve which
means it has a problem in the way it opens. In this murmur, the S1 sound is normal. The murmur
begins after S1 and it ends before S2. The intensity of P2 is normal.

Subvalvular Pulmonic Stenosis Murmurs

When the obstruction is beneath the pulmonic valve, the murmur sound is the same as the pul-
monic valvular stenosis murmur sound, but it is not initiated by the PES.

Remaining Diseases

There are many other diseases which cause a change in the normal heart valve sounds. For this
reason in the tables 5, 2, 4 it is presented a summary of all the remaining not yet discussed
different heart valve sounds produced by all possible diseases.
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Figure 2.11: shows the systolic ejection murmur. It happens early during systole and ends before
S2. It’s heard after the QRS complex of the electrocardiogram.

2.6 Cardiac Output

The amount of blood pumped by the heart per minute depends on the heart rate and stroke
volume.

• Heart Rate:
The average resting heart rate is 70 beats of the heart per minute while the average amount
of blood that is pumped when the heart contracts is 70 mL. This means that the heart
pumps around 5 liters of blood per minute. Since the body on average contains about 5
liters of blood, this means that the whole amount of blood contained in the body is pumped
by the heart each minute.

• Stroke Volume:
The stroke volume is the amount of blood pumped by the ventricles with each heart beat
[35].

2.6.1 Blood Pressure

In order for the valves between the ventricles and the major arteries to open, the ventricles must
contract in such a way as to generate a pressure which will be higher inside the ventricles than
in the major arteries. This is the arterial blood pressure and it is called afterload. In individuals
which have valve problems, the pressure the heart needs to produce is much more elevated than
normal. This can lead to heart failure [35].
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Figure 2.12: shows the timing and amplitude of supravalvular pulmoninc murmur. As it can be
seen, the murmur first has a crescendo and then a decrescendo but it occasionally is continuos.
It begins after S1 and ends before a S2. On the ECG waveform, it corresponds to timing after
the QRS complex begins and ends just before the T wave ends.

Figure 2.13: shows the amplitude vs time of the pulmonic valvular stenosis murmur. The mur-
mur has a crescendo and decrescendo shape. It ends before S2. It’s accompanied by a PES. It
starts after the QRS complex of the ECG and ends before the end of the T wave.

2.7 Heart Failure

Heart failure ensues when the heart cannot keep up with the demand for supplies of nutrients
and removal of waste from the body, because as seen in the very beginning of the chapter, the
heart must maintain homeostasis. There are two types of heart defects that can lead to heart
failure: systolic heart failure, where the heart has a problem pumping the blood and diastolic
heart failure which is when the heart has a problem in refilling.
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2.7.1 Defect in Systolic Heart Failure

Systolic heart failure happens due to decreased cardiac contractility. This means that the heart
cells contract less, thus pump less blood. If the condition goes on for too long both ventricles
may continue to weaken and eventually fail. This condition can be due to: damage to the heart
muscle due to a heart attack, defects to the valve which imply prolonged high blood pressure
[35].

2.7.2 Diastolic Heart Failure

While systolic heart failure is related to the ability of the ventricles to contract properly to pump
the blood around the body, diastolic heart failure is related to the heart’s ability to expand prop-
erly to fill up with blood. In these conditions the atria do not expand properly thus they do not
fill up sufficiently and as a consequence less blood will fill the ventricles that although will pump
properly, they will not pump enough blood [35].

2.8 Coronary Artery Disease

In physiological conditions, as the body demands more oxygen under stress conditions, the heart
can keep up with this need by pumping more blood around the body. However, when someone is
affected by coronary artery disease, pathological changes within the coronary artery allow less
blood to be able to flow through the vessels, thus the oxygen need to the organs is not met. This
means that during rest conditions the individuals affected might (or might not) still have enough
oxygen, but in conditions of stress and exercise the heart cannot supply the demand of oxygen.

Death by coronary artery disease is the leading cause of death in western countries. It accounts
to about 50% of deaths worldwide. This amounts to a number greater than the deaths from all
cancers combined. In this section we will briefly see how coronary artery diseases lead to heart
attack.

2.8.1 CAD diseases

The various CAD diseases are:

• Vascular Spasm. This is a disease which manifests in an abnormal spastic constriction
that narrows the coronary vessels.

• Atherosclerosis. Progressive degenerative disease which leads to vessels blockage through
plaques which fill the blood vessels.
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2.9 Conclusion

In conclusion, we explored in this chapter the various diseases that can affect the heart. We
have seen that many diseases can be diagnosed by heart valve sounds because they manifest
themselves in a way that changes the heart valve sounds and which is different for different
diseases. We have seen that from the frequency content, pitch and timing of the heart sounds it is
possible to diagnose many heart diseases. Although as we have seen, normal heart valve sounds
usually consist of an S1 and an S2 sounds, both S1 and S2 can vary within a vast frequency
range in amplitudes of frequencies, pitch, duration etch the same way the human voice varies
from person to person. For these reasons in this thesis we will show a method to distinguish
healthy vs unhealthy heart valve sounds acquired from test subjects and since the sounds the
heart valves make are unique from person to person, we will also show a way to perform people
identification through these sounds.



Chapter 3

Wavelets in Classification Problems

Our brains have developed in such a way that we are now able to interpret the world around us
by selectively picking out only the most important information and discarding an endless multi-
tude of irrelevant data. This allows us to process faster with the sparse and relevant bits of data
that are needed. In order to make algorithms that can solve classification problems as efficiently
as humans do, we need to make algorithms which implement these qualities: efficient selection
of only the most relevant details.

To extract useful information from time signals we can decompose them over elementary wave-
forms. In this chapter the chosen elementary waveforms are called wavelets. These are adapt
to extract only the most important components of the signal. The father of wavelets is the
French matematician Stéphane Mallat, and in this chapter we will discuss his work on wavelets,
analysing some of his books and peer reviewed articles to try to understand how wavelets pick
the hay out of the haystack of information like our brains do.

3.1 Sparse representation

The Fourier Transform (FT) uses frequency filtering operators to represent any function of time
as a sum of sinusoidal waves eiwt . That is because sinusoidal waves define an orthogonal basis.
Any signal can then be represented as:

f (t) =
1

2π

∫
∞

−∞

f̂ (w)eiwtdw (3.1)

where the amplitude of each sinusoidal wave is given by how much it is correlated with the
original signal f 〈 f (t),eiwt〉. In this equation, w is the frequency. This representation of the

29
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signal is called Fourier Transform and is given by

f̂ (w) =
∫

∞

−∞

f (t)e−iwtdt (3.2)

So the new representation we obtain of our function is the collection of Fourier coefficients.
These coefficients allow us to discover the properties of the function. By looking at how fast the
Fourier coefficients decay, we can infer the regularity of the function. If we look at a function
in the Fourier domain, we will see that a function composed of low frequencies will decay fast
as it doesn’t have high frequencies coefficients, thus all the energy will be concentrated near 0.
So, for a regular function (a function composed of low frequencies), the decay in the w direction
will be fast.

However, although the Fourier Transform will show us that the function presents irregulari-
ties through the high frequencies coefficients, it will not allow us to locate in time where these
irregularities can be found. Therefore we have global information of a function but not localized
information [54]. In order to obtain localized information we need to use different basis func-
tions than sine waves.

The pioneer of the Morlet (Gabor) wavelet function were Dennis Gabor in 1946, which in-
troduced a Gaussian-windowed sinusoid for time frequency decomposition [55].

Figure 3.1: shows the shape of a Morlet wavelet. Compared to the sine basis, the wavelet basis
is localized in space and oscillates.

The above figure shows the Morlet wavelet, whose formula, for convenience, we will denote
just by defyning it as Ψ.

∫
Ψ(t)dt = 0. (3.3)
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Because wavelets are localized in time, in order to cover the full function space, they need to be
translated, in order to do so, to the wavelet formula we will add a translation parameter u, which
denotes the location of the wavelet [56].

Ψu,s(t) =
1√
(s)

Ψ(
(t−u)

s
). (3.4)

where u is the location of the center frequency. And then because we want to explore all scales at
which we can squeeze and dilate the wavelet, we also introduce a parameter s [57]. The wavelet
transform is then a convolution with our signal and all the wavelets with different locations and
scales. What Morlet and Grossman realized is that the function can be reconstructed from the
wavelet coefficients [57].

Hitherto we have seen a basis that not only recovers frequency information as the Fourier Trans-
form does, but also recovers time information. This is a very important extra bit of information
offered by wavelets, which allow us to locate the time at which a certain frequency happens,
information that cannot be retrieved with the Fourier Transform.

If we look at figure 3.2, at the top we can see a time signal f(t) delineated with a black line
and underneath its wavelet transform. The wavelet transform is a 2d image because there is a
point for each wavelet at different locations and scales (u,s). The grey color indicates coeffi-
cients which are equal to 0, the whites are positives and the black are negatives. We can see that
the large amplitude coefficients correspond to points of f(t) where there are sharp transitions,
singularities of the function. So, within this image, we want to keep the important coefficients
which we can select by using an orthogonal wavelet basis. Because there is less information
in time for low frequencies and more information in time for high frequencies, we can use this
as a boundary condition to remove some of the coefficients. So we just keep scales which are
powers of 2 (shown in the wavelet transform in Figure 3.2 to highlight the concept of where the
power of 2 coefficients are and how they are scaled), and for any scale the wavelet is going to be
translated by the scale 2 j so that the number of coefficients kept is just a fraction of those which
compose the image [58]. The idea is here is that we will keep less coefficients for low frequen-
cies, where we know he function isn’t changing much and we will keep more coefficients at the
high frequencies.

Hitherto we have established we will only consider wavelets which have scales of 2 j in order to
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Figure 3.2: shows a time signal f(t) and above its wavelet transform, which is 2D image because
each coefficient is computed by convolving the signal with a particular dilation and translation
of a family of wavelets. The red dots show the sparse acquisition of coefficients that orthogonal
basis wavelets acquire, the selected coefficients are separated by a distance 2 j.

get a sparse representation of the signal [54].

Ψ j(t) =
1√

(2 j)Ψ(−t
2 j )

. (3.5)

As we can see from Figure 3.3, the wavelet filters are bandpass filters which are dilated with
respect to each other by a factor of 2j. These filters in the frequency domain are multiplied with
the Fourier Transform of the signal. What this discretization with power of two sampling means
is that we can reconstruct our signal from this 2j specific scale if the sum of all dilated wavelets
is 1.

f (t) = ∑

∫
〈 f ,Ψu,2 j〉Ψu,2 j(t)du. (3.6)

Another property of wavelets is that they capture with many coefficients and high amplitudes
of these coefficients the singularities of the signal and represent with few coefficients and very
low amplitude of these coefficients the parts of the signal which are regular. And this is how
wavelets obtain sparse approximations. It is proven that the local maxima of the wavelet trans-
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Figure 3.3: A representation of wavelet filters (shown in different colors), which act as bandpass
filters, dilated the one with respect to the other by a factor of 2j. In black is represented the FT
of the signal they are trying to recover: f(w).

form modulus detect the locations of irregular structures [54]. This is because we can keep only
the coefficients above a certain amplitude threshold and still reconstruct a good representation
of our original signal. So we are putting many coefficients near singularities so that we can re-
construct the shape of the function while taking few coefficients where the function is regular so
that we can reduce computation time and extract only the important information of the function.

What P. Burt then realized, is that it is possible to analyze signals at different scales by aver-
aging through convolution and only keeping one sample out of two of the original signal and
then repeating the process [59]. Then Mallat followed this line of thinking and used wavelets
to approximate signals at different resolutions by projecting them into spaces of progressively
smaller sizes. The relationship of multiscale resolution of signal representation and wavelets is
that with different translations of wavelets we can reconstruct the regularities and singularities
of the signal. We can extract detail and approximation coefficients by taking two wavelets trans-
lated differently the one with respect to the other in the Fourier domain. This is possible because
wavelets are bandpass filters. So if we take a wavelet filter that covers the low frequency of the
signal we can convolve it with the signal to reconstruct the approximation coefficients while a
highpass filter will recover the detail coefficients. The process is then repeated. The low fre-
quency signal is again convolved with a lowpass and highpass wavelets bandpass filters.

This concept is shown in Figure 3.4 On the top of Figure 3.4 we can see the structure of the
fast wavelet transform. The signal f(n) is convolved with two shifted bandpass wavelets, one
which covers the high frequencies and is shown in the graph below in red, and another which
goes from Fn

2 to 0 but is not shown on the graph and which would cover the low frequencies.
Fn is the maximum frequency of the signal as dictated by the Nyquist theorem. After the signal
goes through the first highpass (h(n)) and lowpass (g(n)) filters, it is downsampled by 2 because
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Figure 3.4: Figure A shows the structure of the fast wavelet transform: a signal, f(n) is con-
volved with a low g(n) and a high h(n) pass wavelet filters to produce approximation and detail
coefficietns respectively. These coefficients are then subsampled by 2 and are called level 1
coefficients. The process then repeats in the Figure up to obtain level 3 coefficients. Figure B
shows the wavelets highpass h(n) filters used to obtain the different levels coefficients in the
respective colors corresponding to the levels shown in the structure above.

in each case half of the frequencies have been dropped so we only need half as many samples
to construct the signal. The process then continues forward and the frequencies between Fn

2 to
0 are now convolved with a lowpass and a highpass filter and then the signal is subsampled by
2 [60].

What we have just explained in this brief chapter is quite remarkable: we can use wavelets
to perform multiscale processing which we can use for signal classification. Wavelets allow
us to contruct a multiresolution algorithm which allows us to study the signal at different res-
olutions while keeping only the most essential details at each resolution level by focusing on
the changes of the signal rather than its regularities. If we take an image as a signal example,
wavelets would only keep the edges and discard uniform light amplitude values. We can muse
here that the human brain can recognize an image just from the outlines of it, and we have just
developed an algorithm which exploits this concept for signal classification.

In the next section we will explore how such a multiscale wavelet algorithm can help us solve
classification problems.
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3.1.1 Wavelet Families

As we have seen in the previous section, we can use wavelets to perform a decomposition which
allow to decompose the signal at different resolutions.

One parameter that we can choose in such a decomposition is the wavelet filter we want to
use. The shape of the wavelet needs to be chosen depending on the signal to be decomposed.
Since the wavelets filters are convolved with the signal, the closer in shape the wavelet is with
the signal the better it will represent it.

When choosing which family of wavelets to pick, there are some parameters to consider. The
first is the vanishing moment of the wavelet, which tells how fast the wavelet decays in time.
The number of vanishing moments are proportional to the wavelet oscillations for orthogonal
wavelets. The larger the number of vanishing the moments the more oscillations the wavelet fil-
ter will have. There are many wavelet families to choose from, from example, Daubachies and
Morlet wavelets, in wach family there are different wavelets, Morlet1, Morlet2, etc. The number
1, 2, etc. next to the wavelet refers to the number of vanishing moments (loosely proportional
to oscillations) the wavelet has. The larger the number of vanishing moments the larger the
number of samples points the filter has (filter length). The number of vanishing moments has a
correlation to the smoothness of the function. The larger the number of vanishing moments the
smoothest the function is.

Another parameter regarding wavelets family differences is the symmetry. Some wavelet fil-
ters are symmetric, while others are semi or asymmetric.

The next parameter is orthogonality. If the wavelet is orthogonal, the wavelet transform pre-
serves the energy of the signal the wavelet is convolved with [61].

• Feature extraction:
If we want to extract closely spaced features, we should choose wavelets with low vanin-
isging moments

• Denoising:
Orthogonal wavelets like Symlets and Daubachies are good for denoising because of their
orthogonality which implies it conserves the energy of the signal. These wavelets are good
for 1D signals.
For 2D signals, bi-orthogonal wavelets are the appropriate wavelet choice for denoising
because they are symmetrical, which means they have a linear phase, which means it will
not introduce linear distortions for image reconstruction.
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• Compression:
For compression wavelets with higher vanishing moments should be selected because
they select fewer coefficients and the majority of coefficients is neglected. They should
be used for the opposite reason that low vanishing moments are used. The latter can
recover closely spaced features while the former ignores them. Furthermore, as we have
already mentioned, the higher vanishing moment means that the wavelet is smoother, thus
a smoother reconstruction of the image can be achieved.

• Discontinuity detection:
To better represent a signal which changes in time it is better to use wavelets with a high
vanishing moment because this type of wavelet is better suited to detect the moment the
signal has a change in amplitude time (for example from being stationary to suddenly
presenting a bump).

3.1.2 Thresholding Methods

We have seen so far how we can decompose the signal to perform a multi-resolution and sparse
analysis through the fast wavelet transform. After we have retrieved the coefficients, some will
have high values and some will have low values. The coefficients with low values will be those
representing noise while those with high values will be the coefficients representing signal.
Thresholding allows to remove those low amplitude coefficients representing noise.

The two most common thresholding methods are hard and soft thresholding. With the hard
thresholding method, all coefficients which fall below a specified range are set to 0. While in
soft thresholding, the coefficients below a specified range are set to 0, but all the other coeffi-
cients are attenuated by a constant.

3.2 Scattering Invariant Deep Networks for Classification

A typical classification problem would consist of, given one of the written digits shown in Figure
3.5, to classify which number class it belongs to. The problem is not straightforward because
there is a huge variability within each class. Therefore it is necessary to extract features from the
signal that are representative of the object even if the object is modified in some way (translated,
rotated, shifted etc). Classification problems are widely solved with convolutional neural net-
works, whose operations in the hidden layers are possibly not discernible [62]. In this chapter
I will show how the classification problems can be solved with a scattering transform, which
is a series of intuitively elegant mathematical operations whose scattering paths resemble the
structure of a convolutional network so much so that scattering transforms have been used to
develop CNN-like architectures to solve the same classification problems as CNNs with similar
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and better accuracy results, depending on the problem [63].

Figure 3.5: This figure shows a sample image from the MNIST test dataset [67]. The MNIST
database is commonly used for training and testing in the field of machine learning.

3.2.1 Metric for Classification

As previously mentioned, a classification problem would be, given one of the many variants
of the number 0 in the MNIST figure, to train an algorithm to automatically recognize that the
number belongs to the class of 0s. This is not a trivial task since the number cannot be classified
by its shape since this can be deformed, rotated, rescaled, translated, etc. Therefore the main
obstacle in classification problems is the need to extract stable features that represent the signal
through appropriate kernels.

In order to classify which class an object (which could be a 1D time signal or a 2D image
etc) belongs to, the core issue is to understand how to build up a distance that will reflect the
similarities of signals within the same class and that will differentiate objects which do not be-
long to the same class. There has been extensive research on kernels for classification [64–66]
to find the distance between signals to be defined as (3.7),

d( f ,g) =||Φ( f )−Φ(g) || . (3.7)

Kernels are functions which output the similarities between signals. in order to classify which
class an object belongs to, one needs to look at the distance between the signal f and the signal
g, but f and g will be represented with a non-linear operator Φ where Φ is the kernel. So the
first step of the classification problem is to find a kernel which will extract features that will be
distanced from each other in a way so that the classification problem can be solved.
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3.2.2 Building an Operator to Extract a Sparse and Stable Representation
of a Signal

In order to build algorithms which can classify audio signals, experts have studied the mecha-
nisms of signal processing of the auditory organs [68]. It has been discovered that in order to
decipher audio signals, the cochlea, a spiral organ which is part of the inner ear, has detectors all
along its spiral shape which behave like linear filters. These linear filters are shifted and dilated
with respect to one one another. These are linear bandpass filters called wavelets [61].

In the previous sections we explored how wavelets can be used to extract a sparse represen-
tation of the most important features of the signal. In the following sections instead we will
explore how wavelets can be used for classification problems, where, contrary to the previous
applications, in which wavelets were used to reconstruct signals, now wavelets will be used to
construct an invariant operator. This operator will need to use wavelets to eliminate non-essential
information.

The first step to extract the important information out of the signal is to make sure that the
wavelet transform is a stable operator. This is important because, for example, in certain cases
there seems to be a perfect set of coefficients that should be picked in order to classify the signal,
but as soon as the system is perturbed, those coefficients don’t work anymore.

In the world of machine learning the novelty is that the algorithm should find the non-linear
operator to be applied to the signal by itself. In this chapter I am instead proposing to find a
non-linear operator to extract features which are modelled by hand. So it might look like we are
taking a step back compared to what we could achieve with the state of the art machine learning
algorithms, which adapt to the data to find the proper filters. But that is not the case. This is
because many problems have the same common denominator: translations, deformations, rota-
tions, scaling. We want to use the wavelet transform to filter our audio signals because it’s the
same filters that our ears use. So we can now represent the signal as the inner products of a
family of wavelets with the signal [58] as shown in the equations below.

〈x,Ψ〉= ∑
n

x[n]Ψγ [n]. (3.8)

〈x,Ψ〉=
∫

x[t]Ψγ [t]dt. (3.9)

In the equations above x is our signal and Ψγ is a family of wavelets dilated and shifted with
respect to each other.
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We also require that this new representation of the signal is stable. Stability means that the
energy of the integral (in the case of a continuous signal, equation 3.9 ) or the summation (for
a discrete signal, equation 3.8) of the inner products between all the chosen wavelets and the
signal must be equal to the original signal.

|| x ||2= ∑
γ

| 〈x,Ψγ〉 |2 . (3.10)

This stability of the representation of the signal means that if we add another signal ε to our
original signal x, 〈x,Ψ〉 is not going to change significantly, which means we are using an oper-
ator which is stable to additive perturbations [54].

So far we have shown that we can represent our signal as 〈x,Ψ〉, now if we want to reconstruct
a sparse representation of our original signal, eliminating what is not useful for classification,
given that energy is conserved as shown in equation 3.11, we can use another family of vectors
called the dual frame, the process is shown in the equation below.

xł = ∑
γ

〈x,Ψγ〉Ψγ (3.11)

The idea is to eliminate all the coefficients which do not play an important role for classifying the
signal. In this way we will obtain a sparse representation of the signal. In order to get the most
sparse representation of the signal one must choose a orthogonal basis as the wavelet family
of filters, so that the representation of the signal is not redundant at all. This is because the
dot product of two vectors, which are orthogonal to each other is 0, thus when such orthogonal
wavelet vectors are convolved with the signal, they will not overlap with each other, thus won’t
return the same coefficients of the signal twice. The final signal representation will then be

xł = ∑
γ

αγΨγ . (3.12)

The equation above is stating that our signal is now represented by a selected few wavelets of
a wavelet family and a subset of coefficients. The method to pick these - redundant sparse co-
efficients αγ is not a banal one, and furthermore, for variations of the original signal such as
translations, rescalings, rotations, deformations, additive noise, the set of sparse coefficients that
represent the signal changes if we only use equation 3.13. This is not good, because, yet we
have obtained a sparse representation of the signal which is stable, but only in a specific regime
(which will be described later). So there is another problem to be solved, namely how to make
these sparse coefficients invariant to small deformations, additive noise, rotations, rescaling,
translations etc.
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So now the goal is to build an operator which will reduce variability within each class with-
out loosing important information about the signal. The operator that allows us to fulfill all
of the previously laid down conditions is the scattering transform. This operator allows us to
start from signals which are impossible to classify with a simple Euclidean distance, as shown
in Figure 3.6 A, to a representation of the signal Φ(x), where only invariant features are con-
sidered. In this way our signal is better divided into neat classes as shown in Figure 3.6 B.
Now the euclidean norm of the features of two different objects, mathematically represented as
||Φ(Signal1)−Φ(Signal2) ||, gives us meaningful information about the similarity of these two
signals.

Figure 3.6: Figure 3.6 shows through t-SNE visualization the conceptual effect that the scatter-
ing transform has on data belonging to two different classes. Assuming the blue color belongs
to the features of a class and the red color to the features of a different class, Figure A is a 2D
representation of the signal, while Figure B is a 2D representation of invariant features acquired
with the scattering transform.

In order to better visualize this concept, one can look at Figure 3.6. This figure has been
obtained by using a t-SNE (t-Distributed Stochastic Neighbor Embedding) algorithm, which is
an unsupervised, non-linear technique primarily used for the visualization of high dimensional
data [70]. In other words, the t-SNE takes some input data and it allows a visualization of the
features in a 2D space, so that it can be easier to check whether features belong to the same class
or not. In this case, the t-SNE has been used to visualise the result that the wavelet scattering
transform has on a dataset. The t-SNE data visualization in Figure 3.6 A shows the raw data and
the t-SNE in Figure 3.6 B shows the effects of the scattering transform on the data, which is now
clustered in two groups. In fact, in Figure 3.6, we can see that there are blue and red dots. The
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blue dots represent the signals of one class, while the red dots represent the signal of another
class. In Figure 3.6 A, it is impossible, with a simple Euclidean norm to classify which signals
belong to each class because the two classes overlap. In Figure 3.6 B, the scattering transform
has been applied to the signals of both classes. That is why the signal is now represented by a set
of features Φ(signal1), Φ(signal2), which are invariant to translations, deformations, rotations
etc. and furthermore the scattering transform reduces the distances between signals of the same
class and increases the distance between signals belonging to different classes (a property of it
that will be discussed later). Therefore, the output is that the two classes, blue and red are much
better separated and now the classification problem can be easily solved by applying an SVM
(the theory of the SVM will be discussed later).

3.2.3 Stable Translation Invariants

So far we have seen that in order to solve classification problems we need to find an operator
Ψ which is translation, rotation, deformation and additive noise invariant and also that gives a
sparse but meaningful representation of the signal. At present we have only shown that wavelets
can be part of this operator and have explained why they are the right filters for audio signals and
why they provide sparsity. However we have not yet discussed how we can make a translation
invariant operator. In this section we will tackle that problem. Let’s begin our discussion by
understanding how to make an operator which is invariant to translation, the "easiest" (concep-
tually speaking) variability source. We want to build an operator such that for a translation of a
signal x so that x becomes x + c [69],

Φ(x) = Φ(xc). (3.13)

This problem can be solved, for example, by using the Fourier Transform as operator. This is
because if our signal x is translated, only the phase of the Fourier Transform is going to change.
In other words, if we have a sinusoidal wave at 300 Hz, for example, and we shift this sinusoidal
in the time domain, the frequency content of the sinusoidal doesn’t change, and the real part of
the FT will still return a peak at 300 Hz. Only the phase of the signal will have changed. So, in
order to make a signal translation invariant if shift our signal x by an amount c so that x is now
x+c, we could just take the FT of a signal x,

X(w) =
∫

x(t)e−iwtdt. (3.14)

and then remove the phase by taking the modulus of the signal

Xc(w) = X(c). (3.15)



CHAPTER 3. WAVELETS IN CLASSIFICATION PROBLEMS 42

3.2.4 Stable Deformations Invariants

We have just seen that by taking the modulus of the FT we obtain a translation invariant operator.
But what about deformations? If we add a small deformation to the signal such that

xτ(t) = (t− t(τ)). (3.16)

it will have a very huge impact at high frequencies as shown in the figure below.

Figure 3.7: Figure 3.7 shows the spectrogram of a signal x(t) and its dilated version x̂τ(w) and in
the rectangle to the right the respective absolute values of the Fourier Transforms for x(t) in blue
and | x̂τ(w) | in red. It is possible to see that when the signal is dilated, the Fourier Transforms
at high frequencies do not match. Figure b) shows the same concept but now the signals have
been averaged in time. Now the absolute values of the FT are more aligned.

In Figure3.7 we can see the spectrogram of the FT of a signal x(t) whose FT is x̂(w). And
to its right we can see the spectrogam of x̂τ(w) which is the spectrogram of the FT of Equation
3.16. To the side of the spectrogram, inside the rectangle, we can see the FT of the two signals.
The signal x(t) is a musical note with different harmonics and x̂τ(w) is the same note but the
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signal has been dilated in time. In the rectangle to the side we can see, drawn in blue, the FT
of x(t), while in red the FT of x̂τ(w). It can be seen that at low frequencies the two FT almost
overlap, but at higher frequencies they do not [69].

So now we are facing a new problem. How can we build an invariant which is stable at high fre-
quencies without loosing the high frequencies information? We have just seen that the modulus
of the FT allows us to build a translation invariant, but not a dilation invariant. So we need to
refine our invariant with a different operator.

We have previously discussed that wavelet filters are a good choice for audio signals, now We
will try to see if the Wavelet Transform can be our new deformation and translation invariant
operator.

Figure 3.8: Figure 3.8 shows a visual representation of wavelets, which are shifted bandpass
filters. At each layer of the scattering transform, one such filterbank of translated wavelets is
used to convolve with the signal and give as many outputs as the number of wavelets. In the
Figure, the Q factor=3.

In Figure 3.8, the Q stands for Q bandwidth, which is the number of wavelets per octave.
The Wavelet Transform is given by the convolution of the signal with all the wavelets such that

Wx(t) = (x~φ(t),x~Ψλ (t)). (3.17)

This equation shows that the WT is frequency domain is a convolution between the FT of the
signal x̂(w)Ψλ (w) plus the convolution of the signal x̂(w) with a low frequency filter φ(w) which
the wavelets don’t cover [69]. The convolution can also be described as the inner product of x
with all the translations (number given by Q) of the wavelets

〈x(t),Ψλ (u− t)〉. (3.18)
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So we can say that the coefficients that the WT outputs are the decomposition of the signal in a
dictionary composed of all the wavelets Ψλ (u− t). We are decomposing our signal with all the
dilations and all the translation of a family of wavelets. it’s a very redundant process. We also
want to make sure that the operator is unitary by making sure that

| Φ̂(w) |2 +∑
λ

| Ψ̂λ (w) |2= 1. (3.19)

In this way we assure that the wavelets cover the frequency domain which ensures each part of
the signal can be convolved with the wavelets. This concept can be shown with the equation
below where

||Wx ||2=|| x~φ ||2 +∑
λ

|| x~Ψλ ||2=|| x ||2 . (3.20)

The equation above says that the energy of the Transform ||Wx ||2 equals the sum of the energy
of all the coefficients recovers the energy of the signal || x ||2. An important property of the
wavelets filters is that when you deform a wavelet (by dilation, for example) you are left with a
wavelet, which is just dilated [72].

Figure 3.9: Figure 3.9 A shows a visual representation of a Morlet wavelet and 3.9 B the same
wavelet but dilated. As discussed, a squeezed wavelets retains the shape of the original and is
used to pick up high frequencies features.

3.2.5 Wavelet Scattering Path

As we have seen so far, the WT is deformation invariant. However, unlike the FT, taking the
modulus of the WT does not make translation invariant.
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Figure 3.10: Figure A shows how the windowed FT decomposes the signal, which is, by sep-
arating it into intervals of the same length. In Figure B we see how the WT decomposes the
signal, which is in intervals such that we get high frequency resolution but low time resolution
for the low frequency components of the signal and and high time resolution but low frequency
resolution for the high frequency components of the signal.

We have already seen that at high frequencies wavelets are very localized in time and at low
frequencies they are very localized in frequency. At high frequencies wavelets are very sensitive
to translations, so one needs to take the modulus of the Wavelet Transform and then average in
the time domain, although this means loosing resolution. But if we average in time, because of
the oscillatory nature of the wavelet transform we will get 0 [73].

∫
(x)~Ψγ(t)dt = 0. (3.21)

So we now need to find a translation invariant which is nonlinear such that

∫
M((x)~Ψγ(t))dt. (3.22)

where M is the non-linear mask.

We also want our scattering invariant to be stable under additive perturbations. Which means
that if some noise is added to the signal, our operator will still be able to extract very similar
features as the noise wasn’t there. So we need to impose that

||Mh ||=|| h || . (3.23)

So we want an operator for which the 2-norm is preserved under additive perturbations. So we
apply the modulus whose equation is
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|| h ||= (

+∞∫
−∞

hreal(t)2 +himaginary(t)dt)1/2. (3.24)

The modulus computes the envelope of the signal, also called the analytical part of the signal, we
have gotten rid of the phase and now we have a positive signal which is translation and dilation
invariant.

||Mg−Mh ||=|| g−h || . (3.25)

So we take the modulus of the Wavelet Transform as our new operator and then we average with
a low pass filter.

|Ψλ1 ~ x | . (3.26)

But now we have lost a lot of information by averaging. In order to recover the lost information
we will need to build deep layers, and here comes the similarity in the structure of the wavelet
scattering transform and CNNs. So now we take the signal | Ψλ1 ~ x | and we compute its
wavelet transform again

|Ψλ1 ~ x |~Ψλ1. (3.27)

But these coefficients are not translation invariant so we need to take the modulus and average
once again

||Ψλ1 ~ x |~Ψλ1 |~φ . (3.28)

To note is that λ1 refers to all the wavelets in a family of wavelets, which in a scattering trans-
form can be specified by the value Q, and the same is true for λ2. So, when we build a wavelet
scattering transform, we can specify how many wavelets we want per scattering path [74].

The modulus is a contracting operator so, given 2 complex numbers a and b,

|| a | − | b ||≤| a−b | . (3.29)

which means that the modulus operator brings signals closer together.
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Figure 3.11: Figure 3.11 shows the architecture of a scattering network with Q ( of wavelets
per path as described in a previous section) = [4,4,4], which means there are 4 wavelets per
scattering path, thus 4 nodes per layer. At m=0 we have our input data, at m=1 we have in blue
the nodes, where each node contains the features of the signal being convolved with one of the
wavelets in the filterbank and then the modulus is taken. While the black arrows coming out of
each node are the outputs, which are convolved with a low pass filter.

In Figure 3.11 at m = 0, we get the first output of the scattering transform, f ~ φ , which
as we saw before, is the convolution of our signal f with a low pass filter. These are our first
scattering coefficients and now they exit the network, therefore taking some energy away from
the network. This is important to notice because the sum of all the coefficients in the network
=1 as we saw before. This means that since some of the coefficients exit the network at each
layer, as we move to deeper and deeper layers, the energy at each level keep decreasing until it
reaches 0. We can see that the first difference with a standard neural network is that the output
is not going to be at the end, but its going to be at each layer. The second difference from a
standard neural networks is that the filters are not learned by the network, we are using wavelets
as filters.

One important thing to notice is that this structure shown in Figure 3.11 which has 4 nodes
at each layer and 3 total layers, can obviously be changed to fit individual purposes. The way
this can be changed is by choosing how many wavelets one wants to use per scattering path



CHAPTER 3. WAVELETS IN CLASSIFICATION PROBLEMS 48

(layer). In the Figure 3.11 there are 4 wavelets per node, but one can choose the number of
wavelets per node. And one can also choose how many layers of the scattering network to have.

At the output of the first layer m=1, we will obtain 4 new sets of coefficients, a U [λ1] f per
each node, which means that at each node we will have a scattering transform coefficients given
by the formula | x~Ψλ 1 | where λ1 stands for all the wavelets of the first scattering path, which
means, since the structure has 4 wavelets in the first scattering path, which we can denote as
Λ1,Λ2,Λ3,Λ4 that the 4 sets of scattering coefficients of the first layer are | x ~ΨΛ1 | ~Φ,
| x~ΨΛ2 | ~Φ, | x~ΨΛ3 | ~Φ, | x~ΨΛ4 | ~Φ, which are the equations corresponding to the
outputs of the black arrows shown in Figure 3.11.

The blue nodes of the first layer have as outputs | x~ΨΛ1 |, | x~ΨΛ2 |, | x~ΨΛ3 |, | x~ΨΛ4 |
and these are fed into the second layer.

The outputs of the scattering transform at the second layer are given by || x~Ψλ 1 |~Ψλ 2 |~Φ.
The Q factor of the second node is 4, so there are 4 wavelets per each node of the first layer, thus
we will obtain 16 data sets of scattering coefficients in the second node. For each of the nodes in
the second layer there is an output which are the scattering coefficients for that node (there are
16 nodes in the second layer for the architecture shown in Figure 3.11) and those coefficients
are given by the equation || x~Ψλ 1 | ~Ψλ 2 | Φ, but, as shown before for the first layer, there
are 4 wavelets each node so the outputs of the second layer will be: || x~ΨΛ1 | ~Ψκ 1 | ~Φ,
|| x~ΨΛ1 |~Ψκ 2 |~Φ, || x~ΨΛ1 |~Ψκ 3 |~Φ, || x~ΨΛ1 |~Ψκ 4 |~Φ where κ1, κ2, κ3, κ4

are the 4 wavelets in the second scattering path which are used to convolve with the inputs deriv-
ing from the first 4 nodes. So, each output of the first node is convolved with these 4 wavelets,
resulting in 16 new outputs. The equations above showed the outputs of the second layer, but
what is instead fed into the nodes of the third layer is || x~Ψλ 1 |~Ψλ 2 |.

As we have discussed previously, the full energy of the signal is conserved, which means that if
we sum the coefficients obtained from the last layer plus all the previous outputs we get back the
energy of the original signal. This also implies that the energy of the deeper layers reaches zero.
Furthermore, it is very important to notice that out of all the outputs nodes, the majority of them
will output 0. That is because if we look at the wavelets in each scattering path, these will be
bandpass that in increasing order will be bandpass for low frequencies up to high frequencies.
Since at each iteration we are averaging, therefore taking the envelope of the signal, our infor-
mation lies in the low frequencies. So, for all the wavelets in a a scattering path of each layer,
only a few wavelets will bandpass signal that contains information. Because we know which
paths give us information from the signal and which don’t for the reason just explained. At the
end, the number of nodes whose outputs are non zero is in Nlog(N).
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To summarize, these are the outputs of the scattering transform at each layer

x~Φ. (3.30)

| x~Ψγ 1 |~Φ. (3.31)

|| x~Ψγ 1 |~Ψγ 2 |Φ. (3.32)

|| x~Ψγ 1 |~Ψγ 2 |~Ψγ 3 |Φ. (3.33)

3.2.6 Information Recovered at Different Layers

The information retrieved from the first layer of the scattering transform is easy to understand:
we are just recovering frequencies with shifted band-pass filters. At the second layer things start
to get more complicated. To understand what is the information recovered by the scattering
transform at each layer let’s look at Figure 3.12 where we can see the scalogram of a signal,

Figure 3.12: Shows the information obtained by the wavelet scattering transform at different
layers [69]. In the top part we can see the spectrogram of 3 signals, where the first three signals
and they all have a pitch of 600 Hz with different attacks. In the second layer we see the pitch
content. While in the third layer we see the attach content.

in the top layer the signals are distinguished from each other in the horizontal axis while on
the vertical axis we have the higher harmonics of the same signal which produces the repetitive
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lines. The 3 signals of the first layer all have the same pitch ε=600 Hz. However the first three
signals all have a different amplitude modulation. The first signal has a smooth attack, then a
sharp attack, then a tremolo of frequency η .

In Figure 3.12 b we see what we would see at the first layer of the scattering transform (see
Eq.3.31: the average of the signal with a low pass filter, the high frequency information has
been lost and the three signals are now indistinguishable the one from the other.

In Figure 3.12 c we see the information recovered at the second layer of the scattering trans-
form. The information recovered in this layer is the information of the attack. The first signal,
since it has a very smooth attack (n.b. in music theory, attack refers to the time taken by the
sound to begin from 0 amplitude to reach its peak in amplitude [76]), has a very low frequency
spectrum of the attack. Then for the second signal, since we can see it has a very sharp attach
and then decays smoothly, we can see that the attack information has high frequencies at the be-
ginning, as expected and then as it decays smoothly in time it presents the same low frequencies
for the attack as the first signal did. For the third signal, which is a tremolo (trembling effect),
we have a sine wave as attack, which is exactly the modulation of the signal.

Let’s now look at what is obtained at the second layer of the scattering network from a math-
ematical point of view. Let’s suppose we have a simple signal which is a summation of sine
waves

x(t) = ∑
m

cos(wmt). (3.34)

This signal in the Fourier domain just looks like different delta functions at the different fre-
quencies wm. When the Wavelet Transform is computed, each wavelet isolates a frequency band
(because we have seen wavelets are just bandpass filters with particular shapes). Then for each
convolution of our signal with one of the wavelets in the scattering path we compute the modulus
square (remember, we want to look at the second layer, whose output is given by the equation
3.32 and take the average. The modulus square of the wavelet transform of the signal is

| x~Ψλ (t) |2= c+∑cos(wm−wl
m)t. (3.35)

this equation shows that in the output of the second layer we get a first term that shows the en-
ergy plus a term which shows that we get the difference between the frequencies of the signals,
which are the interferences of the signal. In the third layer we measure the interferences of the
interferences.
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The scattering transform operator || Sx ||2 which follows the following properties:

|| Sx−Sy ||≤|| x− y || . (3.36)

Which means that if there is a small additive noise (or other sources of difference between sig-
nals belonging to the same class described throughout this chapter), the scattering transform
makes it so that the signal is still placed within the same class.

The second property of the scattering transform operator is that all the energy is conserved.

|| Sx ||2=|| x ||2 . (3.37)

The operator is also stable to deformations as we have seen and we can write that as

|| Sx−Sxde f ormed ||2= c∗ sup | ∇t(τ) || x || . (3.38)

Which tells us that if the signal 2 is deformed compared to signal 1, the distance between the
two signals is going to be of the order of the deformation.

3.2.7 Comparison with Neural Networks

In this brief section we will discuss how the wavelet scattering transform relates to a deep neural
network.

At the beginning of this chapter we have stated that in signal classification problems we are
given signals and labels and we need to construct algorithms that given a signal, regardless of
the conditions of the signals, can identify which class it belongs to. The problem is that each
signal is a function of a huge amount of variables.

It was in 2010 that Yann LeCun obtained promising results by implementing an old concept:
neural networks [77].

In the neural network architecture devised by Yann LeCun an image is convolved with fil-
ters in the same way in the wavelet scattering network a 1d signal or a 2d image is convolved
with wavelet filters. The next step in Lecun’s network is subsampling, which also took place in
the wavelet scattering transform. Then, in Lecun’s network a non-linearity is added by taking
the absolute value of the coefficients. In the case of the wavelet scattering transform the non-
linearity came from taking the modulus of the coefficients. The process is then repeated.
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Figure 3.13: An example of a typical NN architecture. An input image is convolved with a non
linear filter which slides across it. The result, is subsampled and the features are used as inputs
for the next layer.

The difference between the neural network of LeCun and neural networks in general and the
wavelet scattering transform is that the filters, instead of knowing them a priori (wavelets) as
in the scattering transform, they are learned by the neural network. In this way they adapt to
each problem. In order to learn the filters we put a constraint such that if we insert an input for
which we know the class it belongs to, the output should match that. So the filters will need to
minimize the error between inputs and outputs. The astonishing thing is that the first layer of
these networks are wavelet filters [78].

3.3 Machine Learning Classification with Kernels

What we have talked about recurrently but not in depth in this chapter is the idea of kernels,
which are machine learning algorithms which output the similarities between signals by replac-
ing 〈x,x1〉 with k(x,x1) where k(x,x1) = 〈Φ(x),Φ(x1)〉 where Φ is an operator which maps x
into a feature space [79].

So far we have explored the wavelet scattering transform as our kernel. In this section we will
explore other classification kernels. But the main idea that we can summarize from the wavelet
scattering transform and generalize for all classification kernels is that they are supposed to ex-
tract features which are similar for signals belonging to the same class even when these signals
are slightly different the ones from the other.
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3.3.1 Convolutional Neural Neworks as kernels

Another set of classification algorithms which extract relevant features which are invariant to
irrelevant variations of the signal are convolutional neural networks. We have introduced the
wavelet scattering transform as an operator which can extract key information from images and
sound signals with a set of fixed filters and we have also already established the difference be-
tween the wavelet scattering transform and a neural network. Now we explore CNNs, algorithms
whose filters are learned online, thus will be different for each problem.

Convolutional Neural Networks (CNNs) are a biologically-inspired trainable architecture that
can learn invariant features. This is quite a remarkable quality which make these networks
suited to solve a vast variety of problems. The architecture of a CNN is structures as follows:
in each layer of the architecture the inputs and outputs are features. Each stage is composed of
three layers: a filter bank layer, a non-linearity layer, and a feature pooling layer. A typical Con-
vNet is composed of one, two or three such 3-layer stages, followed by a classification module.
While we have talked about kernels as operators which act on our input data for SVMs and
wavelet scattering transforms, a kernel for a CNN is a filter which the algorithm automatically
learns and acts upon the data through convolution (note all the similarities with the wavelet
scattering transform) through

y j = b j +∑
i

ki j~ xi (3.39)

where yi is the output feature map, xi the input data, b is a trainable parameter and k is also
trainable and is the kernel we just talked about (a kernel is a filter for CNNs). The next layer is
comprised by a nonlinear operator. The final layer is called the pooling layer. At this stage an
average of the features is computed, which reduces the resolution thus making it robust to small
variations.

For sound signals, the sound will be represented in image form in order to be classified by a
CNN through a spectrogram or scalogram or a time trace of amplitude vs time. Then a sliding
window shown in Figure 3.14 in pink takes the amplitude values which will be connected to one
node of the first layer according to a weighted average. Each pixel in the window will have a
different weight. We can establish how many features we want to detect at each layer.

3.4 Conclusion

In this chapter we have seen how we can use wavelet filters in order to denoise signal. We
have also described an interesting operator: the wavelet scattering transform. This operator
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Figure 3.14: The architecture of a convolutional neural network [82].

can extract stable features out of a signal so that classification algorithms will obtain an higher
accuracy. In Chapter 6 and 7 we will use these properties of wavelets to firstly denoise and then
perform feature extraction to classify heart health and perform biometric authentication.



Chapter 4

An Introduction to Machine Learning

From the previous chapter we have seen a method to extract important features from the data.
Then it is time to use models to make predictions from the data.

Machine Learning is a branch of artificial intelligence which allows us to make predictions
based on available data. In Machine Learning, instead of giving a program a set of instructions
on how to accomplish a task, we write programs to analyze the data and decide on its own how
to use it to accomplish a task [85]. Although the goal of machine learning is for the algorithm to
make decisions by itself, humans still play a role. A human needs to acquire and organize data,
perform feature extraction and feature selection, select a learning algorithm and hypertune the
parameters, apply the algorithm to the data, validate the results, check whether they are good or
not, check for biases etc.

In chapter 6 and 7 we will apply machine learning algorithms to the heart valve sound data
that we acquired as described in chapter 5. The machine learning algorithms will be used to
automatically recognize a person from its heart valve sounds and whether that person’s heart
is healthy or not. This chapter will therefore give a brief introduction on machine learning al-
gorithms. It will start by delving into linear models, which work well with small training data
sets, as we have, and then it will veer into deep networks. It will also talk about RNN (recurrent
Neural Networks) which, as it will be discussed later, are well suited for our type of data which
is sequential.

4.1 Classes of Problems

There are different kind of classes of problems in machine learning. Below we will illustrate 4
standard classes.

55
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4.1.1 Supervised Learning

In supervised learning, the system is given inputs and told which specific outputs should be as-
sociated with them. This means that the data set is organized in pairs. To each input x there will
be an output y. Once the machine has learned a model to connect the x values to the y values,
then it will be able to predict the y values given random x values. This kind of problem is called
a classification problem, which is a type of machine learning problem.

Supervised learning can be divided in two branches

• Classification:
In this kind of problem the algorithm needs to classify the data into classes.

• Regression:
The algorithm needs to predict values of a continuous variable.

In Supervised learning at first we need to make a hypothesis, which is a first guess of the rela-
tionship between the inputs ( #»x ) and the outputs ( #»y ).

y = h( #»x ,
#»

Θ) (4.1)

where h is the hypothesis function we want to find and Θ are a set of parameters which will
determine which h function is the one which yields the best relationship between x and y.

In order to check whether our initial hypothesis is correct, we will use a loss function, which
will compare the predicted values (the values which the function guessed) to the true values (the
correct output values). The goal is for the loss function to have a very small value when making
predictions on unseen data. This means that the hypothesis needs to be general enough to not
only make good predictions on data already seen, but also new unseen data. In other words, a
loss function maps decisions to their associated costs. The loss function finds the loss associated
with every training sample. Taking the average of the outputs of the loss functions over all the
training samples gives the cost function [86]. However to start we need to pivot our problem
into finding a hypothesis function which has a small loss on the training data.

ξn =
1
n

n

∑
i=1

L(h( #»x ),y) (4.2)

where h( #»x ) are the predictions and y the true values. This equation measures the training and
testing sets errors [87].
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4.1.2 Unsupervised Learning

In unsupervised learning the algorithm is provided with unlabelled data (data without the answer
paired to it), thus the algorithm must find correlations between the input data points.

There are different kinds of unsupervised learning methods.

• Density Estimation:
the goal is to calculate the probability of outcome of a random variable in a sample [88].

• Clustering:
involves partitioning data sets into subsets, names clusters [89].

• Dimensionality reduction:
the goal is to reduce the dimensionality of the data into [90]. The number of input variables
or features is referred to as its dimensionality. Dimensionality reduction aims to reduce
the number of input features.

4.1.3 Reinforcement Learning

Reinforcement learning is a subfield of machine learning which is essential in problems where
the environment is constantly changing and each change could bring infinite possible new con-
figurations. The machine needs to make a decision based on its own internal state and the
changing environment’s state to maximize the predefined goal [87].

4.1.4 Sequence Learning

Networks such as CNN (convolutional Neural Networks) and DNN (Deep Neural Networks)
cannot deal with time series data. Therefore for problems which involve sequential data, such as
text, audio or video, recurrent neural networks are used. These networks can update the current
state based, not only on the current input like the before mentioned networks do, but also on
previous states. The LSTM (Long Short Term Memory) network can even handle long term
dependencies of the data [91].

4.2 Supervised Learning

Now we will delve into some examples of supervised learning models.

4.2.1 Linear Classifiers

Once we have chosen a problem class (which were discussed in 4.1), we can choose an algo-
rithm. Below there will be a discussion on various algorithms.
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Linear Classifiers

A linear binary classifier has an equation of the form

h( #»x ,
#»

Θ,Θ0) = sign(
#  »

Θ
T #»x +Θ0)

{
+1 ,if

#  »

ΘT #»x +Θ0 > 0
−1

This will produce a line which divides the space. Any new unseen x-value can be plugged into
sign (ΘT x + Θ0) to then check on which side of the line it resides in. However usually we will
extract features from our data, so that we will work with an operator Ψ to extract features. Fur-
thermore, for the binary classifier, the error is defined as

ξn(h) =
1
n

n

∑
i=1

{
+1 ,if h(

#»

xi) 6= yi

0

A hypothesis is a set of possible classifiers and a learning algorithm is a procedure which takes
a data input and returns an output. Linear classifiers separate data using a hyperplane (which
means a plane in more than 2 dimensions) and because of this they can only be used to classify
data that is linearly separable. Linear separability means that the data must satisfy this condition

yi(
#  »

Θ
T

#»

xi)> 0 (4.3)

Which means that the predicted value and the true value must be of the same sign. In order
to use a linear classifier on non-linearly separable data, the data itself needs to be made lin-
early separable by extracting features through appropriate operators [92–94]. In fact, when the
data is linearly separable, the separating hyperplane with maximal margin can be constructed in
original input space, but when the data is linearly non-separating, the input vectors need to be
mapped into a high dimensional feature space through some kernel functions. Then in this high
dimensional feature space an optimal separating hyperplane can be constructed [95].

Another concept for linear classifiers is the margin. This is the distance between each data
point and the hyperplane. The equation of this distance is shown below.

y

#  »

ΘT #»x
||Θ ||

(4.4)

We will now briefly discuss some linear classifier algorithms.
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Perceptron Algorithm

The perceptron algorithm was developed by Rosenblatt in 1957 [96]. The perceptron works by
telling which side of the hyperplane the data lies in. The first step of this algorithm consists
in taking the dot product of #»x (our input data vector) with

#»

Θ which we have defined before as
being a set of parameters. Usually this set of parameters which we have defined as

#»

Θ is also
defined as

#»
W for weights.

The equation of the hyperplane would be

#»x
#   »

W T +b (4.5)

where
#      »

xW T would be the line and b stands for bias and it tells how far from the origin the line
would be located.

To train the model we will check if our predictions match the labels of the training data. In
order to do so we will use the equation

if

y( #»x
#   »

W T +b)≤ 0

adjusts weight and bias

(4.6)

This equation shows that if our predicted y values and the true y values do not match then the
biases and weights must be adjusted because it means the two values are on different sides of
the hyperplane. The next step after the calculated weights produce an error which is acceptable
is to validate the algorithm on unseen data, usually this data is a subset of the original set.

The loss function of the perceptron is

ξn(h) =
1
n

n

∑
i=1

{
+1 ,if h(

#»

xi) 6= yi

0

(4.7)



CHAPTER 4. AN INTRODUCTION TO MACHINE LEARNING 60

where h() is the hypothesis. And if the data is linearly separable the loss = 0, otherwise the
data isn’t linearly classifiable and the perceptron does not find a solution.

Figure 4.1 shows the activation function of the perceptron. It is -1 if the data point lies on
the opposite side of the predicted value and +1 if it is on the same side [103].

Figure 4.1: shows the activation function of the perceptron, a sign function, which extracts the
sign of a real number.

Logistic Regression

In Logistic Regression it is possible to start considering machine learning problems as optimiza-
tion problems. We now want to find parameters that minimise a loss function. We will also
include a regularization term R(Θ) multiplied by a constant λ in the equation because this will
ensure we are not overfitting to the training data. The function that we want to minimise is

J(
#»

Θ) =
1
n

n

∑
i=1

(Loss(h(
#»

xi),
#»

θ ),yi)+λR(
#»

Θ) (4.8)

Logistic regression in a linear classifier with a hypothesis given by

h( #»x ) = g(
#  »

Θ
T #»x +Θ0) (4.9)

where

g( #»z ) =
1

1+ e− #»z (4.10)

this is called a Sigmoid or Logistic function. Logistic Regression will output a number between
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0 and 1 and this number corresponds to the probability y being = 1 or y being = 0 depending on
how probable the outcome is. Figure 4.2 shows the sigmoid function

Figure 4.2: shows the activation function of the logistic regression classifier, a sigmoid function,
which gives a probability between 0 and 1 of the predicted value corresponding to the true value.

This concept, namely that the output of this new hypothesis can be any value between 0 and
1, can be expressed as

P(y = 1 | #»x ; #»w) = h( #»w, #»x ) (4.11)

and

P(y = 0 | #»x ; #»w) = 1−h( #»w, #»x ) (4.12)

and this can be rewritten as

P(y | #»x ; #»w) = h( #»w, #»x )y +(1−h( #»w, #»x ))1−y (4.13)

Now, in order to obtain parameters which will yield the maximum amount of correct predictions
we can maximize the function

likeliwood( #»w) =
i=1

∑
m

yilog(h( #»w, #»xi))∗ (1− yi)log(1−h( #»w, #»xi)) (4.14)

In this case we are saying that the hypothesis function h(x) will take a value between 0 and 1,
(the prediction values are only -1,1) and the prediction of a value being 1 will lie higher up in
the sigmoid function, to a value close to 1. On the other hand, a prediction of -1 will output a
value close to 0, so 1 minus a small value will return a value close to 1, that is why the goal is to
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maximize the likeliwood function.

We have introduced an interesting concept: machine learning algorithms working as an opti-
mizer to minimise or maximise a loss function. The perceptron can only minimise a loss func-
tion if the loss is 0, which means if the data is linearly separable.
Our new loss function can be written as

(Loss(h(
#»

xi),θ) =

{
0 ,if h(

#»

xi ,
#»

Θ) = yi

1

So we have shown from Figure 4.2 that the output can take any value between 0 and 1. However
a classifier needs to give a discrete output, either -1 or 1. So we make a prediction threshold,
which means that if

g(
#  »

Θ
T x+Θ0)> 0.5 (4.15)

then the classifier should yield +1 while if

g(
#  »

Θ
T #»x +Θ0)< 0.5 (4.16)

then it should yield -1. The threshold 0.5 is arbitrary and it needs to be chosen in an appro-
priate manner relevant to the nature of the problem at hand.

Now in order to find the Θ value, one uses an optimiser algorithm: the gradient descent. The
gradient descent works firstly by making a guess which will have an x and y value. This concept
can be seen in Figure 4.3 B, where a first point is guessed inside a local minima and then the
derivative of the function at that location is calculated. The guess will then be a point in the
opposite direction in respect to the sign of the derivative. This is called the 1D case because the
only parameter to be discovered in the Θ direction (x-axis) [103, 104].

The gradient descent equation is given by

# »

Θ
t =

#      »

Θ
t−1−n f ′(

#»

Θ
t−1), (4.17)

the algorithm will iterate until the tolerance value is reached which is given by

| f (
#»

Θ
t)− f (

#»

Θ
t−1) |< tolerance. (4.18)
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Figure 4.3: A shows the gradient descent in a 3D perspective, with global and local minima while
4.3 B shows a 2D representation of what the gradient descent algorithm does. The algorithm
starts by making a guess and the prediction lies somewhere on the x axis and then the guess is
improved and gets closer and closer to the local or global minima.

4.3 Feature Representation

So far we have discussed algorithms which can only classify data which is linearly separable (we
have not introduced the concept of non-linear classifiers yet). This means that these algorithms
per se can classify only a very specific class of problems. So the goal will be to transform the
data in a way such that it will be linearly separable in a different space. In order to map the data
into a higher dimensional space we will use an operator on our features. If we want to expand
our features with a polynomial basis we will use such operator function on our data

hi,1xi = xi

hi,2x1 = x2
1

hi,kx1 = xk
1

(4.19)

Figure 4.4 shows what it looks like to take data which is not linearly separable in a 2D plane and
project it into a 3D plane so that it becomes linearly separable [97].

4.3.1 Support Vector Machines

In a classification problem, we are faced with the task of finding a function which divides our
samples into different classes in such a manner that samples of the same class are grouped
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Figure 4.4: A shows a 2D plot of data belonging to two different classes denoted with a red and
blue color. It is clear that there is no straight line that can be drawn that could separate the data,
thus the data is not linearly separable. Figure 4.4 B shows the same data transformed into a 3D
plane. In this configuration the data has become linearly separable.

together. In particular, if we use a support vector machine (SVM) as our algorithm for classifi-
cation, this algorithm finds a decision boundary which divides the features of the data through
hyperplanes. The goal of the SVM is to find the hyperplane which maximizes the distance be-
tween the closest features of the classes to the hyperplane. To find the hyperplane, we start by
having a vector w, of yet unknown length, which is perpendicular to the hyperplane vector. We
also have our samples class A= (x1,x2..xn) which we can represent as vectors which start at the
origin and end at our sample location in the x-y plane. Now we want to project the vectors #»xn

onto #»w and check whether it is above or below a certain threshold c. This is because the distance
between each point in A and the hyperplane is given by |

#»w · #»xn+b|
||w|| . Therefore, since we have seen

that to find the hyperplane we need to find

#»w · #»x +b = 0. (4.20)

we can also set the contraints that, given a sample belonging to class A (see Figure 4.5)

#»w · #»xA +b≥ 1. (4.21)

and for a sample belonging to class B

#»w · #»xB +b≥−1. (4.22)
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Figure 4.5: shows a representation of how an SVM divides the data by finding the hyperplane
which is at a maximum distance from the margins where the closest points between the two
classes reside. The SVM also has a kernel function which can project the data into a different
space if the data is non-linear.

To make the mathematics easier, we introduce a variable y1 which is = 1 for the samples
belonging to class A and = -1 for the samples belonging to class B. Now we can rewrite the
above equations as

yi(
#»xi · #»w)+b−1 = 0. (4.23)

And with this further constraint we are saying that all points which fall on the two dashed lines
shown in Figure 4.5 need to be at a distance of 0 from the hyperplane and all other samples a
distance of either 1 or -1 depending on which side they reside. Another boundary condition that
we can impose is the Margin width, shown in the figure with the black arrow. The margin is
equal to

( #»xA− #»xB)× #»w
|| w ||

. (4.24)

Now, replacing xA and xB with the Equation 4.23, we get XA = 1−b and XB = 1+b so Equation
4.24 becomes 2

||w|| . We want this width to be as large as possible, which means that we want to
minimize the expression



CHAPTER 4. AN INTRODUCTION TO MACHINE LEARNING 66

min(
1

2 || w ||2
). (4.25)

The last constraint is to bound two previous constraints together [79].

L =
1

2 || w ||2 −∑αi(yi( #»xi · #»w)+b−1)
(4.26)

when we solve this equation for ∂L
∂

#»w

w = ∑
i
(yi)(

#»xi)(αi) (4.27)

and for ∂L
∂b

∑
i
(yi)(αi) = 0 (4.28)

Now we are going to insert Equation 4.27 into Equation 4.26 and the result is that

L ∝ ∑
#»xi · #»x j (4.29)

Hitherto we have found the requisites to find a hyperplane that separates our data. But what if
the data is not linearly separable? The SVM is a kernel that finds similarities through convolu-
tion the same way the wavelet scattering transform does.

The SVM also allows us, in fact, to transform the data and project it into a space where it is
easier to classify. We said so far that we need to maximize dot products (see Equations 4.29,
4.27). This brings us to conclude that we want a function such that

K(xi,x j) = Φ( #»xi) ·Φ( #»x j) (4.30)

There are different kind of kernel functions which we can use: gaussian or radial basis function,
Linear, Polynomial or Sigmoid [80].

4.4 Regression

In regression we want to make a prediction. For linear regression we will use the hypothesis
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h( #»x ,
#»

Θ,Θ0) =
#  »

ΘT
#»x +Θ0 (4.31)

and the loss function will be (guess values - actual values)2 this is an ordinary squared loss func-
tion. The goal is to find the hypothesis which minimises this error.

Now we want to set up an optimisation equation

J(
#»

Θ,Θ0) =
1
n

n

∑
i=1

(
#  »

ΘT (
#»

xi)+Θ0
#   »

−yi)2 (4.32)

which can be written as

J(
#»

Θ) =
1
n
(

#»
X

#»

Θ− #»y )T (
#»
X

#»

Θ− #»y ) (4.33)

In order to find the values which minimise this optimisation equation we will take the derivative
with respect to each parameter and set it to 0, so we want the gradient. To this equation we
also want to add a regularizer term to avoid overfitting. Gradient descent allows us to find the
minimum of a function. After taking an initial guess of our Θ value we will move in the negative
direction of the gradient till reaching a local or global minima [98].

4.5 Neural Networks

A unit of a neural network is called a neuron.
From Figure 4.6 we can see that the input to the neuron is a vector and to each input number

is associated a weight, which we have denoted so far as
#»

Θ values in our discussion of linear
classifiers. The value of Θ0 is an offset (now we will start denoting it as w as weight as this is
common nomenclature for NNs). Then there will be a non linear activation function. The output
will then be

f (z) = f (
n

∑
i=1

#»xi
#»wi)+w0 (4.34)

where this is the equation we have seen for linear classifiers, the difference is that now we see the
function of the linear classifier as an argument for another function. The input vector will have
a single output value. Now the optimization function to solve for this single neuron problem is

J( #»w,w0) = ∑
i

Loss(NN(
#»

xi , #»w,w0),
#»

yi) (4.35)
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Figure 4.6: shows the structure of a neuron, a single neural network unit. The neuron takes as
inputs a set of data points x1...xn which are multiplied by weights and summed. Then the output
goes through an activation non linear function. This produces the final output.

where NN is the output of the neural network.
A fully connected layer is one in which every input is connected to all the neurons (also referred
to as units). The number of outputs will be equal to the numbers of units. The number of weights
will now be the number of inputs which can be denoted by m times the number of neurons which
can denote by n. The number of Θ0 is n × 1. The activation function at the output will be

f ( #»z ) = f (
#   »

W T x+W0) (4.36)

The argument inside the parenthesis will have dimension nx1. So this layer is a transformation
of a vector in m dimensional space to a vector of n dimensional space and it’s described using
a weight matrix, a vector of offsets and an activation function. Layers can be added together to
form a network.

There are many non-linear activation functions that we can use in neural networks. One of
this is the Sigmoid function

1
1+ e−z (4.37)

Another activation function that is commonly used is the ReLU function (rectified linear Unit).

The reason for using non-linear activation functions is that otherwise, no matter how many
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layers we add to a network, we would still have a linear representation of the input vector as
output.

The goal then it to train a Neural Network to find the weights which will minimise the loss
function ∑

n
i=1 Loss(NN(

#»

xi , #»w),
#»

yi). The next step will be to take the gradient of the loss func-
tion. Depending on this value the weights will be updated. The weights are usually initialized
with random numbers. When considering how big the step size should be each time the weights
are updated one should choose a large step size in regions of low curvature and small step sizes
in region of steep curvature [100].

4.6 Recurrent Neural Networks

Feed forward networks do not take into account the sequence in which previous data came in.
In other words, it does not have a memory to update the weights based on past events. In the
Sequential Models section we have introduced the concept of state machines, a model in which
in order to get a n output y, we need not only to based the choice on the input x, but also on the
previous state of the system.

Figure 4.7: shows the logical structure of a recurrent neural network. Instead of just having a
set of weights that map x to y and a forward process, y also depends on the previous states of
the system.

A state machine starts in a state s0 and then iteratively finds

#»st = f ( #    »st−1,
#»xt )

#»yt = g( #»st ) (4.38)

and so given a sets of inputs x1,x2... the output of the state machine is

#»y1 = g( f ( #»x1,
#»s0))

#»y2 = g( f ( #»x2, f ( #»x1,
#»s0))) (4.39)
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A neural network is a state machine with neural networks constituting functions of f and g.
Neural networks are trained with supervised learning. Once again we will use a loss function
which will check how many predicted values correspond to the true values to check the accuracy
of the algorithm. The goal is then to find the weight values that minimise the loss on the training
data [102].

4.7 Sequential Models

With sequential models we are interested in seeing how our inputs states evolve over time. In
this new scenario, instead of being interested in finding a function which maps an input x to an
output y, we are interested in a transition function f which given an input and its state is going to
find the transition of the input into a new state. The difference of this transition function com-
pared to the function that we have seen in the previous sections is that the transition function is
not only dependent on the current input to give an output, but it is dependent on all the previous
inputs (all history of x values which have been fed to the algorithm) [99]. This means that for
an input sequence, given a first input x, the output will be

g( f ( #»s0,
#»x1)) (4.40)

where f ( #»s0,
#»x1) is the first state #»s1

so that when we want to find the output of x2, the previous state will determine the outcome

g( f ( #»s1,
#»x2)) (4.41)

4.7.1 Long Short Term Memory Network

A long short term memory network is a type of recurrent neural network well suited to learn
the order dependence of a sequence and it is therefore well suited for problems such as speech
recognition. Recurrent Neural Networks (RNNs) possess specific qualities:

• Store information for a duration that differs and is adapted from problem to problem.

• Are invariant to noise.

• The system parameters are trainable.

Because of these properties LSTM serve for applications where the signal is information which
only makes sense as a sequence. Thus in order to classify an LSTM needs to retain some
memory of what came before to make predictions at the next stages. In order to do this, LSTMs
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use outputs from previous steps as inputs for future steps. The inputs therefore, are not just
composed by new data, but by new data plus an old output. The nodes of an LSTM contain a
state which has a memory. The previous output, the new data and the memory all used for the
calculation that is undertaken at each node. The output not only is fed into the next and previous
nodes, but it is also used to change what is stored in the memory [83, 84].

4.8 Conclusion

In this chapter we have explored some machine learning models which serve as optimisation
problems to find specific functions which allow to classify data. In the last two chapters we will
see how these models can be used on heart valve sound data to classify healthy from unhealthy
heart valve sounds and perform biometric authentication.



Chapter 5

Sound Recovery from Light

Continuous monitoring of heart parameters is vital to prevent deaths from conditions which are
immediately hazardous, e.g., cardiac arrhythmia [105], heart attacks [106], and stroke [107],
sudden death in infants [108], and epilepsy [109]. It can also be useful for prevention and early
detection of heart diseases. Current methods (stethoscope, ECG) require contact with the pa-
tient's skin, therefore it is only feasible to monitor patients with these devices in intensive or
intermediate care units. In this chapter we propose a method for remote and contactless de-
tection of heart sounds which makes it feasible for continuous monitoring of heart sounds in a
home setting.

This chapter will firstly expose current methods of remote sound detection, it will then dis-
cuss the existing methods used to retrieve sound from light in a contactless and remote manner
and then we will discuss how our method is suitable to retrieve heart valve sounds specifically
from speckle patterns reflected by the skin. There will be an introduction of sensing technolo-
gies and then it will delve into how these are used concurrently with post processing methods to
retrieve sound from light. We will then present results of a comparison of two post processing
methods: optical flow algorithm versus integration. These methods allow to retrieve sound from
the light reflected from the vibrating surface and collected by the camera. The comparison will
show which post processing method should be used, which depends on the parameters of the
experiment at hand. We will show our results which showcase the relationship between various
experimental parameters and SNR for each method.

5.1 Current methods of acquisition of heart valve sounds

Clinicians use stethoscopes in order to listen to the various heart sounds that the heart can pro-
duce because these sounds give an insight into the pathology that affects the patients. The
stethoscope is placed on top of the chest above the heart. This is where heart valve sounds can

72
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be heard best with the digital stethoscope.

Many different electronic stethoscopes have been devised over the years [112, 171]. Although
the stethoscope is the gold standard for heart auscultation, as we have already shown, it can only
acquire heart valve sounds if placed on the chest above the heart. In recent years, methods to
measure the heart sounds remotely have emerged. Such methods acquire heart sounds relying
on laser light or radar systems. In order to extract heart sounds with radar systems, a Six-Port
interferometer is used. This technology works by summing phase controlled superposition of
two input signals S1 and S2 that are superimposed under four different relative and static phase
shifts. The resulting four sum signals can be observed at the respective output ports of the
structure [114]. However, the group that proposed heart valve sounds radar based acquisition
presented in [113], only acquired PCG frequencies up to 80 Hz. This range is not enough to
capture the full extent of frequency range that certain heart diseases produce.

Another method for contactless acquisition of heart valve sounds is laser doppler vibrometry.
This method, firstly devised by [115], enabled the acquisition of heart valve sound from the
chest. The frequency content obtained presented frequencies up to 350 Hz. The experimental
set up and limitations of this method will be presented in section 5.4.

Finally, Zalevsky [134] obtained heart rate from subject’s wrists, together with some of the
lower frequencies of the heart valve sounds.

We will present our method which can retrieve high frequencies of the heart valve sounds con-
tactlessly and from a distance with a better SNR than the stethoscope can and from people’s
necks rather than from their chests. This is because the stethoscope is not well suited to retrieve
heart valve sounds from semi-periferal and periferal locations, such as from the arteries on the
neck or the wrist. As we discussed in Chapter 2, certain illnesses, such as heart murmurs, lie in
this higher frequency range. That is why we will now consider methods which are capable to
detect nanometer vibrations of materials caused by sound vibrations which allow to retrieve the
high frequencies that certain heart illnesses produce.

5.2 Brief History of Sound Recovery from Light

It was on June 3rd, 1980 that Mr. Alexander Graham Bell and his assistant Mr. Sumner Tainter
discovered the photophone. Later on that year, in May, 1878, Mr. Bell spoke at the meeting
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Figure 5.1: shows the schematic set up of the photophone [119]. On the bottom left it is possible
to see the vibrating diaphragm and the selenium detector [120].

of the American Science Association in Boston introducing his experiment which allowed to
retrieve sound through light. The transmitting instrument was placed on the top of the Franklin
school house, in Washington, while the receiving instrument was eight hundred feet away, placed
near a window of Mr. Bell’s laboratory.

It was discovered that selenium’s resistance changed depending on the amount of light that
fell upon it [116].

His first experimental set up consisted of a grating which was attached to a silver coated glass
plate attached to a diaphragm (in acoustics, a diaphragm is a thin membrane or sheet of various
materials suspended at its edges [117]). Sound vibrations caused the grating attached to the
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diaphragm to vibrate thus changing the intensity of the light [119] that passed through it. These
vibrations modulated the intensity of the light. Since there is a linear relationship between the
change in light intensity and intensity of sound, light intensity modulation could be used to ex-
tract sound.

Bell was very excited for this discovery, claiming it was his most beloved invention, even more
so than the telephone. In a letter to his father that he wrote a few days after his first successful re-
covery of sound from light he wrote: "I have heard articulate speech produced by sunlight!...Can
imagination picture what the future of this invention is to be!... We may talk by light to any visi-
ble distance without conducting wire... In warfare the electric communications of an army could
be neither cut nor tapped."

Since then, different methods to achieve sound retrieval from light have been developed thanks
to technological advancements and they will be shown in the following sections.

5.3 Image Sensors

The ability to capture sound from light has been made possible by recent advances in imaging
sensors. In this section we will discuss the principles of operation of these sensors.

In order to capture sound from light it was important to have a sensor which was sensitive
to very low light levels and which had a high frame rate. For these reasons we collected light
both with a CMOS and with a SPAD camera. Ultimately, because the SNR of the signal was
similar for the two cameras, we chose to use the CMOS, since it’s cheaper.

In the following section, the working principles of both cameras will be described.

5.3.1 CMOS Sensors

The complementary metal oxide semiconductor (CMOS) was invented in 1963 by Frank Wan-
lass. The sensing element of a CMOS detector can be a photogate, phototransistor or photo-
diode. Here the photodiode working principles will be discussed. CMOS sensors are made of
photodiode pixels which convert light into an electrical signal via the photoelectric effect: when
light hits the silicon pixel it will dislodge electrons and the number of electrons will depend on
the energy of the photon which will depend on its wavelength [122]. These electrons are then
converted to a voltage and then into a digital value using an on-chip Analog to Digital Converter
(ADC) [123].

Each of these pixels are composed by a photodiode and three transistors. The photodiode is
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responsible for transforming the photons to electrons and the transistors reset and activate the
pixel and amplify the charge [124].

The photodiode is a semiconductor device with a P-N junction. If the photon strikes the pho-
todiode in either the P or N layers, the electron hole pairs will be recombined in the material.
But if photons are absorbed in the depletion region then the electron hole pairs will travel to op-
posite ends of the photodiode due to the electric field. Electrons will move toward the positive
potential on the Cathode, and the holes will move toward the negative potential on the Anode.
These moving charge carriers form the current [125].

5.3.2 SPAD Sensors

Semiconductor-based single-photon avalanche diode (SPAD) detectors are avalanche photo-
diodes biased at fields above avalanche breakdown, in Geiger mode, where a self-sustaining
avalanche current can be triggered by an incident single-photon [126].

In a pixel of a CMOS, usually made of a photodiode, the reverse bias voltage is low so the
current changes linearly with absorption of photons. However, in a SPAD, the reverse bias is
so high that a phenomenon called impact ionisation occurs which is able to cause an avalanche
current to develop [127]. This property makes the SPAD sensitive to single photons, in contrast
to photodiodes, which instead count the amount of light that has arrived in a certain amount of
time.

5.4 Sound Retrieval from light: Phase Modulation

In order to recover sound from light’s phase modulation one must build a Laser Doppler Vi-
brometer (LDV). An LDV is a non-contact measurement device which measures the Doppler
frequency phase shift of a laser beam reflected from a moving target. An LDV consists of an
interferometric setup. This consists of a coherent laser beam with frequency fo which is then
divided in two by a beam splitter. One beam collides with the vibrating surface, this will be
called the probe beam, which oscillates at the sound frequency. Then the reflected light returns
to a second beam splitter where it interferes with a reference beam. The reason why there is
an intensity fluctuation is because when two coherent light beams combine (a reference beam
and a probe, in the case of an interferometer), the resulting intensity has a component that is
related to the difference in path lengths of the two beams. The resulting output beam, instead
of being uniform will present a fringe pattern whose shape will depend on the number of half
wavelengths that make up the difference in path length between the reference and measurement
beams. These vibrations of the object produce intensity fluctuations once the the beams are re-
combined into one which is then collected by a detector. A detector is then used to convert the
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signal to voltage [128] according to the equation below.

v = 2 f m (5.1)

where v is the velocity of the vibrating object while f is the frequency and m is the magnitude
of the vibration.

There were a few reason why we didn’t employ this method to retrieve heart valve sound signal
with although this method was shown to acquire heart sound frequencies up to 350 Hz from the
chest (probe laser beam pointing at the bare chest of an individual). The major drawback of this
method is that the projection laser and the detection interferometer module must be placed in
very specific positions such that the reflected beam is directed towards the detection module, this
reduces the applications to very specific regimes. As noted by [129], another problem of this
method is the speckle noise. This is an interference phenomena which will be better described in
later sections where a speckle pattern arises when a coherent laser light hits a scattering surface.

Figure 5.2: shows a Mach-Zehnder interferometer. M is the symbol for mirror, BS for beam-
splitter, PBS is a polarizing beamsplitter, L is a laser, QWP is a quarter-wave plate, PD is a photo
detector, and T is a telescopic lens array.

In Figure 5.2 it is shown the experimental set-up of an LDV system. The optical path of the
reference beam is constant over time, the movement of the vibrating object (shown in the figure
after the quarter wave plate) upon which the probe beam is incident will generates a pattern
on the detector. One complete light / dark cycle on the detector corresponds to object being
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displaced exactly half of the wavelength of the probe beam. Since usually visible light is used,
this corresponds to around 300 nm. If the object moves, there will be a Doppler frequency shift.
This means that the modulation frequency of the interferometric pattern is directly proportional
to the velocity of the sample. This interefometric pattern assumes the same shape whether the
object moves away or towards towards the interferometer, therefore this set-up cannot determine
the direction the object is moving.

Another configuration of the LDV uses a Bragg cell, which is an acousto-optic modulator that
typically shifts the light frequency by 40 MHz. This is placed in the path of the reference beam.
This generates a typical interference pattern modulation frequency of 40 MHz when the sample
is at a standstill. If the object then moves towards the interferometer, this modulation frequency
is increased, and if it moves away from the interferometer, the detector receives a frequency less
than 40 MHz. This means that it is now possible to not only clearly detect the path length, but
also the direction of movement too [132].

5.5 Sound Retrieval from light: Intensity Modulation

5.5.1 Passive Retrieval

An MIT group was the first to demonstrate a method to retrieve sound from light in a passive
manner [131]. This method is described as "passive" because compared to the active methods
of sound retrieval through light phase modulation or light amplitude modulation, where it is a
requirement the laser beam must be incident upon the vibrating surface, that is not a require-
ment for the passive retrieval method. This method works on the principle that the vibrations
that sound causes in an object manage to induce enough vibrations on the object itself to be
visibly detectable through a high speed camera. After the video of the object has been acquired,
the sound is extracted through post processing methods.

The MIT group which first devised this method, in order to retrieve the sound they extracted
the local motion of the signal by applying a steerable pyramid algorithm. After the signal is
decomposed and from each decomposition a signal is extracted, these local signals are aligned
and averaged into a single 1D motion signal that captures global movement of the object over
time.

It is to be noted that in comparison with active retrieval methods, this procedure yields a worse
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SNR. This is due to the fact that, depending on the surface that is being recorded, the object in
question might not move much due to sound. In fact, for certain kind of surfaces, sound doesn’t
perturb them enough for the discretised camera pixels to be able to see motion. However the
advantages of this method are that it does not require active lighting from a laser and also it does
not require that the vibrating surface is very reflective.

It is to be noted that not all objects are equally good for visual sound recovery, in fact, the objects
which vibrate most are those with high compressibility or have a particular shape. Therefore the
choice of object is important to determine whether it is possible to observe vibrations.

After the video has been acquired the post processing method used was a "steerable pyramid
algorithm". This algorithm consists on filtering each frame of the video into sub-bands of dif-
ferent scales and orientations. This is achieved with filters, which can be used to extract the
signal at different scales and orientations so that more sound signal can be extracted and added
together to improve the SNR.

5.6 Sound Retrieval from Light: Speckles

When coherent light is reflected from a rough surface or propagates inside a medium with ran-
dom refracting index fluctuations, the interference of multiple coherent spherical waves forms
a speckle pattern in the far field [121]. This speckle pattern is sensitive to a nanometer-scale
precision to surface movement. Thus, when shining a surface, which is vibrating due to sounds,
with coherent laser light, the movement of the reflected speckle pattern will carry information
both on the structure of the surface and on the sound carried by the surface.

In the next sections we will explore speckles statistics and various post processing methods
which allow the retrieval of sound.

5.6.1 Sound Recovery from Speckle Tracking

Zalevsky’s group has devised a method to retrieve sound from light by exploiting the movement
of speckle patterns [134]. The method consists in imaging the reflected speckle patterns scattered
off of a remote scattering surface with a fast camera. Because the surface does not change in
shape as it vibrates but it only slightly tilts, the speckle pattern exhibits the memory effect, which
means it does not change in shape but it only shifts. In order to measure the shift of the speckle
pattern in time different methods can be used. Below there will be a brief physical descriptions
of these methods since these are the methods that we used in our experiment.

• Normalized cross correlation (NCC):
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In the NCC method, features between images are tracked by template matching. This ap-
proach involves shifting an image over another image until the best comparison is found.
By looking at the cross correlation between two images, it will be possible to see that there
will be a peak and everywhere else will fade to 0. The peak will represent the position
where the two images would need to be at to be overlapped. It is by tracking this peak
from it’s original position at the middle of the image that the displacement of the two im-
ages can be inferred. And by tracking the displacement of this peak over time, sound can
be retrieved [133].

The cross correlation equation is

G[i, j] =
k

∑
u=−k

k

∑
v=−k

h( #»u , #»v )F [i+ #»u , j+ #»v ] (5.2)

This equation just shows that one of the images will be slided over the other. At each
location all the products of all the pixels of the two images will be summed together and
then the result will be the new result for that pixel.

Zalevsky used this technique in his paper to retrieve sound [134].

• Optical Flow Algorithm:
The flow algorithm uses the information between adjacent pixels to calculate the motion
information between adjacent pixels. It allows to estimate the velocity of objects in a
video and estimate their velocity in the next frames. Optical Flow is the motion of objects
between consecutive frames.

In the first attempt at building the optical flow algorithm, Horn and Schunck proposed
an assumption that stated that the intensity of an object would not change between two
consecutive frames [136, 137]. So that for a given pixel of an object, its intensity value in
a successive frame would be

f (x,y, t) = f (x+∆x,y+∆y,z+∆z) (5.3)

This is called the Brightness Constant Assumption. This constraint, since far from reality,
is only true for very small intervals of t, for which it can be assumed to be reasonable.
This equation has 2 unknowns. So more constraints must be found.

The second constraint is that the motion speed of the pixels must be similar and can-
not be abrupt, meaning with sudden changes.



CHAPTER 5. SOUND RECOVERY FROM LIGHT 81

Figure 5.3: shows the concept of the Optical Flow algorithm’s purpose. The Optical Flow allows
to track objects between frames, estimate their current velocity to detect the position in consec-
utive frames so to track their movement. An object at position (x,y) will undergo a displacement
and be at position (x+dx,y+dy) in the next frame at some time later. The constriction will be to
say the intensity of the object will be constant.

Now, if we Taylor expand the above equation

f (x,y, t) = f (x,y, t)+
∂ f
∂x

δx+
∂ f
∂y

δy+
∂ f
∂ t

δ t + ... (5.4)

We ignore the higher order terms and simplify the equation to obtain

0 =
∂ f
∂x

δx+
∂ f
∂y

δy+
∂ f
∂ t

δ t (5.5)

And by diving by dt we obtain the equation and cancelling terms that equal 1 we obtain

0 =
∂ f
∂x

δx
δ t

+
∂ f
∂y

δx
δ t

+
∂ f
∂ t

(5.6)

Every pixel moves with velocity dx
dt in the x direction, expression to which we can give the

notation u and with velocity dy
dt in the y direction which we will denote as v. We will also

denote δ f
δx as fx and δ f

δy as fy and δ f
δ t as ft . So that we can rewrite the above equation as:

0 = fx
#»u + fy

#»v + ft (5.7)

This is the Optical Flow Equation. The two unknowns of this equation are u and v which
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respectively are the velocity of x in the x and y direction.

This expression can be rearranged to be in the form

#»v =− fx

fy

#»u +
ft
fy

(5.8)

which is the equation of a line which can be drawn in the x-y plane as shown in Figure 5.4

Figure 5.4: shows the graph obtained through equation 5.8. The line intercepts the y-axis at -
ft
fy

and it intercepts the x-axis at- ft
fx

. The distance d from the origin to the line can be inferred
through trigonometry. However the distance p cannot be inferred.

So, equation 5.7 is an equation of a straight line. The optical flow vector could be any-
where along this line, this is why the problem is unconstrained. So the optical flow vector
can be split up into its normal and parallel components. The perpedindicular component
can be found through the formula (Ix, Iy)/(sqrt((Ix)

2 + (Iy)
2)). On the other hand, the

parallel component cannot be computed. This is referred to as the aperture problem. Thus
another constraint needs to be added, this is, in the case of the Horn and Shunck method,
the Smoothness Constraint Assumption. This constraint states that all pixels within a
small neighborhood move in the same direction, thus have similar optical flow vectors.
This constraint works for example, for the majority of the pixels belonging to an object,
but it does not work for pixels between the object and background. This concept can be
best visualized from Figure 5.5. In this figure the green pixels represent optical flow vec-
tors which do not change much within their own neighborhood while the blue and yellow
contours of the object are those pixels which lie between the object and the background
and whose optical flow vectors do change compared to the optical flow vectors of the pix-
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els in their neighborhood [138].

From the constraints of smoothness and brightness we can derive a cost function

E =
∫∫

x,y
( fxu+ fyv+ ft)2 + γ((ux)

2 +(uy)
2 +(vx)

2 +(vy)
2)δxδy (5.9)

where the first term, which we have seen is the brightness constrains (see Eq. 5.7) and the
second term is the smoothness constraint (see Eq. 5.8) multiplied by a factor λ . The λ

term is a regularizer term which dictates how important either terms are. As before, u is
the derivative of the velocity in the x direction and y is the derivative in the y direction.
The goal is to minimize this cost function equation, in order to do this the Euler-Lagrange
equation will be used, so the derivative with respect of u and v will be taken and put to
equal 0 and then it will be subtracted to a derivative of x and y

δE
δu
− δux

δx
−

δuy

δy
= 0 (5.10)

This equation becomes

2( fxu+ fyv+ ft) fx−2γ((ux)
2 +(uy)

2 +(vx)
2 +(vy)

2)dxdy (5.11)

and it allows to find u. The same equation can be solved to find v by taking the derivative
of E with respect to v.
So what we are trying to do is to find

e = e− s+λec (5.12)

the u and v values at every pixel that minimises the total error.

Another Optical Flow algorithm is the Lucas-Kanade algorithm [139]. This algorithm
works similarly to the Horn and Schunck algorithm. The assumption is that for a small
neighborhood of pixels the Optical Flow vectors, (u,v), will be similar. This implies that
we can write an equation that states that the derivative of the intensity in a neighborhood
of pixels over time is equal to.

0 = Ix(x,y)u+ Iy(x,y)+ It(x,y) (5.13)

There will be such an equation for each pixel position (x,y). The reason why this system
works is because these equations are not linearly dependent. That is because images usu-
ally have a lot of different colors thus the intensity Ix and Iy will be different from pixel to
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Figure 5.5: The green pixels represent the point in an image which have similar optical flow
vectors with each other. As mentioned, almost all background pixels will have similar optical
flow vector and the same will be true for almost all object optical flow vectors and the only pixels
for which this statement is not true is for those pixels between the object and the background.

pixel.

These system of equations can be written in matrix form as Au=B.

 I(x,y) I(x,y)

I(x+1,y+1) I(x+1,y+1)...
...

( u

v

)
=

(
It(x,y)

It(x+1,y+1)...

)

And this equation can be solved as u = (AT A)−1AT B and similarly for v for each u and v
vectors of each pixel.

The assumption for both the Lucas-Kanade and Horn-Shunck algorithms is that dt in
these equations is very small, meaning we are comparing consecutive frames. Further-
more, the Lucas-Kanade algorithm will not work when the image has no texture and all
the derivatives of intensities will be 0. Another region in the image where the Lucas-
Kanade algorithm has trouble detecting the real direction of motion are the edges, where
the gradient in one direction is much greater than the gradient in the other direction, an
image of this concept is shown in Figure 5.6.

So far we have have seen two examples of sparse optical flow algorithms, which only
compute the flow of a few pixels. These selected pixels are edge pixels selected through
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Figure 5.6: shows the gradient at the edge of an object in an image. Lucas-Kanade does work
well in places where the gradient changes in all direction, but it has more trouble detecting the
direction of change of an object when the object has a high gradient of change in one direction
(in the case of this image in the x-y direction), but not in the other (-x-y direction).

another algorithm, the Shi-Thomasi algorithm [140, 142].

The Gunnar Farneback Optical Flow algorithm is a dense optical flow algorithm, which,
contrary to the sparse optical flow algorithms (Lucas-Kanede and Horn-Shunck), com-
putes the optical flow of all pixels and is thus slower in computation. This algorithm starts
by approximating the neighborhood of each pixel with a polynomial

f (x) = xT Ax+bT x+ c (5.14)

and if the image is translated in the second frame the new equation will be

f (x) = (x−d)T A(x−d)+bT (x−d)+ c (5.15)

and the displacement d is thus

d =−1
2

A−1(b2−b1) (5.16)

So far the algorithm has been based on the assumption that the signal of the image is
a polynomial and that from image 1 to image 2 some dt time later, the signal has only
undergone a global translation. These assumptions are non intuitive. Thus we need to
check that the errors related to these assumptions can be kept small. We start this check by
performing a polynomial expansion on equations 5.14 and 5.15. The goal is to make sure
that As and bs values vary with location. The result of this will yield our first constraint:
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A(x)d(x) = ∆b(x) (5.17)

Then we make another assumption: that A and b don’t change too quickly, this equation
is written as

G[i, j] = ∑w(∆x) || A(x+∆x)d(x)−∆b(x+ x) ||2 (5.18)

From this equation we want to find the value of x which minimises the equation.

This method of sound extraction by tracking the speckle motion with the Farneback opti-
cal flow algorithm was used by [141].

5.6.2 Sound Recovery from Intensity Variation

We have seen that Bell retrieved sound from light thanks to the amplitude variation of the total
intensity which changed with the same frequency of sound. It is also possible to recover sound
from the variation of intensity of light given by the movement of the reflected speckle pattern in
the direction perpendicular to the camera and it is even possible to recover sound from light that
has travelled through scattering material by measuring the change of energy of a small region of
the reflected light.

In this section we will mention all of these methods.

Photodiode and mask for sound retrieval

Veber [143] proposed a method in which he used a single photo-diode and a mask in order to
retrieve sound. In their work they showed that they used two methods to convert light to sound:
in the first method they used a lens to increase the size of the speckles so that a single speckle
would hit the photodiode.

The second method consisted, as shown in Figure 5.7 of inserting a mask before the camera.
Veber found that by using a lens to enlarge the speckles’ size, given the photodiode was sup-
posed to collect only one speckle, the irradiance wasn’t sufficient to get signal. Furthermore,
the amount of enlargement the speckle needed to be the only speckle the photodiode captured
depended on the specific parameters of the experiment thus it wasn’t general enough for all ap-
plications. The next method they tried was to use a mask in front of the photodiode. According
to Veber, he claims that the mask allowed to measure the movement of several speckles instead
of one and thus the SNR improved. This method allows for fast time of acquisition and it does
not require post processing to obtain the sound [143]. The major limitation of Veber's work is
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that the pattern of the mask needs to be well designed, fabricated and adjusted according to the
shapes and the sizes of the speckle patterns and the photodetector used. This severely limits the
application range as for each distance and scattering surface a new mask needs to be fabricated.

Figure 5.7: shows Veber’s experimental design. The light is directed towards a rough surface.
The refllected speckle pattern is enlarged through a lens. A mask is placed before the photodiode
to split up the single speckle into multiple speckle.

Sound retrieval through grey value variation

Chen’s group proposed a method of sound reconstruction based on grey value variation of the
speckle pattern which moves perpendicularly to the camera detector. The method works by tak-
ing a fixed pixel in the speckle pattern collected by a multi-pixel camera and extract sound from
its gray value variation as the speckle pattern shifts in time without changing shape thanks to
the memory effect. This method relies on the fact that if the speckles are large enough and are
several times bigger than the pixel size, since their intensity is Gaussian shaped, as the speckle
moves perpendicularly to the pixel, the pixel will see a different intensity value of the Gaussian
shape at each time frame.
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Chen’s group explained that, although compared to other techniques such as speckle tracking,
this method provides worse SNR, it is possible to improve the SNR by selecting pixels based on
these criteria:

• Along the displacement direction the selected pixel should situate at the middle position
of neighbor minimum and maximum;

• The distance between neighbor minimum and maximum is twice as large as the maximum
displacement during the movements;

• The gray value variation between the neighbor minimum and maximum is as linear as
possible;

• The gray difference of neighbor minimum and maximum is as big as possible in order to
ensure a large gray variation while translation takes place [144].

Finally, after selecting various pixels with these characteristics, the grey values of the pixels of
each image are added together so to obtain a 1D signal in the time dimension.

The problem with this method is that once again it requires post processing as the retrieved
sound is much noisier than the signal obtained with the Zalevsky’s method.

The most recent form of improvement in sound extraction through active retrieval with am-
plitude modulation was carried out by Zhu’s group [145]. They used a variance-based method
to select pixels that have large variances of the gray-value variations over time. Then the gray-
value variations are summed together. The limitations of the similar methods of Zhu and Chen’s
groups are that they state that when choosing a random pixel, they cannot retrieve sound as it is
just too noisy.

Sound retrieval from light amplitude variation

Bianchi’s group was the first to show that it is possible to retrieve sound from speckle patterns
simply by collecting the reflected speckle patterns moving due to a surface and then integrating
the total intensity values collected by the camera at each time frame [146]. Bianchi’s assumption
is that the vibration amplitude a(t) is small enough that the read out power P(t) can be approxi-
mated as a truncated Taylor’s expansion.

P(a(t))∼= P0 +P1a(t)+
1
2

P2a(t)2 + ...
1
n

Pna(t)n (5.19)

Bianchi then considers the case in which there is a local tilt of the surface causes a translation
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θL of the speckle pattern. Importantly, since there is an equal chance of the value of P incident
upon the detector to increase or to decrease as the speckle pattern tilts due to vibration, the
statistical average is

∂nP
∂na

= 0 (5.20)

Measurements were acquired with different frame size D in order to establish the relationship of
SNR to D. The results of the relationships of various parameters are shown in Figure 5.8.

Figure 5.8: The figure shows the relationship between various parameters when a laser beam at
532 nm strikes a membrane which is vibrating due to a speaker playing behind it. The scattered
light forms a speckle pattern which oscillates in time and which is collected by a detector (cam-
era or photodiode). W is the size of the laser spot incident on the membrane; L is the distance
between the detector and the target; D is the size of the aperture of the detector; φ is the local
tilt of the membrane.

Figure 5.8 (a) shows the amplitude of the various terms in equation 5.19 as a function of the
aperture of the camera: P0 (green), P1 (blue), P2 (red), P3 (purple), and error term in (black).
Image (b) shows the power spectrum when D (aperture of camera) is 5 times larger than the
speckle size and is 700 µ m. Image (c) shows the power spectrum when D = 7 µ m. It can be
seen that in these regimes the higher order terms of equation 5.19 start to be as large as the first
order term. Image (d) shows the SNR as a function of D calculated as the squared ratio between
P1 and the error term. Image (e) shows the amplitudes of the first three harmonics and of the
error as a function of the displacement of the vibrating surface. Then in images (f) and (g) it
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is shown the power spectrum of Pt for the lowest and the highest value of vibration amplitude
respectively. Image (h) shows the standard deviation of P1, P2, and P3 divided their average
values as a function of D. The blue, red, and purple arrows indicate the peaks corresponding to
first, second, and third harmonic, respectively.

According to these results Bianchi claims that the best aperture size of the camera should be
about 5 times as large as the speckle size if the desire post processing method is integration
because this assures that there won’t be higher order terms as is the case if the detector size is
too small.

5.7 Sound Retrieval from Light Amplitude Integration

The next sections will show the results of our experiments for sound retrieval from secondary
speckle patterns.

Firstly we will show experiments and complementary simulations of sound retrieval from the
integration of all amplitude values of each frame. As we first recovered sound from simple in-
tegration of speckle patterns moving due to sound, we were quite surprised to see that we could
recover sound as our initial thoughts were that since when the speckle patterns moves with re-
spect to the camera, as some speckles leave the field of view, others enter the field of view and
thus the total intensity over time should be 0. Furthermore, we thought that if there was such
an easy solution to sound retrieval, many more papers should be using it rather than finding
intricate solutions such as speckle tracking and masks.

It was only after some more research that we found Bianchi’s paper [146] in which he used
a photodiode to retrieve multiple speckles to retrieve sound.

We managed to go a few steps farther and retrieve sound from light scattering off different
diffuse media both in line of sight and out of line of sight of the camera, bringing us in a regime
where we could not rely on memory effect, thus the speckle pattern, as it was the case in all the
methods we have mentioned so far, changed configuration from frame to frame.

The first more complex situation consisted in including an additional scattering layer which
sits between the vibrating system and the detection system. Such situations may arise when
for example there are additional translucent layers between the observer and the surface or the
surface is beyond the direct line-of-sight and is accessed by scattering from an additional sur-
face. We also consider a system with three scattering layers, where the vibrating surface is out
of the line of sight of the camera. We purposely chose therefore to study a regime in which the
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additional scattering layer is placed far away from the vibrating surface. This in turn implies
that there is no speckle 'memory effect ', i.e. the speckle pattern is not shape-invariant as there
is no relation between the various speckle images as the surface vibrates. Thus, we cannot rely
on the linear correlation between the speckle pattern shift and the amplitude of sound.

We then simulated these experiments through MATLAB to make sure these results were not
due to mistakes committed in the lab and to try to understand where the sound came from given
that intuitively, if vibration brought some speckles inside the field of view of the camera as other
speckles got out of the field of view, as stated by Bianchi in equation 5.20, the intensity over
time should be 0.

Then we will show the results of SNR vs distance for the two different methods of sound re-
trieval from light: speckle tracking and intensity integration.

5.7.1 In line of sight amplitude modulation retrieval

The first experiment was very simple and served as proof of concept. A focused laser beam was
directed to an aluminium surface which was given freedom of movement. A speaker was placed
behind the aluminium surface and the sound coming from the speaker vibrated the surface. Part
of the reflected speckle pattern scattering off the surface was then collected by the SPAD camera.

There is an inversely proportional relationship between the size of the focused laser beam and
the mean average size of the speckles of the speckle pattern. In our first attempts we decided to
focus the laser beam as much as possible so to have large mean speckles sizes. The speckles’
size is inversely proportionally related to the roughness of the scattering surface. Therefore we
have chosen an aluminium foil as the scattering surface, its smoothness allows speckles’ size
with average size of the order of mm at around 10 cm from the scattering surface and our initial
goal was to have speckle’s seizes that allowed one single speckle to occupy more than a quarter
of the detector.

In addition, the aluminium foil was chosen because it is a reflecting surface. Furthermore, the
low weight of an aluminium sheet allows it to move substantially when hit by sound waves.

After the amplitude modulated speckle pattern is collected by the SPAD, the values of each
frame are read as amplitude versus time so that at the end, from a 3D signal of frames vs time,
we are left with a 1D time signal.
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Experimental set-up

The experimental set up is shown in Figure and the components are: a laser beam (Laser Quan-
tum Gem, wavelength = 532 nm, max.power = 2 W) is focused onto an aluminium foil which is
free to move. A 32x32 PhotonPhorce SPAD camera is placed in front of the aluminium foil, at
a distance of 1 meter and collects part of the reflected speckle pattern. In the first experiment, a
speaker was placed behind the aluminium foil and it was playing heartbeat sound. Subsequently,
the aluminium foil was replaced with my wrist, which is placed 50 cm from the camera. The
laser power had to be increased from 50 mW to 2 W when my wrist was used as the vibrating
surface. From my wrist we managed to retrieve my heart beat sound 5.10.

Figure 5.9: A shows the experimental set-up: a CW laser is focused into an aluminium foil.
This results in a diverging speckle pattern directed towards the SPAD, which collects part of it.
A speaker is placed behind the aluminium surface and as it play it vibrates the surface slightly
which in turn tilts. This tilt produces a shift in the position of he speckle pattern.
Figure 5.9 B shows the spectrogram (frequency vs time) of the sound retrieved: heartbeat sound
played on the aluminium foil with the speaker.
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Results

For the first proof of concept, we collected speckle patterns which were shifting because of the
vibrations of the speaker placed behind the aluminium foil. The successive step consisted in
summing up all values of each frame acquired with the SPAD camera (integration). This ampli-
tude vs time signal was the recovered sound. The spectrogram of this time signal is shown in
Figure 5.9 B.

When instead of collecting the heartbeat sound from the speaker, I collected my heart sound
from my wrist, a few considerations need to be discussed. While the aluminium foil is fairly
stationary, and only tilts at a small angle while oscillating around a central point, it was more
difficult to collect sound from my bare wrist. Small movement of my arm caused the laser beam
to land on sightly different positions on my wrist and thus output differently shaped speckle
patterns. Speckle patterns are nanometer-scale-variations sensitive as we have already shown.
In addition, the speckle pattern changed in shape due to the internal movement of the blood
which caused decorrelation. This happens because when the speckle pattern is being produced
by a mixture of moving and stationary scatterers, or of scatterers with varying velocities, the
speckle pattern is not stationary but experiences a depth of modulation of the speckle intensity
fluctuations [147]. When retrieving sound from the wrist it was in fact only possible to retrieve
a few heartbeat before the signal was lost due to speckle pattern decorrelation and movement of
the arm.

The spectrogram of the sound retrieved by the wrist by integration of all amplitude values of
all pixels is shown in Figure 5.10 A. For comparison it is shown the spectrogram of the sound
retrieved when the signal is extracted by 1 single pixel in Figure 5.10 B. The SNR decreases so
much no sound can be retrieved.

5.7.2 In-light-of-sight sound retrieval through diffusive media

Here we consider the more complex situation in which an additional scattering layers sits be-
tween the vibrating system and the detection system. Such situations may arise when for exam-
ple there are additional translucent layers between the observer and the surface or the surface is
beyond the direct line-of-sight and is accessed by scattering from an additional surface.

The additional surface brings us in a regime where, contrary to all previous studies, there is
no speckle “memory effect”, i.e. the speckle pattern is not shape-invariant as there is no relation
between the various speckle images as the surface vibrates. Thus, we cannot rely on the linear
correlation between the speckle pattern shift and the amplitude of sound, as in previous tech-
niques.
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Figure 5.10: A shows the spectrogram of the frequencies retrieved at the wrist with our device
and post processing method.

Experimental Set-up

As shown in Figure 5.11, the laser beam (Laser Quantum Gem, λ = 532nm, max. power = 2 W)
is focused onto a glass diffuser. The diverging scattered speckle pattern is then incident upon a
roughened aluminium foil placed at 10 cm distance. We then considered two different scenar-
ios: one in which the reflected speckle pattern is directly collected by the camera and a more
complex one in which the speckle pattern goes back through the scattering surface a second time
on the way back before being detected by the camera.

The camera - used in its photon counting mode - is a single-photon avalanche diode (SPAD)
array (Photon Force PF32, 32 X 32 pixels, pixel pitch = 50 µm and fill factor = 1.5 %). We used
an acquisition frame rate of 3 KHz, chosen as a good compromise between exposure time (to
increase collected light intensity) and frame rate (with sufficient bandwidth to reproduce audible
sound frequencies). We measured the return signal resulting from various sound signals that are
played back by a small speaker placed behind the foil, including for example a recording of a
heart beat.

The sound from the vibrating surface is retrieved by integrating the intensities recovered in
each frame into a single value per frame and then using the matlab sound function to play back
the resulting values. The spectrograms of the ground truth and of the un-processed (raw data)
sound recovered with our set-up are shown in Figure 5.12 a. The main features of the heartbeat
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Figure 5.11: Experimental set-up: a CW laser illuminates the vibrating surface after passing
through a diffuser. The reflected light, which diverges as it spreads, is detected by the SPAD.
We tested the experiment in the case where the reflected light was directly collected by the SPAD
with the same configuration as shown in the figure and we also tested the regime where the laser
and the SPAD are one on top of the other and the light goes through the diffuser twice before
being collected by the SPAD.

are clearly discernible in the measurements and can clearly be heard when simply playing back
the spatially integrated camera recording intensity.

Results

The spectrograms in Figure 5.12 show in Figure 5.12 A the original heart sound spectrogram
retrieved from the speaker while Figure 5.12 B shows the spectrogram of the retrieved sound that
we extracted from the collected light which has passed through 2 scattering media. As it can
be seen, the main features of the heartbeat are clearly discernible in the measurements and can
clearly be heard when simply playing back the spatially integrated camera recording intensity.

5.7.3 Non-light-of-sight sound retrieval

In this final set-up we placed the vibrating surface outside the line of sight of the camera. The
speckle pattern accesses the vibrating surface by bouncing off an intermediate surface.

In the real world, a practical example of a situation where this set-up might be useful would
be when trying to assess if a person inside a house that is on fire is dead or alive. It will also
allow to listen to remote cellphone conversations without being seen.
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Figure 5.12: (a) Spectrogram of the ground truth of a heartbeat. The spectrogram shows the
typical double 'beat 'or first (S1) and second (S2) heart sound, which are repeated periodically
(only two heartbeat events are shown). (b) Spectrogram of the same sound signal recovered with
the SPAD camera.Although significantly noisier than the original file, both first (S1) and second
(S2) heart-sounds are clearly recognisable [148]

Experimental set-up

As shown in, the laser beam (Laser Quantum Gem, λ = 532nm, max. power = 2 W) is focused
onto a stationary roughened aluminium wall, chosen for its reflectance. The speckle pattern
scattered from the aluminium wall is reflected back to hit upon a vibrating aluminium foil placed
outside the field of view of the camera. Behind the foil is placed a speaker which plays heart
valve sound. The reflected light is then collected by the camera sensor. The camera - used in its
photon counting mode - is a single-photon avalanche diode (SPAD) array (Photon Force PF32,
32 X 32 pixels, pixel pitch = 50 µm and fill factor = 1.5 %).

Results

Figure 5.14 shows the heartbeat sound retrieved when the vibrating surface was a cellphone
which was playing a heartbeat noise with a volume setting so low that it was impossible to hear
unless one placed their ear on the phone. The set up to acquire this data was the same used
in Figure 5.13 except that instead of the aluminium vibrating surface and the speaker which
vibrated it, a cellphone was used as vibrating surface which vibrated on its own.

5.7.4 Energy distributions simulations

In order to use speckle patterns to retrieve sound, both Zalevsky, Zhu, Chen and Veber’s groups,
which use amplitude modulation and speckle tracking, need to either post process their signal
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Figure 5.13: shows the experimental set-up used to retrieve sound from a location which was
not in the direct line of sight of the camera but from which light had to bounce off multiple
surfaces before being detected. A laser points towards a stationary aluminium surface, the arrow
that starts at the position where the laser hits the surface and ends on the circle on the vibrating
surface shows the size of the speckle pattern as it has diverged in its path. The large speckle
pattern is then directed to hit back the stationary surface. After that it lands on the SPAD.

after the acquisition or need special masks which need to be fabricated depending on the con-
ditions of the experiment thus could not use the device spontaneously when needed without
knowing the parameters of the experiment before hand.

Using post processing means that these methods to retrieve sound from light cannot be defined
as microphones but rather they can only be described as recorders as they do not produce sound
in real time.

Veber’s work also suffers from some limitations that make his device a microphone only for
very specific situations. That is because he needs to prefabricate a mask to be the size of the
mean average size of the speckle pattern. That means he needs to know in advance how big
the mean average size of the speckle pattern is going to be. In order to do that, one needs to
calculate the distance between the vibrating object and receiver and also know in advance the
roughness of the material and how much the material is going to vibrate in mm in order to make
the spacings in the mask accurate. This severely limits the application of Veber’s set-up.

While by integrating we show that we can use speckles as an external diaphragm for our laser
microphone to function as an actual real time sound recorder without post processing and at any
distance or roughness of surface with simple frame intensity integration over time.
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Figure 5.14: shows the spectrogram obtained from a cellphone playing heart valves sound which
is playing behind a corner outside the field of view of the camera.

But why does such a simple technique work? When we integrate all the pixels from a sin-
gle frame while collecting a speckle pattern in line of sight of the camera, the speckle pattern
doesn’t change shape it just shifts in space in the transverse plane. Thus the total amplitude that
falls inside the camera is modulated by this lateral shift. But when we are collecting light from
a speckle pattern that has bounced off three scattering surfaces and from a vibrating surface out-
side the field of view of the camera, therefore no memory effect is retained, how is it possible
that sound is still heard simply by integrating over all pixels of the detector?

Our primary idea was that yes, there is no memory effect left, so the shape of the speckle
pattern changes from moment to moment, however the energy redistribution is what now gives
us the sound. To illustrate this better, one just needs to think about the case where we had a
SPAD detector so big as to collect the full speckle pattern. In that case if we integrated over time
we wouldn’t hear anything. However if we selected a small area, because the speckle pattern
changes shape, the energy is redistributing over that space, then we would hear sound due to the
local redistribution of energy.

In the next section we will show experimental simulations of the experiments described in the
previous sections that we performed using Matlab.

The code used to create these simulations is shown in Appendix C.
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5.8 The Memory Effect

This section will describe the speckle memory effect, which has been exploited to retrieve sound
from light.

Speckle patterns are created when coherent light hits a scattering surface and the reflected waves
interfere constructively and destructively giving shape to patterns of darkness and lights.

In order to retrieve sound from light we measured both the change in total intensity of a region of
the speckle pattern formed by shining a laser light towards a vibrating surface or alternatively,
depending on the situation, we also tracked the movement of the speckle pattern which un-
der certain conditions remained fixed in shape while shifting laterally in time. This phenomena,
where the speckle patterns remains fixed in shape but shifts laterally is due to the memory effect.

In order to capture this reflected speckle pattern the camera is not focused directly on the vi-
brating object but rather it can be focused in field with respect to the object so that the speckle
pattern falls upon the camera rather than the object itself which we are not interested in. As
we have seen in Chapter 5, in the close field the speckle pattern changes shape with distance
but in the far field it is stationary if the vibrating object only slightly tilts but does not change
shape. This can be proven by looking at the equation of the diffraction of light in the far field
regime which can be approximated through Fraunhofer equation. Fraunhofer is just what the
speckle pattern would look like at infinity, so the speckle pattern does not change in shape in the
Fraunhofer regime because it is just a Fourier Transform between the phase mask and incoming
light.

U(x,y) ∝ FT (light pattern~ (Aperture(u,v))) (5.21)

Therefore a tilt in the transverse plane, which only changed the phase of the aperture with respect
to the light pattern, but does not change the roughness as seen by the light pattern, does not cause
a change in the speckle pattern but only a later shift due to the reflection of the light at a slightly
different angle.

5.9 Fresnel and Fraunhofer approximations

In order to simulate the above experiments, we need to simulate what happens to a light beam
as it hits scattering surfaces. The Huygens-Fresnel principles determines what the Intensity of
the light will be after it goes through an aperture and the result is given by the formula [149]

U(x,y) =
z

(λ × j)
×
∫ ∫

(ξ ,η) jkr

r2dηdξ
(5.22)
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This equation expresses the field as a superposition of spherical waves originating from sec-
ondary sources at every point of the aperture. In this equation, λ is the optical wavelength; k is
the wavenumber, z is the distance between the centers of the source and observation coordinate
systems; and r is the distance between a position on the source plane and a position in the obser-
vation plane. When the source and observation planes are parallel planes this expression can be
expressed as a convolution

U(x,y) =U(η ,ξ )h(x−η ,y−ξ )dηdξ (5.23)

where h is

h =
z( j×λ )( jkr)

(r2)z
(5.24)

and

r =
√

x2 + y2 + z2 (5.25)

In the near field the diffraction pattern will follow the Fresnel approximation. In the far field
it will follow the Fraunhofer approximation.

Fraunhofer is just what the speckle pattern would look like at infinity, so the speckle pattern
does not change in shape in the Fraunhofer regime because it is just a Fourier Transform be-
tween the phase mask and incoming light.

U(x,y) ∝ F(Aperture(u,v)) (5.26)

Fresnel diffraction is valid everywhere from the aperture itself, out to an infinite distance beyond
it. In the special case of an infinite distance, the Fresnel pattern is the same as the Fraunhofer
pattern. Right next to the aperture, the pattern is essentially the illumination pattern masked by
the aperture. As your observation plane moves farther and farther away from the aperture, it
starts to look less like the aperture and more like the Fraunhofer pattern. This means that in
the Fresnel regime you will have a distance dependence while the Fraunhofer formula does not
provide it because it’s just a Fourier Transform. The larger the aperture is with respect to the
wavelength of light, the closer the Fraunhofer zone will be. In fact in the special case where the
amplitude was gigantic the transmitted light pattern would very quickly be just essentially the
shadow of the hole, no matter how far you were from the hole (for collimated light of course).
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Modelling of the propagation

In order to prove that the sound can be heard because of energy redistribution we wanted to
firstly simulate the propagation of a virtual speckle pattern through the same experimental setup
we had in the lab. The reason for this is because we just wanted to make sure that we did not
hear the sound because of some mistake in the lab that we could not trace but we were actually
supposed to hear the sound.

So we created with Matlab the same experimental setup that we had in the lab. The station-
ary surface that is shown in the experimental set up in Figure 5.13 and the skin were modelled
according to parameters DCC = 40 µm and DSC = 20 µm [150]. A visual representation of
these parameters is given in Figure 5.15.

Figure 5.15: shows the parameters DCC and DSC of the skin. These parameters can be used to
simulate the roughness of the skin.

A coherent green laser beam is focused to a region of 1 mm in the first stationary aluminium
surface (the representation in the simulation of this is shown in Figure 5.16 where "Laser Beam",
is simulated by a gaussian function, the stationary aluminium surface is labelled "Stationary Sur-
face"), it then diffracts following Fresnel model in the near field and then Fraunhofer in the far
field, which is the region where the speckle pattern’s shape is stationary.

To model the speckle pattern created by the interaction of a laser beam on skin-like surface
Fraunhofer propagation will be used because we are interested in the speckle pattern created in
the far field. In this regime we can approximate Fraunhofer equation as the Fourier Transform
of the intensity (proportional to the electric field squared) of the laser beam multiplied by the
skin-simulated surface, which is a phase mask. This results in a speckle pattern in the far field
which is incident on a second surface (now the speckle pattern will be larger because it diverges
with distance) modelled by the skin parameters, however the specific surface configuration is
not shown (in Figure 5.16 the visual of the speckle pattern’s shape at the second surface is la-
belled as "First speckle pattern seen at the stationary surface" and the second surface is labelled
as "Vibrating Surface". This is the vibrating surface).
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In order to simulate the speckle pattern resulting from this first speckle pattern hitting the vibrat-
ing surface once again an approximation to Fraunhofer diffraction will be used and it will just
be a Fourier Transform of the vibrating surface times the speckle pattern.

Since the surface is vibrating in time, and it is the vibration in which the sound is encoded,
the simulation will need to perform this Fraunhofer approximation for all displacements of the
surface. The surface is made to vibrate (shifting left and right - compared to the camera - with-
out loosing shape) at the same frequency as a chirp sound, which is the sound we are trying to
recover in this instance.

An example of a sound retrieved is shown in Figure 5.19 B. This is the amplitude vs time
plot of the sound recording played. For every time frame (moment in time) there is in the graph
an amplitude value which corresponds to a sound amplitude. The vibrating surface was shifted
laterally in space left and right from the origin with an amplitude variation proportional to the
amplitude of the sound. The vibrating surface was made to shift as many times as the number of
time frames in Figure 5.19 B to simulate the response of a surface to sound. This second speckle
pattern upon hitting the vibrating skin, scatters again into a more complex speckle pattern be-
cause each previous speckle of the speckle pattern is giving rise to secondary speckle patterns
which adds and subtracts destructively and constructively with all the neighbouring speckle pat-
terns. Now our second speckle pattern reflected from the skin (which is not actually just one
speckle pattern but there are as many speckle patterns as time frames of amplitudes of sound)
is incident upon the aluminium wall once again (labelled as "Stationary Surface"). After a third
Fraunhofer approximation of the propagation of light, the speckle pattern is finally incident upon
the SPAD. Once again, after the vibrating surface, these new speckle patterns (one for every time
frame), are shifted laterally the one with respect to the other so the simulation with the encounter
with the third surface requires a Fraunhofer approximation between the third surface and all the
lateral shifts of the speckle pattern.

As previously hypothesized, when the full speckle pattern is incident upon the collecting camera
(in the simulation we assumed all the intensity of the initial laser beam reaches the collecting
camera) and the speckle pattern is integrated through time, no sound can be discerned as the en-
ergy is constant over time when all the light is collected. However, when only a smaller window
of the full speckle pattern is captured, the sound can be heard. This demonstrates that it is the
local redistribution of energy to give rise to the sound.

Another important observation is that there is a divergence of the speckle pattern through space.
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Figure 5.16: shows the various final stages of the simulation of the experimental set up shows in
Figure 5.13. a laser beam which is approximated by a Gaussian function (Figure A) is incident
on a stationary surface which has been approximated as a random distributions of roughness in
the x and y direction (Figure B). After propagation the speckle patterns will hit the vibrating
surface (Figure C). Then speckle pattern will then hit the third stationary surface (Figure D and
E). Then it will be collected by the camera (Figure G).

This is shown in Figure 5.17.

Figure 5.17 A shows what the simulated speckle pattern looks like in the Fraunhofer regime
after it has been scattered off the first surface. Figure 5.17 B shows what the speckle pattern
looks like in the Fraunhofer regime after it has been scattered off the second surface and Fig-

Figure 5.17: shows a speckle pattern which increases in size as it diverges.
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ure 5.17 C shows what the speckle pattern looks like in the Fraunhofer regime after it has been
scattered off the third surface. In the Fraunhofer regime, as shown in the previous section about
the energy simulations, the speckle pattern does not change shape anymore however it diverges.
The speckle pattern changes shape once again as it hits another rough surface. This is the reason
why in the figure the speckle sizes become increasingly smaller and the structure more complex
although after propagating the speckle pattern’s total size increases.

We also included in the simulation how the vibrating surface moved with respect to the speckle
pattern at the frequency of various sounds. Then the speckle pattern moved perpendicularly with
respect to the third scattering surface and finally it moved at the same frequency as the sound
with respect to the sensor’s aperture.

We performed two simulations, one in which the speckles size were smaller than the pixels
sizes and one in which they were bigger. In both cases sound was retrieved. Even if the shape
of the speckle pattern completely changes from time frame to time frame, as shown in Figure
5.18, by then using our simple integrating method we managed to retrieve the sound. It was
only when we integrated over the full size of the speckle pattern that the we did not retrieve any
sound. This is because we included the total energy of the speckle pattern, with the assumption
that we were not loosing scattered or absorbed photons anywhere. Thus, since we were collect-
ing the total energy of the system and integrating it through time, we could not detect the energy
redistribution. This confirmed our initial guess that we were able to retrieve sound by detecting
the energy redistribution in a small part of the speckle pattern.

Figure 5.19 B shows what the retrieved sound looks like when it is portrayed in its simplest form
as amplitude versus time for a small window of acquisition of the speckle pattern, while Figure
5.19 B shows again the retrieved sound as amplitude versus time when the all speckle pattern is
considered. The amplitude over time of the latter stays constant as expected because energy is
conserved.

We have tried various methods of how the vibrating surface could have been affected by the
sound, with lateral and transversal shifts and even the case of when the vibrating surface changes
completely between frame to frame. Through integration, no matter how the surface was af-
fected due to sound, the sound could be retrieved.

5.9.1 Optimal Acquisition Method

Hitherto we have seen that it is possible to retrieve sound from light by either tracking the move-
ment of the speckle pattern (in the cases where there is memory effect) or we can retrieve sound
by simple integration which, not only works for the in line of sight regime, but it also works for
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Figure 5.18: shows two speckle patterns obtained from the incidence of a laser beam simulated
by a Gaussian with two mildly rough surfaces. The speckle pattern in the Fraunhofer regime,
if the surface is subject to movement due to sound will produce a change in the shape of the
speckle pattern from frame to frame.

the non line of sight regime and scattering media regime.

In the next two chapters we want to exploit this technique to acquire data from 10 subjects
in a in line of sight configuration, thus we want to check what method amongst these two gives
the best SNR versus distance for the in line of sight acquisition regime. In order to do so we set
up the experiment as shown in Figure 5.19.

Experimental set-up

The experimental setup built to determine the best retrieval method and experimental condi-
tions for recovering sound vibrations from the speckle dynamics is shown in Figure 5.20. A
laser diode (DJ532-40 Thorlabs) is directed towards a thin PTFE membrane which was used to
mimic the skin surface. A fast Basler camera collects the resulting dynamic speckle pattern at a
sampling frequency of 900 Hz. The membrane was actuated by a loudspeaker, which played a
pure tone of 300 Hz.

Method

The SNR was determined as the average amplitude of the f=300 Hz sound spectral peak divided
by the variance of the signal across the whole sampling region 0− f

2 . This was done over a 1
second recording. In order to then check SNR vs distance we acquired different measurements
where we changed the distance from the camera to the vibrating surface to allow to vary a num-
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Figure 5.19: A shows the retrieved sound obtained in the simulation by integrating the speckle
pattern moving due to sound. Because the full size of the speckle pattern has been integrated, as
expected, no sound is retrieved because the total energy is conserved. Figure 5.19 B shows the
sound retrieved from integrating a part of the speckle pattern obtained from the simulation. As
it can be seen the sound has been retrieved because the energy gets redistributed proportional
with the frequency of vibration of the surface which vibrates due to the sound.

ber of parameters that could affect the SNR of both retrieval methods.

First of all, since we have seen both by eye during experiments and through the simulations
with results shown in Figure 5.17 that the speckle average grain size linearly increases with dis-
tance, also the speckle displacement amplitude due to surface vibration increases. On the other
hand the average speckle intensity decreases with distance, which leads to noisier images. The
dependence of the SNR for both methods on the camera-surface distance is shown in Figure
5.21.

Results

Figure 5.21 shows the comparison of the SNR obtained from the sound retrieval with the in-
tegration method versus the tracking method for 7 locations of camera-sensor. The error bars
correspond to the variance across 10 different positions of where the laser hit the scattering sur-
face which in turn generated different speckle patterns configurations (this has also been tested
during the simulations, where, for a small change in position of the laser versus scattering sur-
face, the shape of the speckle pattern changed).

The integration method (red square markers) shows a clear maximum at 60-80 cm. It is roughly
the distance at which average speckle size becomes comparable to the field of view of the cam-
era. At smaller distances the SNR decreases because the statistical fluctuations of the integrated
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Figure 5.20: shows the setup of the auxiliary experiment to determine the relationship between
various parameters to obtain the optimal SNR. The skin vibrations are modeled with a PTFE
membrane actuated by a loudspeaker. The laser used is diode laser (DJ532-40 Thorlabs) and the
camera is a Basler.

intensity tend to flatten out when more speckles get into the field of view, which is a conceptual
limitation of the integration method. In fact, we have shown in the previous section, that if the
full speckle pattern is integrated no sound can be retrieved. At larger distances the SNR becomes
worse because of the drop in the average intensity.

The SNR of the speckle tracking method (blue round markers) almost monotonously drops
upon the surface-camera distance because with bigger speckles there's less distinct features in
the camera images and it becomes harder for the tracking algorithm to calculate the displace-
ment.

As can be seen from Figure 5.21, we achieved the best average SNR with the speckle track-
ing method at a close distance from the surface. This method also showed overall less SNR
variance depending on the speckle realizations. Based on that we have selected it for any further
experiments.

5.10 Conclusion

In this chapter we have shown that we were able to acquire sound from light in a regime which
has been previously unexplored: the non line of sight regime. As mentioned in the chapter, this
is a regime where the vibrating surface is not in direct line of sight of the camera, thus there is
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Figure 5.21: shows the comparison of the SNR vs distance of the sound retrieved with the
tracking method vs the integration method. At each distance we acquired 10 measurements
where in each measurement we changed the laser position with respect to the surface in order to
obtain a different speckle pattern shape and get a statistical view of the results.

no retained memory effect from which to extrapolate the sound. Therefore, in order to recover
the sound, we used a new(at the time we performed these experiments) way to recover sound
from light: integration.

We then simulated the experiments to understand why the simple integration method worked,
and confirmed that it was because of a redistribution of energy from frame to frame. This theory
is proven from the fact that when the full speckle pattern is integrated, no sound is retrieved.

Successively we have carried out an experiment to find which post processing method between
the optical flow algorithm and the integration method gave the best SNR versus distance. We
found that the post processing method which gave the best SNR if many speckles fell upon the
detector in a in line of sight configuration was the optical flow algorithm.

These results allowed us to pick the optical flow algorithm to use as post processing method
for our next two experiments, which consisted of acquiring the reflected speckle patterns from
people's necks in a in line of sight configuration.



Chapter 6

Valve Sounds Heart Assessment with
Machine Learning

In this chapter the heart valve sound signal that we can retrieve with our device will be shown.
We will also show a comparison of what sounds the stethoscope can retrieve from the neck com-
pared to what our device can acquire. We chose the neck as acquisition position because that
was the place the acquisition of heart sound with our device showed the less corruption by noise.

In this chapter we will show a comparison of data acquired with the digital stethoscope at the
chest and neck compared with data acquired with our device from the chest and neck.

We will then train a model with heart sound data acquired from the digital stethoscope and
test the model on a subset of that data to check that it gives a high accuracy. Then we will test
if the model trained on stethoscope data can predict correctly on data acquired with our device.
Therefore we then test the model on data acquired with our device.

6.1 Methods for Heart Sound Acquisition

As described in the previous chapter, we acquired heart sound data contactlessly from non spe-
cific distances by shining a very weak laser ( power less than 4 mW) at the frontal region of
the neck. This is done by manually pointing our device towards the person’s neck and adjusting
where the green visible laser dot falls. An interesting application for future use would be to im-
plement an AI algorithm that automatically finds the neck. The back-reflected speckle patterns
fall a CMOS camera that records at 1500 Hz.

In order for this device to be able to monitor people constantly, maybe as they go on their
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daily lives in their houses, data must be acquired from a body part which is free from clothing
most of the time. Data must also be acquired from a location which is near the heart. Therefore,
to satisfy those two conditions we shone the laser at people’s necks. The reason why heart sound
data must be collected from a region close to the heart is because the high frequencies of the
heart sound are lost the farther away from their site of origin because they dissipate the fastest.
In other words, this means, that at peripheral vessels’ locations almost all the frequencies of the
heart valve sounds will be lost [142]. We acquired heart valve sounds from the base of the neck,
where the high frequencies of the heart valve sounds were not yet dissipated.

The 10 subjects were 10 volunteers whose age ranged between 20 to 30 years old and con-
sidered themselves as healthy. Since this was the first case study that we undertook and COVID
limited movement, we had to work with a relatively small sample size. We asked and obtained
Ethic Approval from the University Ethic Committee (application number 300200122). Volun-
teers signed a form of consent in which it was explained to them why they were taking part on
this experiment, what part they would play in it and what would happen to them during the data
taking process. The form they signed also stated that they gave their consent for this data to be
used in published work and that the data would be anonymized.

The subjects were asked to sit down on a chair and breath normally as we pointed the laser
at the base of their neck. It is possible to see the set up of our device from Figure 6.1. The
volunteers were asked to wear eye protective goggles which stopped a range of wavelengths
which included the one of the laser which was 532 nm. We acquired 4 minutes and 30 seconds
of data. The laser power fell in the range of Class 2M, which is safe for the skin. Visible light
laser power above 500 mW burns the skin.

As it has been described in the previous chapter, when a coherent laser beam is incident upon
a scattering surface the interference of the reflected waves creates a pattern of bright and dark
spots which is called "speckle pattern". The shape of this pattern will depend upon the roughness
of the surface. When the skin vibrates due to blood flowing and carrying the frequencies of the
heart valve sounds the speckle pattern will move in comparison to the skin location it is incident
on. As we have seen, when the tilt of the vibrating surface is small enough and the surface isn’t
deformed by the vibrations, then the speckle pattern’s behaviour follows the memory effect and
it doesn’t change shape but only shifts and such displacement can be tracked with optical flow
algorithms. The optical flow algorithm used to retrieve the 1D signal corresponding to the heart
valve sounds was the Lukas-Kanade algorithm implemented through Matlab.

In order to avoid overfitting, a feature selection algorithm based on the wavelet scattering trans-
form (algorithm which has been covered in Chapter 3) was applied on the data to reduce its
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dimensionality. The scattering transform used feature selection to extract a small selection of
highly predictive features which are stable, robust and highly informative. This method yielded
better results then just applying a CNN, which would have found features tailored to the data.
That is because the dataset was small and as described in Chapter 3, the wavelet scattering trans-
form is tailored to extract sound signal. Then the data was passed to a ML algorithm which was
used to classify it as either healthy or unhealthy.

The code used can be seen in Appendix D.

6.1.1 Experimental Set-Up

The experimental setup is shown in Figure 6.1 A and B. The figure shows our device’s hardware:
a diode laser attached to a Basler camera. The diode laser is a DJ532-40 from Thorlabs. The
laser is directed at the test subject 's neck and the it is focused in an aera of about 5 mm. The
basler camera collects the resulting dynamic speckle patterns at fsamp= 1.5 kHz frame rate. An
objective is placed in front of the camera because otherwise not enough reflected light would
make it to the sensor without having to use excessive laser power which would burn the skin.
The objective has a focal length of 20 mm. The test subjects, while sitting down in a chair and
normally breathing, are asked not to move.

Figure 6.1: A shows the laser diode and the basler camera next to it. The laser points towards
the base of the subject’s neck and the camera collects the diverging speckle pattern reflected
from it. Figure 6.1 B shows a actual picture of the set-up and Figure 6.1 C shows two frames
acquired by the camera of two speckles patterns side by side. As it can be seen, the frames are
almost identical the one to the other, the only difference is a minimal shift whose displacement
is captured by the optical flow algorithm.
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6.1.2 Results

In order to compare our results of the retrieved heart valve sound frequencies with the frequen-
cies retrieved with the stethoscope which is the gold standard for auscultation, we took heart
valve sounds acquired for the Physionet 2016 PCG challenge [155]. The Physionet PCG data
contained heart valve sounds obtained with a digital stethoscope acquired from chest locations
above the heart (locations shown in Figure 2.4). The stethoscope data was obtained from sub-
jects which were either healthy or diseased. Heart sound recordings were sourced from several
contributors around the world, collected at either a clinical or nonclinical environment, from
both healthy subjects and pathological patients. The data was labelled as normal or abnormal
and the frequency of acquisition of this data was 2000 Hz.

Figure 6.3 A shows the retrieved heart valve sounds from one of the Physionet data-sets which
was labelled as belonging to a healthy individual and which we filtered with a bandpass (the
type of bandpass chosen was a Butterworth) filter which allowed frequencies between 30-250
Hz to go through and the results are shown in Figure 6.3 C. As it is possible to see, our retrieved
data appears less noisy. In Figure 6.3 B it is possible to see the same dataset as shown in Figure
6.3 A, but now filtered with a bandpass filter which allowed frequencies from 375 to 1000 Hz
to go through. As it is possible to see, the quality of the heart valve sound signal if only a high
frequency range is considered highly decreases. This agrees with the literature that says that S1
and S2 lie in a frequency range below 200Hz. However as it is possible to see from our data
in Figure 6.3 D, with our proposed method we can retrieve heart valve sound frequencies at a
frequency range which is much higher than what the stethoscope (comparison with stethoscope
data taken from the Physionet 2016 challenge) can retrieve and with a better SNR. Furthermore,
the cardiologists we have been working with have told us they do not acquire S1, S2, S3 and
S4 sounds from the neck because the SNR is too low to make a diagnosis. These claims are
sustained by the fact that the heart sound is attenuated via non linear process as it propagates
towards peripheral vessels. Shi et al [153] has shown what happens to the heart sound recovered
at various points around the body. Once the sound reaches the wrist, only the lower frequencies
(below 30 Hz) are retained. In Figure 6.2 it is shown the frequency content acquired with our
device from the wrist. As it can be seen, the frequency content at the wrist is lower than the
content acquired at the neck. In contrast, our device acquires even the high frequencies of the
heart sound from the neck.

From Figure 6.4 it is possible to see this concept. Figure 6.4 A shows the frequency content of
heart sound data acquired with a digital stethoscope. It can be seen that there is no signal after
around 250 Hz. Figure 6.4 B shows the acquired frequency range of heart valve sounds obtained
from data obtained with our device. As it can be seen there is still a lot of signal past 250 Hz.
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Figure 6.2: shows the frequency content of the heart sound acquired with our device from the
wrist.

In order to compare our results to the results that can be obtained through a stethoscope, we
bought a Thinklabs digital stethoscope. With the digital stethoscope we weren’t able to record
sound from the neck, but we managed to do so with our device. It is possible to see in Figure
6.5 the retrieved sound (shown as samples vs time) retrieved with the digital stethoscope at the
neck. No heart valve sound is discernible.

In Figure 6.5 A we show the retrieved high frequencies of the heart valve sounds
The last thing to notice about the quality of the signal that we can acquire with our method is the
comparison of the amplitude of the low versus the high frequencies of the retrieved heart valve
sound. In Figure 6.3 it is possible to notice that the amplitude of the low frequency range of the
heart sound, which is the orange signal, is an order of magnitude higher than the amplitude of
the high frequency range of the heart valve sound (500-750 Hz) retrieved with our method.
So far we have shown that by collecting and analyzing the movement of the speckle patterns

back reflected from subjects’ necks it is possible to obtain heart valve sounds.
We also shown that our method can retrieve heart valve sounds from peripheral blood vessels
while the digital stethoscope can only acquire heart valve sound signal from specific locations
on the chest.

Finally, we have also shown that it was the first time that a very high frequency range of the
heart valve sound was acquired from the neck.
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Figure 6.3: A shows the heart valve sounds acquired with the digital stethoscope from the chest
location above the heart from a healthy individual. The data-set was taken from the heart valve
sound data which was made available from Physionet 2016 Challenge [155]. The data, acquired
at 2000 Hz, has been filtered with a bandpass that allowed frequencies from 30-250 Hz to go
through. Figure 6.3 B shows the same data-set shown in Figure 6.3 A, but this time the bandpass
filter applied on the original data-set lets only frequencies from 375-750 Hz to go through.
Figure 6.3 C shows the heart valve sound signal acquired from one of our subjects and post
processed with the Lukas-Kanade optical flow algorithm. The signal, acquired at 1500 Hz has
been put through a bandpass filter which only allows frequencies from 30-250 Hz to go through.
Figure 6.3 D shows the same signal set shown in Figure 6.3 C but this time the original signal
set went through a bandpass filter which allowed only frequencies from 375-750 Hz to pass
through.

Furthermore, from Figure 6.7 it can be seen that there is not much difference between the heart
sounds acquired when the volunteers where asked to breathe normally during acquisition vs
when they were asked to hold their breath. Therefore, for a matter of comfort we decided to
acquire data while the volunteers breathed normally even if there was slightly more noise in
the data. Furthermore, no motion adjustments to the signal is needed when the subjects breaths
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Figure 6.4: shows a comparison of the frequency content obtained from taking a Fourier Trans-
form of data taken with a digital stethoscope (Figure 6.4 A) versus data taken with our device
(Figure 6.4 B). As it can be seen, the frequency range of the heart valve sounds lie between
0-250 Hz for data acquired with the digital stethoscope, with no frequency content above that
level. While for the data acquired with our device the frequency content extends beyond 250
Hz.

during acquisition.
In the next sections we will show the utility of this newly retrieved heart valve sound high

frequency range signal in heart health assessment and biometric authentication.

6.2 Heart Health Assessment Through Heart Valve Sounds

As we have discussed, there is a newly renovated interest in diagnosis through heart valve sounds
which was born with the development of the digital stethoscope and advanced sensing tech-
nologies. To diagnose patients'heart condition, cardiologists have access to electrocardiograms,
chest X-rays, ultrasound imaging, MRI, Doppler techniques, angiography, and transesophageal
echocardiography. These diagnostic techniques require a cardiologist’s visit and are expensive,
the examination time is long and so are the waiting lists. Phonocardiography is a cost-effective
method which records the sounds the heart makes. Many heart diseases cause changes in heart
sounds before other symptoms appear.

However, auscultation is not widely used as a diagnostic technique because it requires con-
siderable training and it relies on the hearing abilities of the clinician. Furthermore results are
qualitative in nature and not reproducible [154], that is because through manual auscultation, the
accuracy of the results is based on the experience of the doctor which makes a choice through
analysis of the tone and intensity of the heart sounds. Furthermore, even experts in this disci-
pline could only predict pathology correctly 70% of the time [157]. Therefore, the reason to
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Figure 6.5: A shows the heart valve sound retrieved at the base of the neck with the Thinklabs
digital stethoscope. Figure 6.5 B shows the heart valve sound acquired with our method and
postprocessed with the Lukas-Kanade algorithm and fast wavelet transform.

move to computer-aided detection techniques for heart sound analysis and classification is to
obtain quantized parameters out of the signal which will be a more reliant and stable approach
to classify heart diseases.
In the next sections I will present a method to use the heart valve sounds acquired with our de-
vice from 10 volunteers to assess their heart condition. The classification will be binary where
the output can be either normal if the person is healthy or abnormal if the person is unhealthy.
Before feeding the data to a machine learning algorithm to perform the binary classification, the
data went through some post processing methods to decrease the dimensionality of the problem.
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Figure 6.6: shows in orange the full frequency range of the heart valve sound retrieved with our
method and in blue the high frequencies of the heart sound, a 500 Hz highpass filter was applied
to the signal shown in orange.

6.2.1 Heart Sound Denoising

Heart valve sound signals are usually coupled with sources of noise such as background noise,
power interference, breathing or lung sounds, and skin movements in the surrounding environ-
ment [158]. The most common methods for heart valve sound denoising are wavelet transform
(WT) [159, 198], total variation (TV) [161–163] and empirical mode decomposition (EMD)
[166, 171]. Because successful diagnostic accuracy is reliant on the quality of the signal, de-
noising is essential. Here I will give a brief description of how these three denoising methods
work:

• Wavelet Denoising:
Chapter 3 is dedicated to this item. But to briefly summarize, wavelet denoising consists
of three steps: decomposition, thresholding and reconstruction.

The signal is firstly decomposed with wavelets and then the desired decomposition level
is chosen. Then coefficients can be tresholded and finally the inverse wavelet transform is
used to retrieved the signal in the time domain.

In order for this process to yield optimal results, careful consideration, which will de-
pend on the characteristics of the signal at hand, care must be given to the parameters
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Figure 6.7: A shows subject 1 heart valve sounds acquired while the subject breathed normally.
Figure B shows heart valve sounds acquired from the same subject while they weren’t breathing.
Figure C and D show the same process for a different subject.

chosen. One must choose the proper wavelet family, decomposition level and tresholding
method. As we have exposed in Section 3.1.1, the choice of the wavelet family depends on
what kind of decomposition is needed. Because we need to perform feature extraction, we
need a wavelet family which extracts closely spaced features, and because we also want
to denoise the signal, we want to pick an orthogonal family so that energy is conserved.
Therefore the best wavelet family to use is the Daubachies.

• Total Variation Denosing:
This approach aims at preserving the sharp edges of the signal by minimizing a cost func-
tion.
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In this approach we consider the signal as x(t) perturbed by some noise so that the sig-
nal plus noise is y = x(t)+λ and the goal is to minimize the function (x(t)− y(t)2dt +

λ (ẋ(t))2dt. By forcing the derivative of the function x to be small, you impose smooth-
ness [167].

• Empirical Mode Decomposition (EMD):
EMD is a method to decompose data in order to obtain components which help under-
stand features of the data. EMD allows to process non-linear and non-stationary data.
EMD does not have a predefined basis like Fourier Transform and fast wavelet transform
do, the basis system is dictated by the data.

This method aims to represent the signal as a superposition of functions called Intrinsic
Mode Functions (IMFs). These functions sample the signal at different scales/frequencies.
The summation of all modes will return the energy of the original data.
This IMFs are found by assuming that the characteristics of the signal are found by the
time-lapse between the maxima points of the signal. Then an envelope is fitted to the
maxima and minima points. Then the mean envelope is found by averaging the previously
found envelope functions. Then this function is subtracted from the original data. This
is the first IMF. EMD method decomposes a signal into a set of IMFs that are made of
single-frequency components. These function that represent the signal at different scale
are derived from the signal [168].

6.2.2 Heart Sound Segmentation

Segmentation of heart valve sound is performed either on the raw or denoised signal and it is
usually done in order to capture only one full heart beat per segment. This means cutting the
signal from the beginning of S1 to the end of S2.

6.2.3 Heart Sound Feature Extraction

We then perform feature extraction on the denoised signal. This is done so that only a small sub-
sample of important features of the signal are passed to the classifier. Classification on features
is much more effective than classification on the raw signal because even deep learning models
don’t know which part of the signal to look at if it is full of irrelevant data (for situations were
the training set is much smaller than the number of degrees of freedom) and shallow learning
methods such as SVMs would never be able to find the best hyperplane amongst disordered fea-
tures. A good example of why feature extraction is crucial is shown in Figure 3.6 which shows
that it is much easier to classify the signal once the features have been extracted.

Common methods for feature extraction of PCG signal are the wavelet scattering transform
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and Mel Frequency Cepstrum Coefficient (MFCC).

• Wavelet Scattering transform.
The wavelet scattering transform has been discussed at length in chapter 3. This method
relies on using an operator which is invariant to various translations and additive noise
of the signal and extracts invariant features to these mutations of the signal which are
intrinsic to the signal.

• Mel Frequency Cepstrum Coefficients.
In order the acquire the MFCC coefficients the first step is to make an assumption that on
short time scales the audio signal doesn’t change much. Then we take the power spectrum
of these short segments of the signal (the power spectrum is determined using fast Fourier
Transform then taking the square of the magnitude component). Then we want to cluster
this power spectrum in bins where we sum up all the components in a bin together so to
check how much energy exists in various frequency regions. This is done with the Mel
filterbank. The first filter is very narrow and gives an indication of how much energy exists
near 0 Hz. And then all other bins enclosing higher frequency ranges are checked as well
until an estimate of how much energy is present in each bin is obtained. The next step is
then to take the logarithm of the energy in each bin. This is done because human hearing
works in a non-linear fashion: we don’t hear loudness on a linear scale. Then we take the
Discrete Cosine Transform (DCT) to decorrelate the energy values of the bins [169].

6.2.4 Feature Selection

Feature selection is the process of reducing the number of variables when there are several input
variables. This process can reduce the computational complexity of the problem and yield better
results.

There are two main types of feature selection techniques: supervised and unsupervised.

• Unsupervised.
These methods do not use the target variable to select features.

• Supervised.

These methods take in consideration the target variable.
There are different methods to do this [170, 171]:

• a) Wrapper.
This method searched for the best performing subsets of features.



CHAPTER 6. VALVE SOUNDS HEART ASSESSMENT WITH MACHINE LEARNING121

• b) Filter.
This method makes a selection of the features based on their relationship with the target
variable.

• c) Embedded.
These method uses algorithms that perform automatic feature selection during training.

6.2.5 Classification

The goal of classification is to train a model to be able to classify unseen heart valve sound data
as either belonging to an healthy or to an unhealthy individual. Classification algorithms that
can be used are Naive Bayes, K-nearest neighbor, Support Vector Machine and deep learning
methods.

6.3 Devised Proposed Method for Heart Health Assessment

As we first analyzed the data of acquired from our 10 volunteers we noticed that one subject’s
heart valve sound had different shapes than those of the other subjects. The comparison of this
subject’s heart sound to the heart sound of another random subject in the group can be seen
in Figure 6.8. Compared to the heart sounds of all the other test subjects in our study, which
presented an S1 and S2 sounds, as shown in Figure 6.8 A, the test subject whose data is shown
in Figure 6.8 B presented also an S4 and S3 peaks before and after all S1 and S2 peaks in all
data set obtained from this subject.

After referring to the subject the results of our experiment, the subject went to see a GP and a
cardiologist that confirmed that the subject presented with a heart disease, specifically, the sub-
ject’s heart valve sound also had an abnormal S4 sound.

Given that our group of subjects contained the heart sound of one person which presented a
pathology we decided to see how our data-sets of each subject would be labelled (either normal
or abnormal) when the training dataset was the one obtained from the 2016 PhysioNet/CinC
Challenge. In 2016 PhysioNet/CinC launched a challenge aimed to develop algorithms for the
classification of heart valve sounds acquired from different people with the aim to establish if
the subject had a heart problem.

The Heart valve sound recordings which composed the 2016 PhysioNet/CinC dataset were
sourced from several contributors around the world and collected at either a clinical or nonclin-
ical environment from both healthy and unhealthy subjects. These heart valve sound recordings
were collected from different precordial locations. In both training and test sets, heart valve
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Figure 6.8: A shows the data acquired from one of our subject whose data only presented S1
and S2 heart sounds. Figure 6.8 B shows the data acquired from one of our subjects which also
presented S3 and S4 peaks along all the S1 and S2 peaks for the data we acquired.

sound recordings were divided into two classes: normal and abnormal (which depended on
whether the heart valve sound recording belonged to a healthy or to an unhealthy subject). The
subjects whose heart valve sounds were labelled as unhealthy typically had heart valve defects
or coronary artery disease (CAD). The number of normal vs abnormal heart sound recordings
was unbalanced given that the number of normal recordings was greater than the number of
abnormal recordings. The recordings were acquired both from adults and children and were
sampled at 2,000 Hz. The recordings were corrupted by noise. This was due to the fact that
these recordings were acquired in uncontrolled environments and noise sources were such as
talking, stethoscope motion, breathing and intestinal sounds. These are all important considera-
tions to take into account when building the algorithm.

In the next sections we will show the method that we devised to classify these heart valve sounds
in the normal vs abnormal class and then we will show the accuracy of our devised method by
testing on a previously unseen subsample of the dataset. Finally, we will how the algorithms
classifies the data acquired with our method.

6.3.1 Data Acquisition 2016 PhysioNet/CinC dataset

The 2016 PhysioNet/CinC dataset consists of 3829 recordings, 2575 from healthy subjects and
1254 from unhealthy subjects. Each recording is 10,000 samples long and is sampled at 2 kHz,



CHAPTER 6. VALVE SOUNDS HEART ASSESSMENT WITH MACHINE LEARNING123

which corresponds to a segment of 5 seconds. The dataset was found on a GitHub repository
and it had to be downloaded. There were two files, one which contained the heart valve sounds
and the other which contained the respective class labels.

6.3.2 Post-processing and Feature Extraction for 2016 PhysioNet/CinC
dataset

For classification problems it is possible at this stage to segment the signal in order for each
dataset to contain only one heart valve sound. However this step wasn’t taken as it wasn’t nec-
essary, the classification yielded good results with the 5 seconds long datasets.

The next step, since the datset contained more normal sets than abnormal sets was to dupli-
cate some of the datasets so to obtain an equal number of signals in the normal and abnormal
classes. This duplication, commonly called oversampling, is one form of data augmentation
used in deep learning [173].

The next step consisted in passing the data through a high pass filter which removed all fre-
quency content below 40 Hz and kept the rest. The reason for doing this is that the data acquired
with our device contained noise in the frequency range up to 40 Hz, therefore, since the goal
was to compare our data to the Physionet data, we needed to make the data sets equal in content.
This meant that since we needed to remove low frequencies from the data acquired with our
device, we needed to remove this frequency range from Physionet data as well.

The next process applied on the data was feature extraction. Through Matlab a wavelet scat-
tering transform algorithm was applied on the data (structure and functionality of this operator
are described in Chapter 3). The hyperparameters of the algorithm were tuned in order to obtain
optimal results. It is to be noted that the most important hyperparameters to be tuned are the
the number of wavelet transforms (filter banks) to be used. The filter banks used were [16 8
1] which means that the first wavelet filter bank has 16 wavelets per octave, the second 8 and
the third 1. For the given scattering parameters, from our input of 3446 testing sets of 10000
samples each, a 375-by-5-by-12540 matrix. There are 375 non-zero scattering paths and five
scattering windows for each of the 3446 signals. The actual number of paths for each layer of
the scattering three are 138, 4308, and 7000 respectively. However as we have seen in Chap-
ter 2, not all paths are non-zero. The wavelet scattering algorithm subdivides each signal in
a determined number of scattering windows and then applies the wavelet scattering transform
to each window, that is why from an input of 3446 x 10000 we obtain an output of 375x5x12540.

At this stage the set should be divided in a training a testing set, we partitioned the data 90% of
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the sets to train the algorithm and 10% to test it.

6.3.3 Classification for 2016 PhysioNet/CinC dataset

In order to pass the exracted features to the SVM classifier (SVM used to perform binary clas-
sification -normal, abnormal- on the Physionet data first), we had to reshape our output into
a 62700-by-375 matrix where each row represents a single scattering window across the 375
scattering paths. We have just multiplied the number of samples times the number of scattering
windows. Now, since we have 5 times more data sets per each sample, we need to replicate the
labels.

It is now possible to find a good model to classify our data with. At first a few different models
were tested on the training and testing data and the results are shown in Table 6.1

Algorithm Testing Accuracy

STM 99 %
LSTM 93 %

K nearest neighbours 78 %
Naive Bayes 68 %

Table 6.1: shows the accuracy results obtained on stethoscope test data with different classifi-
caiton algorithms.

Since the SVM and LSTM algorithms were the ones that yielded the best results they were the
ones we chose to use going forward.

At first we tried a few algorithms (results shown in Table 6.1) to check which one gave the
best results, we tried with an SVM and an LSTM algorithm. The SVM algorithm obtained an
accuracy of 99% while the LSTM algorithm obtained 92 %. Furthermore the LSTM algorithm
took much longer to train than the SVM. The former took more than 2 hours while the latter just
a few minutes so that was the motivation which led to the choice of the SVM.

For the SVM algorithm we used a quadratic polynomial kernel. After fitting the SVM to the
training data, we performed a 2-fold cross-validation to estimate the generalization error on the
training data. The loss of the algorithm is 0.9 %. Since the loss is very low, we can determine
that the model performs well enough. The confusion matrix of predicted versus true labels is
shown in Figure 6.9.
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Figure 6.9: A shows the confusion matrix of the predicted vs true class of the classification of
the 2016 PhysioNet/CinC training set. Figure 6.9 B shows the confusion matrix of predicted vs
true labels of the classification of the 2016 PhysioNet/CinC dataset testing set.

6.3.4 Testing with the Data Set Acquired with our Device

Now that we have tested on the training data, we want to test the accuracy of the algorithm on
the data acquired with our device, specifically, we want to test it on the data acquired from our
10 test subjects. This type of classification will mean the algorithm is robust because we are
comparing two different types of data. One type is acquired with a digital stethoscope placed
on the chest and the other with our device which relies on a laser, a fast camera, post processing
and the data is acquired at the base of the neck of the subjects.

If the classification works this would also show that our acquisition method produces data which
is very similar to the kind of data that is acquired with the stethoscope on the chest area.

For proof of concept, initially we played recordings of normal and abnormal heart sounds taken
from the Thinklabs digital repertoire in an experimental set-up whose layout is shown in Figure
5.9 A. Before passing the data to the normal/abnormal classification algorithm we performed
some tasks:

• Rescale the data to -1 to 1 to match the amplitude range of the training data.

• Resample the data, which was acquired at 1500 Hz to 2000 Hz to match the sampling
frequency of the training data.

• Segment the signal to 10000 samples, which is the same size of the sets of the training
data.

• Pass the data through a high pass filter at 40 Hz.
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• pass it through the wavelet scattering transform.

At this point the data was fed into the algorithm to predict the class.

An example of what normal and abnormal recordings look like is shown in Figure 6.10. These
recordings were acquired by playing heart valve sounds from a speaker to a vibrating surface
and post processing the reflected speckle patterns acquired with a Basler. This was done as
proof of concept that the classifier worked properly. The algorithm correctly classified both the
normal and the abnormal sets correctly. This gave us confidence that the algorithm was equally
well suited to classify data acquired with our device from the neck although it had been trained
on data acquired with a digital stethoscope from the chest. This fact is quite remarkable because
it meant our algorithm could be used to classify data that was slightly dissimilar to what it was
trained with. In machine learning, the goal is to have an algorithm which is trained on data
and then can be used on data which is slightly different otherwise it would be useless. The fact
that the algorithm could correctly classify heart valve sound data acquired from two different
methods was a very good sign that the algorithm worked well.

Figure 6.10: shows the amplitude vs time of three data sets acquired with our device with the
set-up as shown in Figure 5.9. From the speaker heart valve sounds from healthy and unhealthy
patients were played, which were acquired from the ThinkLabs digital repertoire. Figure A and
B shows the unhealthy heart valve sounds. Figure C shows healthy heart sounds.

The next step consisted in testing the algorithms on data that we had acquired with our device
from subjects’ necks. In Table 6.2 it is possible to see the results of the binary classification
obtained when we tested the algorithm with the data acquired with our device from the neck of
10 test subjects.

For each subject we tested 10 data sets of 5 seconds each. As it can be seen from the results, for
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Subject Normal Abnormal

1 20 % 80 %

2 100 % 0 %

3 90 % 10 %

4 80 % 20 %

5 100 % 0 %

6 100 % 0 %

7 90 % 10 %

8 100 % 0 %

9 100 % 0 %

10 100 % 0 %

Table 6.2: shows the results of the binary classification of heart valve sounds obtained with our
device from 10 test subjects. Each subject had 10 data sets of 5 seconds each being tested. The
total for all subjects were 100 data sets. The table shows how many sets out of the 10 for each
subject were classified as normal vs how many as abnormal.

9 subjects the algorithm classified the data sets as being normal. But for 1 subject the algorithm
classified the data as being abnormal. The data from this subject has been shown in Figure 6.8
where the abnormal heart valve sound acquired with our device is shown. The test subject went
to be tested and it was confirmed that his heart valve sound was abnormal because he presented
with an S4 sound. As shown in Figure 6.8 B, it is in fact possible to see the subject’s S4 sound,
confirming that our device’s results matched the medical expert’s.

6.4 Conclusion

In this chapter we have shown that we can retrieve heart valve sounds remotely and that our
device allows us to acquire the high frequencies ranges of the heart sound from people’s neck
with a better SNR than the stethoscope can. We have also shown that the high frequencies of the
heart sound allow to diagnose heart conditions in a cheap and reliable manner.

We have also shown that machine learning algorithms, aided with feature extraction tools can
be used to use this acquired heart valve sound data to make predictions of cardiovascular health.

A tool that can acquire heart valve sounds remotely and use the data to make predictions on
people’s health can be used, for example, in intensive care units, where the time of action is
limited and critical. Such a device could be used for constant non contact and more precise
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monitoring of the heart condition and then make predictions of when the patient’s cardiovascu-
lar status is deteriorating through classification algorithms, such as those that have been shown
in this chapter and even provide clinicians with relevant information such as how much time
they have to make a decision before the situation brings to a fatality with regression algorithms.



Chapter 7

Valve Sounds Authentication with Machine
Learning

Person authentication is used in the security domain where one needs to prove their identity. Tra-
ditional authentication methods range from inserting a password or showing an ID document,
(knowing a piece of information or possessing a token) however these methods are not perfect
as a password can be forged or forgotten and an item stolen. Other authentication methods rely
on behavioural traits of people such as gait and signature. These methods too are not always
accurate as these traits can change over time.

Thus the rise in interest in authentication through biometric traits. Biometric systems are more
reliable because they cannot be lost or forgotten, they are much more difficult to forge, share,
and distribute. Some examples of biometric traits that can be used for authentication include fa-
cial and iris structure [175]. However, such traits can be modified through contact lenses and by
wearing make up. Thus the reason for using the heart valve sounds as biometric trait for authen-
tication: it cannot be forged. It has been also proved that heart sounds have highly distinctive
characteristics from person to person, therefore it is suitable for human recognition [192].

In this chapter we will discuss common traits used for biometric authentication, compare the
performance of these traits against heart valve sounds and then show our results obtained by
using heart valve sounds as a biometric trait for authentication. We will demonstrate that by re-
trieving by including the high frequencies of the heart valve sounds, one can obtain better results
compared to using only the low frequency range of the heart valve sound.

7.1 Biometric Authentication Review

Biometric authentication is a sub-field of people identification which deals with identifying indi-
viduals based on their physiological parameters. Biometric authentication systems are employed

129
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for two different purposes: verification and identification of individuals. In the former case a
user’s provided identification data is compared to stored data of that person. In the latter, called
identification mode, the system validates an individual by comparing their data to that of all
other users in the database for a match [177].

The first recorded evidence of biometric authentication comes from 14th century China. Chinese
merchants used to acquire fingerprints through ink for identification purposes.

Authentication methods are needed to give access to specific services only to the right individ-
uals who should access those services. Authentication methods are a way to not allow hackers
to gain unauthorized access into systems [178]. The use of human characteristics for biomet-
rics provides authentication for different kind of systems. Thanks to the incessant technological
advances, nowadays biometric authentication can be divided in several classes [179]:

• Physiological:
These methods rely on some form or another on the shape of the body. People can be
identified through their face, hand, iris or fingerprint structure, etc.

• Behavioral:
These methods of identification rely on the behavior of a person. People can be identified
through their hand writing, dynamics of voice or emotions.

• Cognitive:
Cognitive biometrics relies on identifying people through the response of the brain to
stimuli.

We will now give a brief overview of physiological biometrics.

7.1.1 Fingerprinting

Optical Fingerprints Sensors

The most commonly used fingerprint scanners are optical and solid state sensors. Figure 7.1
shows a schematic of an optical sensor that acquires fingerprints. This device works by frustrated
refraction over a glass prism. As it can be seen from Figure 7.1, there is a transparent prism on
which a light source is shone through. The configuration of the prism is such that total internal
reflection of the light takes place. When a finger is placed or the prism, some of the light is not
reflected but absorbed, this is called frustrated total internal reflection [180].

Optical devices for fingerprints acquisition do not work under sunlight, certain types of fingers
and consume a lot of power. That is why other methods have been developed. Below we will
discuss them.
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Figure 7.1: shows the set up of an optical fingerprint device. A light source goes through a
prism and is totally reflected to fall upon an image sensor which can be a CCD or CMOS. When
a finger is placed on the top of the prism some of the light is absorbed due to frustrated total
internal reflection and this change in intensity produces the image.

Capacitance Fingerprints Sensors

The human body is filled with conductive electrolytes (minerals that carry an electric charge).
The capacitance fingerprints sensor is made up of many parallel plate capacitors which store
charge. The capacitance formula is

C = ε0εr
A
d

(7.1)

where C is the capacitance, ε0 is the permittivity of free space, εr is the dielectric constant, d
is the separation between the electrodes, and A is the area of each electrode [181]. Figure 7.2
shows the schematic layout of a capacitance fingerprint sensor device. The image shows that
the valleys and ridges of the finger have different distances from the capacitor sensors, which
are placed next to each other. The different distance changes the capacitance. This happens
because the finger has a different dialectric constant than the medium between the electrodes.
The finger can change the dialectric constant although it is not in the middle of the capacitor’s
plates because of the evanescent fields emanating from the capacitor.

The advantages of the capacitance fingerprint sensor technologies is that they have low power
consumption and work for almost everyone. The drawbacks are vulnerability to strong external
electrical fields [181].
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Figure 7.2: shows a capacitance fingerprint sensor. The ridges and valleys of the skin, which
touch the small sensors, change the capacitance of the sensors.

7.1.2 Face Recognition

Another biometric trait that can be used for authentication is the shape of the face. Using faces
as biometric authentication method yields less precise results than using other biometric traits
such as iris or fingerprint. Part of the reason is that faces can be modified with cosmetics, surg-
eries, disguises, lighting, etc [182].

Face recognition is performed with machine learning algorithms. In 2016 Facebook developed
Deepface, an algorithm which can automatically recognize faces almost as well as the human
eye can [183]. When using machine learning algorithms, which is the preferred method for au-
thentication systems, the standard procedure is to first detect whether there is a face or not. The
following steps consist in feature extraction and classification. These are the steps that Facebook
and showed in their paper. They used 4000 different people’s faces to train the algorithm and a
nine layer deep neural network for classification.

7.1.3 Iris Recognition

This authentication method relies on the iris as biometric trait. The iris is the colored part which
surrounds the pupil in the eye. Iris patterns are unique and can be obtained through video. In
each iris is embedded a structure featuring a combination of characteristics known as corona,
crypts, filaments, freckles, pits, furrows, striations and rings [184]. One of the challenges of
using the iris as a means to authenticate people identity is that the iris must first be found inside
the image. Popular methods for iris recognition inside an image include taking the derivative
of the image to check the location of the edges between the iris and the sclera (white part of
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the eye) [185]. The next step is to align the acquired iris pattern with other iris patterns in the
pre-existing database so to make a comparison of similarity.

7.1.4 Other Physiological Biometric Identification Techniques

Hand Geometry Recognition

These techniques rely on the geometry of hands as a biometric trait. In [186] they proposed a
method consisting of the use of an office scanner for the acquisition of digital images followed
by post-processing of these images by contouring the outline of the hand and then the use of a
multilayer neural network based classifier for the authentication of individuals.

Retina Geometry Recognition

The blood vessels’ pattern of the retina has been used as a biometric trait for authentication. The
configuration of the vasculature remains unchanged throughout one’s lifetime and the pattern
is unique for each person. There are some clinical conditions which may produce vasculature
changes, however these affect the pattern only at terminal stages of the disease [187]. The benefit
of using the retina’s vasculature pattern is that since it lies behind the eye it is very difficult to
forge compared to other traits which are much easier to forge, such as fingerprints. [188].

Ear Shape

Ear shape is a very reliable biometric trait for authentication because of its stable structure, which
varies little with age [190]. In order to segment ears in acquired videos one common technique
is called edge orientation pattern matching. This technique relies on using a prepared pattern
template to search for the ear in the image. This allows to find the edges and the orientation of
the ear [191]. The next steps are those commonly used for biometric authentication techniques
in general: feature extraction and classification.

7.1.5 Behavioural Biometric Traits

Now we will discuss behavioural biometric traits.

Voice Recognition

Although the voice is a physiological trait because every person has a different pitch which
is dependent on sizes of lungs and oral cavity and nasal cavity etc., voice is classified as a
behavioral trait for authentication because these are traits acquired from an action that a person
has to take. For voice recognition a person has to speak to a sensor, thus taking an action, and
the person can change the tone or cadence of their voice at will [192].
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7.1.6 Signature Recognition

The way a person signs their name is a characteristic of the individual and can be used for au-
thentication.

Other behavioural traits include gait and keystroke.

7.1.7 Cognitive Biometric Traits

Brain response to visual stimuli acquired through the ElectroEncephaloGram (EEG) signals
have been used as a mean of biometric authentication. The authors of the study [193] claim that
this is a very robust method of authentication because the individual’s brain brain response to
visual stimuli cannot be forged.

7.1.8 Comparison of chosen physiological and behavioural metrics

Figure 7.3: Radar plots showing the comparison of how different traits work for the purpose of
authentication.
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In the field of authentication, in order to assess whether a given trait is suited for the task of
authentication, the trait is rated upon 7 metrics. Some traits and their respective scores based
on these metrics are shown in Figure 7.3. This is a radar plot where the score of each metric is
represented by the colored area of the metric. The seven metrics are universality, uniqueness,
permanence, measurability, performance, acceptability, and circumvention. Universality means
that each person should possess it. Distinctiveness means that it should aid in the distinction
between any two people. Permanence means that it should not change over time. Collectability
means that it should be quantitatively measurable. Performance means that the identification
should yield efficient results with respect to speed, accuracy and computational requirements.
Acceptability refers to the willingness of people to have trait used. Circumvention means the
system should be robust to malicious identification attempts [194].

As it can be seen from the graph, ECG, face and iris yield the highest score for a few met-
rics, making them the best biometric candidates. PCG as a biometric does not fare particularly
well compared to other biometrics, but it is deeemed acceptable for these reasons: it can be col-
lected non-invasively, it can only be acquired from a living human body and most importantly,
PCG is praised because it is impossible to forge or steal as other authentication methods can.

7.2 Comparison of Low vs High Frequencies of Heart Valve
Sound for Biometric Authentication

As we have seen from the previous two chapters, we have shown our device can acquire an
higher frequency range of the heart valve sound than what the digital stethoscope can acquire.
We have also discussed how, traditionally, biometric authentication has been carried out with
heart valve sound data acquired with the stethoscope. However biometric authentication through
PCG acquired with stethoscopes, generally has not given good results in terms of performance
mostly due to collectability problems. This is because the quality of the sound depends on sub-
jective factors such as how much pressure a clinician applies on the stethoscope and the size
of the patients along with other factors which can introduce an error in the acquisition of heart
valve sounds.

We will now test heart valve sounds acquired with our device as a method for biometric classifi-
cation, because not only we can acquire a higher frequency range than the stethoscope can, but
our method also gives better results in terms of SNR.

The first test that we carried out was to see which frequency range of the heart valve sound
is better suited for biometric authentication since we can retrieve higher frequencies than the
stethoscope can, we wanted to test if this was an advantage for people authentication purposes.
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In order to test this we needed to filter the heart valve sounds frequencies in low and high fre-
quency ranges to test which range would give the best classification results. The choice of filter
for this task was a Butterworth filter. In the next section it will be explained why this is the best
choice of filter for this task.

7.2.1 Filter Comparison

There are different linear filters designs which can be chosen according to the requirements of
the problem. The elliptic filter is used in applications where a very fast transition between the
passband and stopband frequencies is required. This filter in fact provides the fastest transition
of any type of filter, but at the cost of having gain ripples in both passband and stopband.

Since in order to separate the high frequencies from the low frequencies we want to use a high-
pass and lowpass filter, a filter which has ripples in the passband is not good to use because it
would give skewed results given that when using for example a low pass elliptic filter the rip-
ples in the high frequency band would still let some (although lower in amplitude) of the high
frequencies through thus it would not be possible to make a fair comparison as to whether the
people authentication problem is best to be solved with the low vs with the high frequencies of
the heart valve sound [195].

Chebyshev filters have a less steep passband and stopband than an elliptic filter which means
that they have less ripples. The Butterworth filter has the less steep descent at stopband and
passband however it has no ripples. It has a flat transition band [196]. This can be seen from
Figure 7.4.

The goal now is to try to classify 10 test subjects from their heart valve sounds acquired with
our device. Since our device can acquire frequencies of the heart valve sound which lie in a
higher range than the stethoscope can, we want to test if this range of frequencies yields better
authentication results. In order to do so we need to properly separate the high from the low
frequencies, and the fairest way to do this is to use a Butterworth filter because as we have just
seen, this filter does not contain ripples in the stopband.

7.2.2 Data Acquisition

For the experiment of people classification through their heart sounds, we used the data which
was acquired for the classification of healthy/unhealthy individuals. So, as described in the
previous Chapter, we have acquired data from 10 test subjects, where 4 minutes and 30 seconds
of data was acquired from each subject during one session. This data’s purpose was to train
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Figure 7.4: shows the shape of various linear filters. As it can be seen, the Butterworth filter
has the least rapid descent but then it does not contain ripples in the stopband as compared to all
other filters which have a steeper descent but then have ripples (although of very low amplitude)
in the stopband.

the algorithm. Then during another session a few days later, 30 seconds of data were acquired
from each subject. Once again the laser was pointing towards the neck of the subjects and the
experimental set up for data acquisition was the same as the one described in section 6.1.

7.2.3 Post Processing

The data from the 10 test subjects was acquired at a frequency of 1500 Hz. The first post pro-
cessing step was to apply a level 1 bandpass Butterworth filter to filter our data into different
frequency ranges. Because the acquisition frequency was 1500 Hz, the maximum acquired fre-
quency bin which contained frequency information was 749 Hz. We then used the Butterworth
bandpass filter to test the classification accuracy which different frequency ranges would yield.
One training set contained frequencies in the range 30-740 Hz, another 100-740 Hz, 200-740
Hz, 400-740 Hz and finally 5-250 Hz, the frequency range which is acquired with the stetho-
scope. This implied we had five training sets, one with the low frequency content of the heart
valve sound (5-250 Hz), range that the stethoscope acquires, and 4 others with the high fre-
quency content of the heart sounds, which, to the best of our knowledge, we are the first ones to
retrieve.

The frequency range between 5-250 Hz is the range of frequencies which can be acquired with a
stethoscope belonging to the sounds the heart valves make as they close. The stethoscope cannot
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acquire heart valve sounds in higher frequency ranges than about 300 Hz, although it can acquire
heart murmurs of higher frequency ranges from the neck or chest, it cannot retrieve heart valve
sounds from the neck. Therefore the frequency range containing frequencies between 400-750
Hz is a new range of heart valve sound frequencies which has never been used for biometric
authentication as it is the first time, to the best of our knowledge, that it has been retrieved from
subjects’ necks.

The next steps in post processing consisted of signal normalisation and segmentation. Since
we didn’t want to keep our test subjects for too long while we acquired data from them, we only
acquired 4 minutes of data. Subsequently we divided our 4 minutes of acquisition for each sub-
ject into time intervals of 2.5 seconds so that we ended up with 108 training sets for each subject.
This was used as training data. The 30 seconds of data acquisitions obtained the following day
went through the same pre-processing and we ended up with 12 testing sets for each of the 10
subjects. We used this data as our testing data.

Successively, since the reflected speckle pattern increases in size proportionally to the distance
it travels, the displacement of individual speckles caused by the heart mechanical vibrations also
increases. Thus the distance between the subject and the camera plays a significant role in the
amplitude of the sound retrieved from the optical flow algorithm. Since the subjects were placed
at a distance range between 90 and 110 cm from the camera, in order to remove the amplitude
bias (which would mean that if a subject was closer than another to the camera, the amplitude
of the sound of that first subject would be much lower than the amplitude of the subject farther
away from the camera) given by the distance, we rescaled the signal between -1 to 1.

7.2.4 Feature Extraction

In the feature extraction step we used a wavelet scattering network (working principles of this are
described in Chapter 3) to extract features of our audio signals which are stable to variabilities
caused by time-warping deformations. We did this because in classification problems the goal
is to group similar signals in the same class, but the problem is that real life signals, even when
belonging to the same class, have dissimilarities between each other, thus making the signals im-
possible to classify through a simple Euclidean norm. In contrast, by extracting stable features it
is possible to disregard signal deformations and only obtain coefficients which are intrinsically
representative of the signal even when the signal is deformed by additive noise, translations,
dilations, rotations, etc (as properly explained throughout Chapter 3). At the end, the extracted
coefficients will allow to group signals belonging to the same class closer together [74].

Furthermore, although as described in Chapter 3, a CNN’s first layers are the equivalent of
the wavelet scattering transform, the dataset was too small for a CNN to appropriately choose
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the correct filters. This concept is best illustrated in Figure 7.5. The architecture of our wavelet
scattering transform, which resembles the physiological processing method used by the cochlea
(thus proving its efficiency in dealing with audio signals) uses three filterbanks. The first one
contains 8 wavelets per octave. The second one contains 4 wavelets per octave and the third one
contains 1. The number of total nodes at each layer are then shown in the architecture structure
next to each layer. Figure 7.5 shows the structure of the scattering transform we used. This
figure is also included in my published work [197].

Figure 7.5: shows on the left the architecture of the scattering transform. The signal is convolved
with 1076 filters in the first layer, 690 in the second and 56 in the third. We train the SVM with
the outputs of the scattering transform of the third layer. Figure 7.5 a shows the heart sound
data from the different data sets of the 10 test subjects. As it can be seen from the t-SNE, the
sets belonging to different individuals are not grouped together. After the data goes through the
scattering transform the data sets within the same class are clustered together (Figure 7.5 b).
This figure has been included in my published work [197].

We then used the outputs of the third layer to train our SVM model. In Figure 7.5 (a) it is shown
the raw data represented through a t-SNE. As it can be seen, that there is no real distinction
between the classes (each class represents data from a different subject). But the coefficients
obtained after the signal goes through the network are very well grouped into classes, as shown
in Figure 7.5 (b). By looking at Figure 7.5 (a) and (b), it is possible to see that there are more
data points in Figure 7.5 (b) than in (a). This is because for each initial input signal, there will
be 4 new signals containing invariant coefficients.
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7.2.5 Classification

Once we extracted features with the wavelet scattering transform which grouped signals within
the same classes close together, we were able to obtain high classification accuracy by using an
SVM. The hyperparameters used were a 3th degree polynomial kernel, which was found to give
optimal results. The model was trained using 2-fold cross validation. 3-fold up to 10-fold cross
validation was also tested, but the accuracy improved only by 3% total and it took from 3 to 30
minutes longer to train the algorithm, therefore a 2-fold cross validation was chosen.

The code that has been used to filter the signal, perform feature extraction and classification
in included in Appendix E.

7.2.6 Results

To test this model, we used the testing data, whose acquisition and pre-processing has been de-
scribed in the previous sections. It is important to note, that since, as described in the feature
extraction section, we obtain 4 outputs signals of coefficients for each input, in order to get a
true classification output, we take the mode of the 4 outputs labels for each signal. To say this in
other words, since from the last layer of the scattering network we obtain 4 sets of coefficients
for each input data set, in order to classify an original now that 4 sets of coefficients have been
extracted from it, the set will be classified as belonging to a particular person if 3 sets out of the
4 have been classified to that person.

Since our goal in this section was to check whether the low or high frequency range of the
heart sound yielded the best results, we trained the same algorithm and performed the same pre-
processing on the data as described in the previous sections. The only change was the frequency
range that the Butterworth filter let through.

As mentioned, we trained the SVM with data which has been filtered at different frequency
bands. The classification accuracy of the frequency band that the stethoscope can acquire is
shown in Figure 7.6 5-250 Hz. This frequency range yields an accuracy of 59%. The confusion
matrix shown shows the results of the test sets of the 10 subjects labelled 1-10. At the intersec-
tion between the predicted class and true class lies the number of sets ( out of 12 testing sets
per each subject) that the algorithm classified correctly. The testing sets for which the predicted
class does not match the true class, thus those which have been incorrectly classified, lie outside
the diagonal.

The frequency range 30-740 Hz yields 48% accuracy. The frequency range between 100-740
Hz gives an accuracy of 77%. The frequency range between 200-740 Hz yields an accuracy of
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Figure 7.6: shows the confusion matrix results obtained when the SVM was trained with the
frequency range of the heart valve sounds which can be acquired with a stethoscope above
the chest (5-250 Hz). The numbers on the diagonal represent the percentage of sets that were
correctly classified while off diagonal the ones that were misclassified. The legend next to each
column and row, P1 to P10 is an abbreviation to signify results from person 1 to person 10 and
for each row there are the results of the specified subject. The other confusion matrices show
the results when different frequency ranges are used. As it can be seen, the classification done
with the frequency range that the stethoscope can acquire is compared with the frequency ranges
30-740, 100-740, 200-740,400-740 Hz. The frequency range which correctly classifies the most
sets is the one between 200-740 Hz.

89%. The frequency range between 400-740 Hz gives an accuracy of 84%.

It is important to reiterate that, to the best of our knowledge, this was the first time that classi-
fication of heart valve sounds was carried out by using this kind of high frequency range of the
heart valve sounds to train a machine learning algorithm.

The confusion matrices have entries where there is a correctly or incorrectly predicted value
for a given person. The values range between 0 and 12 on the rows because 12 is the number of
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total testing sets available from each subject. The accuracy results show that the best frequency
range to perform authentication with is the one containing frequencies between 200-740 Hz.
This results show that the high frequencies should be used in people classification because they
allow to obtain better accuracy results.

Although these results are good, we wanted to increase the accuracy of people identification
through heart valve sound through better feature extraction and post processing methods.

In the next sections we will show that we can improve and show the techniques which allow
to do so.

7.3 Improving the accuracy of biometric authentication through
wavelet filters

Once again the steps taken to perform biometric authentication were: database acquisition, post
processing, feature extraction and finally classification. In the next sections we will go into
depth into each one of these stages. The main difference compared to the results shown in the
previous section will be to use wavelet filters in the post processing step to improve the classifi-
cation accuracy.

7.3.1 Database Acquisition

The data used for this task was the same used in the previous section. The data was acquired
from 10 test subjects where 4 minutes and 30 seconds of data were acquired from each subject
during one session. This data’s purpose was to train the algorithm. Then during another session
a few days later 30 seconds of data were acquired from each subject, this data was used for
testing. Once again the laser was pointing towards the neck of the subjects and the experimental
set up for data acquisition was the same as the one described in section 6.1.

7.3.2 Post Processing

After acquiring the signal, the first step was to use an optical flow algorithm so to obtain the
heart valve sound from the videos of the reflected speckle patterns. In order to achieve this we
used the optical flow algorithm. We used an objective in front of the camera to retrieve as much
light as possible with the least amount of laser power so as to not irritate the skin of the test
subjects but also so that it would be eye safe. The laser power was 0.4 mW.

The objective also allowed us to capture many speckles, which made the optical algorithm the
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Figure 7.7: A is a diagram of the steps of the algorithm for biometric authentication described
in the previous sections. One of the steps requires filtering with a bitterworth filter. Figure 7.7
B is the same as 7.7 A but now instead of using a Butterworth filter, wavelets filters are used.

best post-processing method, as compared to when only one speckle falls on the camera, where
the best post processing method consists in simple frame integration.

The next few steps in post processing are as follows:

• Mallat Algorithm (Fast Wavelet Transform).
The signal was denoised using wavelets. It has been shown wavelets are well suited to
denoise PCG signal [198].

Compared to the short time Fourier Transform, which returns the time-frequency con-
tent of a signal with a constant frequency and time resolution due to the fixed window
length, wavelets allow for a multi-resolution analysis because they can be scaled and di-
lated (see full explanation in Chapter 3).

The first level detail coefficients are retrieved using Mallat's Algorithm, also known as
the fast wavelet transform, which in the first stage, divides the signal into high frequencies
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and low frequencies from f to f
2 and from f

2 to 0. In the next stage it will divide the low
frequencies into high frequencies and low frequencies again and so on. This concept has
been explained in Chapter 3 in depth and a representation of what this signal decomposi-
tion looks like is shown in Figure 7.8.

The first level D1, shows the high frequencies of the heart valve sounds (amplitude vs
time), from 750 to 375 Hz (f to f

2 ). As it can be seen from Figure 7.8, at this level the
signal is very well located in time.

In the second level, D2, there are the frequencies ( f
2 to f

4 ) from 375 Hz to 187 Hz. In
this band the frequencies are not as well localised in time as they were in D1, it can in fact
be seen that they span a larger part of time.

The other levels follow the same logic, with D3 being f
4 to f

8 etc and the heart valve
sounds gets less and less localised in time.

Figure 7.8: Decomposition of the signal with the Mallat algorithm (fast wavelet transform).
The signal is decomposed in various levels with wavelet filters. The first level contains the
frequencies from f

t o f
2 , the second level contains the frequencies of the signal from f

2 to f
4 and

so on for all other levels.

The number of decomposition levels obtained through this passage can be chosen as re-
quired. Choosing the decomposition level which contains the most signal and the best
SNR depends on the sensor acquisition frequency and the parameters of the experiment.

We will perform biometric authentication using the signal decomposed in various levels
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of the fast wavelet transform. We will provide the results of the classification algorithm
when this is trained with the first decomposition level versus when we train it with the
second and third decomposition level.

• Choice of Wavelet.
Because the continuous Wavelet Transfrom is too computationally intensive, we used the
discrete wavelet transform (DWT) to extract the first level detail coefficients. In order to
denoise the signal we used a Daubechies 2 wavelet because for feature extraction we want
a wavelet with low vanishing moments and we want to choose an orthogonal wavelet (see
Chapter 3 for more details). A Daubechies wavelet is also similar to the filter used by the
cochlea in our ears, this shows it’s a type of filter well suited for sound signals. The more
a wavelet resembles the signal, the better it can denoise it. This is because the wavelet is
convolved with a section of the signal and the degree of correlation between the wavelet
and signal section is calculated. Then the wavelet is shifted and the process repeated.
Then the wavelet is scaled, placed back at the beginning of the signal and the a process
repeated.

• Tresholding Method.
Wavelets are not coherent compared to the noise, thus the convolution with noise will
result is small coefficients while the convolution with the signal will result in big co-
efficients. After retrieving these coefficients, the low ones, attributed to noise, can be
removed. A suitable threshold can separate the noise, low coefficients, from the signal,
high coefficients. Then the signal is reconstructed through inverse reconstruction (IDWT).

There are different thresholding techniques, such as hard or soft thresholding. We found
no significant difference in the thresholding method used.

• Amplitude rescaling and signal Segmentation.
After a coherent laser light hits a scattering surface, the resulting speckle pattern diverges
as it spreads. This means that the individual speckles increase in size with distance and
the distance between speckles also increases. Accordingly, the later displacement of indi-
vidual speckles caused by the heart mechanical vibrations also increases, thus the distance
between the subject and the camera plays a significant role in the amplitude of the sound.
Since the subjects were placed at a distance range between 90 and 110 cm from the cam-
era, in order to remove the amplitude bias given by the distance, we rescaled the signal
between -1 to 1. Then we divided our 4 minutes of acquisition for each subject into time
intervals of 2.5 seconds therefore we ended up with 108 training sets for each subject.
The 30 seconds of data acquisitions obtained the following day went through the same
pre-processing and we ended up with 12 testing sets for each of the 10 subjects. The
signal is finally sub-sampled by 2 so as to reduce the amount of data given to the classifi-
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cation algorithm.

7.3.3 Feature Extraction

In order to reduce the dimensionality of the problem and extract invariant features we used the
wavelet scattering transform again.

7.3.4 classification

We used an SVM for classification. The hyperparameters used were a 3th degree polynomial
kernel, which was found to give optimal results. The model was trained using 2-fold cross vali-
dation.

7.3.5 Results

As it can be seen from Figure, the best results are achieved when the first level detail coefficients
are used to train the algorithm. These are frequencies ranging from 375-750 Hz. The accuracy
decreases when the second level detail coefficients are used to train the algorithm, these fre-
quencies go from 187 to 375 Hz. The third level detail coefficients yield the worst results. This
frequency band contains frequencies between 93 Hz to 187 Hz.

As it can be seen, the results obtained when the algorithm is trained with the first level de-
tail coefficients of the wavelet transform, the accuracy is better than when a simple Butterworth
filter was used.

It would be interesting to test what the accuracy would be if the first and second level detail
coefficients were to be summed so to span a frequency range from 187 Hz to 750 Hz which
would make a good comparison to the frequency range tested with the Butterworth filter (200-
750 Hz) which yielded the best results with that filter. This could be a continuation of this
work.

7.4 Conclusion

Since our method acquires the high frequencies of the heart valve sound from the neck with a
better SNR than the stethoscope can we have tested which frequency range gives the best people
classification accuracy. In order to do this we used a Butterworth filter, which is appropriate
for the task because it doesn’t have ripples in the stopband, thus undesired frequencies are com-
pletely removed.
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Figure 7.9: shows the confusion matrices obtained by using respectively CD1 (750-375 Hz,
Daubechies 2 wavelet filters), CD2 (375-187 Hz) and CD3 (187-953 Hz).

We found out that the best frequency range to perform authentication is the range from 200-
750 Hz.

We have then tried to improve the accuracy by using wavelet filters at the post processing stage
to clean the signal. We decomposed the signal into separate levels and tested which level gave
the best accuracy. The first level detail coefficients (375-749 Hz) gave the best classification
accuracy, which was better than the accuracy obtained with the Butterworth filter.

The overall conclusion to be drawn from these results is that our devised laser method for heart
sound acquisition gives better SNR than the stethoscope can, especially at frequencies above
300 Hz.



Chapter 8

Conclusion and Future Directions

In this thesis I have presented a non-contactless device which can acquire heart valve sounds
remotely and a complimentary software which, with computational methods, feature extraction,
analytical methods and machine learning can be trained on the acquired heart valve sound data
to asses cardiovascular health and perform biometric authentication.

Part of the inspiration for this thesis has been the work of Dr. Eric Topol, who has pioneered
individualised medicine, which has been described by the National Academy of Sciences as
âĂIJtailoring of medical treatment to the individual characteristics of each patient". There is
a digital transformation taking place in the NHS and in healthcare in general which aims to
constantly collect, as Dr. Topol sustains, " a panoramic of biologic data and relevant medical
information" from the individual in order to provide the most targeted treatment possible [199].
Fundamental to individualized medicine is analysing an immense amount of diverse biological
data sets and extract only the relevant information to make diagnosis. This is the job of the
software. The software I devised uses the work of the French mathematician Stéphane Georges
Mallat to extract only the relevant bits of information from a large amount of heart sound data.
Then machine learning algorithms are used to make decisions on the patient’s health and to per-
form biometric authentication.

The work of this thesis aims to take a small step forward towards the implementation of indi-
vidualised medicine with remote monitoring for data collection and diagnosis through artificial
intelligence.

The second chapter lays down the information about the anatomy of the heart, the mechanical
processes which produces the heart sounds, the illnesses that can affect it and what mechanical
changes these illnesses would produce. Each illness induces a different sound, and it is upon
this premise that the remote sensing device and complimentary software were devised.
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The third chapter goes into depth about describing the wavelet scattering transform, an algo-
rithm developed by Dr. Stéphane Mallat, which has been used in the software to extract the
invariant features of the heart sounds and reduced the dimensionality of the problem. This
procedure allowed the machine learning algorithm to perform classification with high accuracy
despite the dataset being small compared to the number of degrees of freedom. Without this
algorithm the ML classifier obtained only 20 % accuracy, while the accuracy reached over 99%
once the wavelet scattering transform was applied to the data before this was fed to the ML
classifier. This implies that for small datasets with a high number of degrees of freedom, com-
putational methods can be used to manipulate the data before feeding it to ML algorithms in
order to increase the accuracy of the classifier. It is also of interest to note that the wavelet
scattering transform served a dual role in this thesis. For the classification problem of distin-
guishing healthy from unhealthy individuals, the wavelet scattering transform served to pick out
the most important features of the signal, while for the problem of biometric authentication the
wavelet scattering transform most important purpose was to reduce the dimensionality of the
problem. The problem of successfully building a ML classifier which obtains high accuracy
with small datasets is of utter importance in my current field of work in the NHS where, despite
the immense amount of data collected, there are still many reasons why in many instances there
is not enough data to use to train ML models. Instances of this can be clinical trials with new
techniques are tested on a small cohort of patients or a hospital cures a diseases which is rare in
occurrence and datasets need to be individually labelled by the clinicians. When gathering more
data is not a viable option, the ML is likely to incur is over-fitting the test data and thus not being
a reliable predictor of unseen data. In this thesis some methods to work with small datasets have
been used: from feature engineering to feature extraction to using models which perform better
with small datasets.

The fourth chapter provides a brief introduction to machine learning. It delivers an overview
of the principles, algorithms, and applications of machine learning from the point of view of
modeling and prediction. It includes concepts such as classification, linear regression and sup-
port vector machines by supplying the basic ideas and intuition behind modern machine learning
methods and laying out the basics as to how, why, and when these models work. Most impor-
tantly, this chapter provides the physical interpretation of the Support Vector Machine model, an
algorithm which works well with small datasets, which has been used to perform both assess-
ment of healthy vs unhealthy individuals and for biometric authenticaiton.

The fifth chapter has given an introduction to Laser Doppler Vibrometry techniques, describ-
ing how sound data has been recovered from light. Our main personal contribution to this topic
is the relationship between what post processing technique to use depending on the distance
between the camera and the reflecting surface. Our research delves into different post process-



CHAPTER 8. CONCLUSION AND FUTURE DIRECTIONS 150

ing techniques that can be used on the reflected light data to extract the sound. In this chapter
we showed that by simply summing all the pixels in every frame of the collected video of the
scattered light it is possible to recover sound with a high SNR if the camera is close to the reflect-
ing surface, while if the camera is farther away from the reflective surface, a machine learning
tracking algorithm is preferable. This concept can also be summarized in a different way: if the
speckle size is similar or larger than the sensor size, then integration will yield the best SNR,
while if the speckle size is much smaller than the sensor size, then a tracking algorithm will
produce a better SNR. These findings have served to set up the experiments described in the
sixth and seventh chapters. In fact, since the subjects were placed at one meter from the camera,
and we used very low laser power to avoid possible damage to eyes and skin, an objective to
collect light had to be used. The objective in front of the camera brings us in the regime where
the speckles’ size is much smaller than the detector size. Our findings then directed us to choose
to post process the data with a tracking algorithm.

The sixth chapter describes how we used our laser-based device to collect data from our co-
hort of tests subjects, the nature of the data, how we post processed it and finally the machine
learning algorithm used to classify the data into an healthy and unhealthy category. A major
problem for small datasets in overfitting. In this chapter we describe the implementation of the
feature extraction algorithm presented in chapter 3. The wavelet scattering transform is used on
the data to extract the stable and most representative features of the signal, thus vastly reducing
the dimensionality of the problem and allowing to avoid overfitting. An SVM classifier is then
applied to the data to make the healthy vs unhealthy prediction. What is worth noting from
our results is that we first trained the Machine Learning model on heart sound data acquired
with a digital stethoscope applied on the chest of the patients. The model was then tested on
a previously unseen subset of this same data, providing accuracy results above 99%. Then the
algorithm was also tested on the data acquired with our laser-based device from the neck of the
subjects. Surprisingly, the algorithm could still recognize healthy from unhealthy individuals.
Furthermore the SNR of the data acquired with our device is higher than the SNR obtained with
the digital stethoscope.

In the final chapter we use the data collected with our device to perform biometric authenti-
cation. We also compare which frequency ranges of the heart sounds yield the best accuracy.

Now I work in the Clinical Scientific Computing team at Guy’s and St Thomas’ hospital, which
is dedicated to bring the NHS into this digital transformation era to develop people, policies and
platforms for digital health. With the support and permission of my new employer I have applied
to the NHS Topol Fellowship and the Wellcome/EPSRC Centre for Medical Engineering fund-
ing. The goal is to test the limitations and potential of this device, which allows the detection of



CHAPTER 8. CONCLUSION AND FUTURE DIRECTIONS 151

cardiac dysfunction long before the heart begins to fail. Therefore there could be opportunities
to transform care (delivered by clinicians or enabling remote patient self-management) by:-

• Screening people with risk factors (eg: hypertension or diabetes) to detect cardiac dys-
function.

• Monitoring people with CV disease for early detection and prevention of heart failure.

• Guiding management of congestion (key to wellbeing prognosis) in patients with heart
failure.

Thanks to the connections of the Clinical Scientific Computing team it will be possible to im-
plement collaborations between different cardiology clinics to:-

• Further develop laser diagnostic technology (LDT), to create a miniaturised, portable de-
vice that can be easily deployed (10x10 cm2 box containing a 0.5 mW eye-safe laser and
a camera).

• Determine the feasibility of identifying, or excluding, cardiac dysfunction and congestion,
by LDT compared to echocardiography and cardiac biomarkers, in a cohort of patients
with a broad range of cardiovascular risk factors (eg: diabetes and hypertension) and
established cardiovascular disease (eg: prior myocardial infarction, heart failure and valve
disease).

• Verify the diagnostic between-visit reproducibility, sensitivity and specificity of LDT.

• Use machine learning and neural networks trained on existing stethoscope data, to verify
the robustness of heart sound detection and classification.

• Identify other potential areas for clinical research using LDT, for instance arterial rigidity
and arterial flow turbulence.

Once enough data will be collected it will be easy to implement the software thanks to platform
such as AIDE and XNAT which will, respectively, facilitate deployment of AI software and al-
low the easy anonimization of patient data. If the results of the clinical trials will be promising,
the software and complimentary device might be implemented in the NHS and eventually for
home remote monitoring.



Appendix A

Interpretability Study on the LSTM Algo-
rithm Used in Chapter 6 to Classify Healthy
Vs Unhealthy Heart Valve Sounds

Our collaborator, Ms Yola Jones, explored the interpretability of the LSTM algorithm which
was used to predict healthy vs unhealthy heart valve sounds acquired with a digital stethoscope.
As explained in Chapter 6, in the feature extraction step, from the PCG sound some features
which are invariant to various translations are obtained. These relevant features make it so that
from a signal of around 8000 samples we are left with an order of magnitude of features of 350
features per sample. However, Ms Yola Jones discovered that the LSTM was not looking at
all these 350 features per signal, rather it was focusing on the first few and last few features of
each signal. In fact she discovered that when cutting out the middle features for each sample
in the test set (basically setting the middle values to 0 to) this is what happened to the model’s
accuracy:

• Cutting out the middle 60 % reduced model accuracy by less than 1 %

Cutting out the middle 80 % reduced model accuracy by less than 5 %

• Cutting out the middle 85 % reduced model accuracy by less than 5.5 %Ãź

Now, to illustrate this concept, one can look at figure 1 which shows the variance of the
features of the training set for normal and abnormal subjects and the variance of the features in
the testing set for normal and abnormal subjects. In the graph it is also plotted the importance
given to the features by the LSTM algorithm. From this graph the fact the algorithm gives more
importance to the first few and last few features makes sense because these are the points where
there is more variance between normal and abnormal features sets, and since there is the most
variability, then the algorithm can pick these points to make predictions.
This test proved that the algorithm is making choices by looking at the right features.
This is an important test which could be shown to clinicians to prove that the algorithm, although
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Figure 1: shows the variance of the features of the testing and training sets of normal and
abnormal heart valve sounds acquired with a digital stethoscope. In the graph it is also shown
the feature importance given by the LSTM algorithm to the various features’ points.

it is a black box, is making choices based on decisions which we can support and understand
thus giving more credibility to the outputs provided by the algorithm.



Appendix B

List of possible maladies which can affect
the heart

sound amplitude and ECG Type of Murmur outlook of altered heart
valve sound

Systolic Supravalvular aortic
stenosis murmurs: a
left ventricular obstruc-
tion above the aortic
valve produces this
murmur which has a
crescendo-decrescendo
configuration.

Systolic Aortic valvular stenosis
murmurs: this murmur
is caused because af-
ter S1 the left ventric-
ular pressure rises but
the stenotic aortic valve
doesn’t open correctly.

Table 1: shows heart sounds variations due to different diseases. Figures adapted from [48].
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sound amplitude and ECG Type of Murmur outlook of altered heart valve
sound

Systolic Acute mitral regurgitation
murmur: this murmur can
have many causes but it’s
usually due to severe dam-
age to the mitral valve,
which causes blood flowing
backwards.

Systolic Tricuspid regurgitation mur-
murs: this murmur is die to
ventricular dilation.

Systolic Subvalvular aortic stenosis
murmurs: this happens when
there is a left ventricular out-
flow obstruction below the
aortic valve and it produces
a murmur with a crescendo-
decrescendo configuration.

Systolic Mitral valve prolapse mur-
murs: the murmur is caused
by a prolapsed mitral valve

Table 2: shows heart sounds variations due to different diseases. Figures adapted from [48].
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sound amplitude and ECG Type of Murmur outlook of altered heart valve
sound

Diastolic Normal pressure pulmonic
valve murmurs: this mur-
mur is caused when the pul-
monary artery diastolic pres-
sure is too low thus blood
flows backwards.

Diastolic Early diastolic aortic regur-
gitation murmurs: due to
aortic pressure exceeding the
left ventricular pressure at the
beginning of diastole which
causes the blood to back-
wards across an the aortic
valve. This turbulent blood
flow produces the murmur.

Diastolic Mid diastolic aortic regurgi-
tation murmurs: caused my
the blood flowing backwards
across the mitral valve.

Diastolic Mitral stenosis murmurs: this
happens because of a scarred
and calcified scar which then
ceases to function normally.
The murmur is produced by
rapid, turbulent blood flow
through a rigid, narrowed mi-
tral valve opening.

Table 3: shows heart sounds variations due to different diseases. Figures adapted from [48].
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sound amplitude and ECG Type of Murmur outlook of altered heart valve
sound

Continuous Cervical venous hum mur-
murs: this is caused by
rapid downward blood flow
through the jugular veins in
the lower part of the neck.

Murmur from
aortic tilting-disk

A problem with the aor-
tic tilting-disk valve mani-
fests through a murmur has a
crescendo-decrescendo con-
figuration.

Murmur from
aortic prosthetic
ball-in-cage valve

Dysfunction of an aortic ball-
in-cage valve prosthesis com-
monly causes the aortic open-
ing and closing clicks to al-
most not be heard. It also
causes murmurs.

Murmur from
aortic bileaflet
valve

Aortic bileaflet valve mur-
mur: the murmur has a rough
or harsh quality.

Table 4: shows heart sounds variations due to different diseases. Figures adapted from [48].
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sound amplitude and ECG Type of Murmur outlook of altered heart
valve sound

Murmur from
aortic porcine
valve

A problem with the aor-
tic porcine valve pros-
thesis may cause a dias-
tolic murmur.

Murmur from mi-
tral ball-in-cage
valve

Dysfunction of a mitral
ball-in-cage can mani-
fest through a holosys-
tolic murmur which in-
dicates mitral regurgita-
tion.

Table 5: shows heart sounds variations due to different diseases. Figures adapted from [48].
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Retrieval of Sound from Speckle Patterns
Simulation Code

1 %% gaussian input

2 sigm =1000; %now this is in microns (beam size = 2.35 sigma)

3 N1 = 1024; %resolution

4 rng1 = 40000; % and this as well (field of view)

5 xx1 = linspace(-rng1,rng1,N1);

6 yy1 = linspace(-rng1,rng1,N1);

7 [X,Y] = meshgrid(xx1,yy1);

8 gaussian = exp(-(X.^2+Y.^2)/(2*sigm^2));%THIS LINE PRODUCES A ...

GAUSSIAN SHAPED LASER BEAM

9 figure, imagesc(gaussian)

10

11 %%

12

13 %first_wall

14 continuos_phaseshift = zeros(N1);

15

16 av_grain_size = 200; %average bump size in microns

17 Nh =35; %this parameter controls the disorder => max frequency in the ...

FT spectrum of the wall profile

18 wx = pi/(Nh*av_grain_size);

19 wy = pi/(Nh*av_grain_size);

20

21 for a = 1:Nh

22 for b = 1:Nh

23 continuos_phaseshift =continuos_phaseshift+(rand()-0.5)*\\

24 sin(a*X*wx+(rand()-0.5)*2*pi).

25 *sin(b*Y*wy+(rand()-0.5)*2*pi); %RAND FUNCTION USED TO ...

SIMULATE FIRST WALL

26 end

27 end

28

159
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29 rz = 10;

30 smooth_first_wall = rescale(continuos_phaseshift,-rz,rz);

31 imagesc(abs(smooth_first_wall))

32

33 %% speckle pattern from the first wall

34

35 rescale_factor = 10; %improve the resolution to resolve the fresnel ...

fringes

36 gaussian_big =imresize(gaussian,rescale_factor);%gaussian;%

37 figure,imagesc(gaussian_big)

38 smooth_first_wall_big = imresize(smooth_first_wall,rescale_factor);

39 %smooth_first_wall;%

40 figure,imagesc(abs(smooth_first_wall_big))

41

42 lambda=0.5;

43 z = 100000;

44

45 N2 = length(gaussian_big);

46

47 xx2 = linspace(-rng1,rng1,N2);

48 yy2 = linspace(-rng1,rng1,N2);

49

50 [FX,FY]=meshgrid(xx2/(lambda*z),yy2/(lambda*z));

51

52 u=fftshift(fft2(fftshift(((gaussian_big).*exp(1j*

53 (smooth_first_wall_big+pi*(FX.^2+FY.^2)*(lambda*z)))))));

54 %THIS LINE PERFORMS THE 2D FT BETWEEN THE GAUSSIAN SHAPED BEAM AND ...

THE SIMULATED WALL AND IT INCLUDES THE TRASNFER FUNCTION H, WHICH, ...

AS STATED IN THE FORMULA IS e^(jkz)*e[-i*pi*yz(fx^2+fy^2)]

55 figure,imagesc('XData',xx2,'YData',yy2,'CData',abs(u))

56

57

58 freq_nyquist = 0.5/(2*rng1/N2);

59 rng2 = lambda* freq_nyquist*z;

60 xx02 = linspace(-rng2,rng2,N2);

61 yy02 = xx02;

62

63 u_small_res = imresize(u,0.05); %reduce back the resolution to ...

improve speed and for the FT

64 clear u

65 clear gaussian_big

66 clear smooth_first_wall_big

67 N3 = length(u_small_res);

68 figure,imagesc('XData',xx02,'YData',yy02,'CData',abs(u))

69 %%

70 %%SECOND WALL--
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71 [X,Y] = meshgrid(linspace(-rng2,rng2,N3),linspace(-rng2,rng2,N3));

72 continuos_phaseshift1 = zeros(N3);

73

74 av_grain_size = 200; %is change: average bump size in microns

75 Nh =35;

76 wx1 = pi/(Nh*av_grain_size);

77 wy1 = pi/(Nh*av_grain_size);

78

79

80 for a = 1:Nh

81 for b = 1:Nh

82 continuos_phaseshift1 ...

=continuos_phaseshift1+(rand()-0.5)*2*sin(a*X*wx1+

83 (rand()-0.5)*2*pi).*sin(b*Y*wy1+(rand()-0.5)*2*pi);

84 end

85 end

86

87 second_wall = rescale(continuos_phaseshift1,-27,27);

88

89 figure,imagesc('XData',xx02,'YData',yy02,'CData',abs(second_wall))

90 %% SECOND SPECKLE

91 %making some chirp sound

92 Ns = 1000;

93 fs = 10e2; %sampling frequency 20 KHz bc we want to reach max vocal ...

sound.

94 t = 0 : 1/fs : 1;

95 y = chirp(t,110,10,15*110);

96 sound(y,fs)

97 y1=rescale(y,-1,1);

98

99

100 z0 = 100000;

101

102 vibration_amp = 100;

103 sec_sp_resized_crop = ...

imresize(zeros(Nsec_sp,Nsec_sp),(z0-vibration_amp)/z0);

104 sp_min_sz = size(sec_sp_resized_crop);

105 sec_speckle = zeros([sp_min_sz,Ns]);

106

107

108

109 xx3 = linspace(-rng2,rng2,N3);

110 yy3 = linspace(-rng2,rng2,N3);

111

112 for i=1:1000

113 z = z0 + vibration_amp*y1(i);
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114 [FX,FY]=meshgrid(xx3/(lambda*z),yy3/(lambda*z));

115 sec_sp_initial = fftshift(fft2(fftshift(abs(u_small_res)

116 *exp(1j*((angle(u_small_res))+

117 (second_wall+pi*lambda*z*(FX.^2+FY.^2)))))));

118 sec_sp_resized = imresize(sec_sp_initial,z/z0);

119 sp_cur_size = length(sec_sp_resized);

120 Nt = 1+floor((sp_cur_size-sp_min_sz)/2);

121 sec_speckle(:,:,i) = ...

sec_sp_resized(Nt:Nt+sp_min_sz-1,Nt:Nt+sp_min_sz-1);

122 %place the image in the center of a bigger zero padded array.

123 sec_speckle(:,:,i) = ...

sec_speckle(:,:,i)./sum(sum(abs(sec_speckle(:,:,i))));

124 % added abs inside the sums

125 i

126 end

127 %%

128 % sec_spec_resolved = imresize(sec_speckle,4);

129 % soun=rescale(abs(sec_spec_resolved(:,:,:)),-1,1);

130 summ = sum(sum(soun,1),2);sound(squeeze(summ),1000)

131

132

133 summ = squeeze(sum(sum(abs(sec_speckle(:,:,:)),1),2));

134 sound(rescale(summ,-1,1),1000);

135 %%

136 sound(rescale(squeeze(abs(sec_speckle(250,250,:))),-1,1),1000);

137 %%

138 figure()

139 subplot(1,2,1)

140 plot(squeeze(abs(sec_speckle(250,251,1:100))))

141 hold on

142 plot(squeeze(abs(sec_speckle(250,250,1:100))))

143 plot(squeeze(abs(sec_speckle(249,250,1:100))))

144 plot(squeeze(abs(sec_speckle(250,253,1:100))))

145 plot(squeeze(abs(sec_speckle(248,251,1:100))))

146 plot(squeeze(abs(sec_speckle(247,253,1:100))))

147

148 subplot(1,2,2)

149 plot(summ)

150 %%

151 freq_nyquist = 0.5/(2*rng2/N3);

152 rng3 = lambda* freq_nyquist*z;

153 xx3 = linspace(-rng2,rng2,N3);

154 yy3 = xx3;

155

156 figure,imagesc('XData',xx3,'YData',yy3,'CData',abs(sec_speckle(:,:,100)))

157
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158

159

160 %% Third speckle

161

162 thi_speckle = zeros(size(sec_speckle));

163

164 z = 100000;

165

166 xx3 = linspace(-rng3,rng3,N3);

167 yy3 = linspace(-rng3,rng3,N3);

168

169 [FX,FY]=meshgrid(xx3/(lambda*z),yy3/(lambda*z));

170

171

172 for i=1:1000

173 thi_speckle(:,:,i) = fftshift(fft2(fftshift(abs(sec_speckle(:,:,i))

174 .*exp(1j*((angle(sec_speckle(:,:,i)))+(second_wall+pi*lambda*(z)

175 *(FX.^2+FY.^2)))))));

176 thi_speckle(:,:,i) = ...

thi_speckle(:,:,i)./sum(sum(abs(thi_speckle(:,:,i))));

177 % added abs inside the sums

178 i

179 end

180

181

182 % soun=rescale(abs(thi_speckle(200,200,:)),-1,1);

183 summ = sum(sum(soun,1),2);sound(squeeze(summ),1000)

184 % thi_spec_resolved = imresize(thi_speckle,4); %this is very slow

185 %%

186 summ1 = squeeze(sum(sum(abs(thi_speckle),1),2));

187 sound(rescale(summ1,-1,1),1000);

188 %%

189 sound(rescale(squeeze(abs(thi_speckle(250,250,:))),-1,1),1000);

190 %%

191 figure()

192 subplot(1,2,1)

193 plot(squeeze(abs(thi_speckle(250,251,1:100))))

194 hold on

195 plot(squeeze(abs(thi_speckle(250,250,1:100))))

196 plot(squeeze(abs(thi_speckle(249,250,1:100))))

197 plot(squeeze(abs(thi_speckle(250,253,1:100))))

198 plot(squeeze(abs(thi_speckle(248,251,1:100))))

199 plot(squeeze(abs(thi_speckle(247,253,1:100))))

200

201 subplot(1,2,2)

202 plot(summ1)
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203 %% I didn't go here

204 N04=length(thi_spec_resolved(:,:,1))

205 freq_nyquist = 0.5/(2*rng3/N04);

206 rng04 = lambda* freq_nyquist*z;

207 xx04 = linspace(-rng03,rng03,N04);

208 yy04 = xx04;

209

210 figure,imagesc('XData',xx04,'YData',yy04,'CData',

211 abs(thi_spec_resolved(:,:,100)))

212

213 %%third wall

214 camera_act=ones(2,2); %CAMERA ACTIVE AREA

215 camera_pitch= zeros(50,50);%CAMERA PITCH

216 camera_pitch(25,25)=camera_act(:,:);

217 camera=repmat(camera_pitch,320); %THIS LINE SIMULATES THE SPAD ARRAY

218 image=sec_speckle.*camera;
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Heart Health Assessment Code

1 %%SVM

2 %%

3 Labels_mine=heartSoundData.Classes;

4

5 afibX = Signals_mine4(Labels_mine=='abnormal');

6 afibY = Labels_mine(Labels_mine=='abnormal');

7

8 normalX = Signals_mine4(Labels_mine=='normal');

9 normalY = Labels_mine(Labels_mine=='normal');

10

11 [trainIndA,¬,testIndA] = dividerand(1254,0.9,0.0,0.1);

12 [trainIndN,¬,testIndN] = dividerand(2575,0.9,0.0,0.1);

13

14 XTrainA = afibX(trainIndA);

15 YTrainA = afibY(trainIndA);

16

17 XTrainN = normalX(trainIndN);

18 YTrainN = normalY(trainIndN);

19

20 XTestA = afibX(testIndA);

21 YTestA = afibY(testIndA);

22

23 XTestN = normalX(testIndN);

24 YTestN = normalY(testIndN);

25

26 %%%%

27 %train abnormal=1129 train normal = 2317

28 %test abnormal= 125 test normal= 258

29

30 XTrain = [repmat(XTrainA(1:1129),2,1); XTrainN(1:2317)];

31 YTrain = [repmat(YTrainA(1:1129),2,1); YTrainN(1:2317)];

32

165
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33 XTest = [XTestA(1:125); XTestN(1:250)];

34 YTest = [YTestA(1:125); YTestN(1:250);];

35

36 summary(YTrain)

37 summary(YTest)

38

39

40

41 N=10000;

42 sn = waveletScattering('SignalLength',N,'InvarianceScale',N,

43 'QualityFactor',[16]);%,'oversamplingFactor',1);

44 %WHERE YOU PUT THE DATA

45 XTrain=cell2mat(XTrain);XTrain=reshape(XTrain,[10000,4575]);

46 scat_features_train = featureMatrix(sn,XTrain.','Transform','log');

47 %[S,U] = scatteringTransform(sf,res);

48 %scattergram(sf,U,'FilterBank',1)

49

50 Nseq = size(scat_features_train,2);

51 scat_features_train = permute(scat_features_train,[2 3 1]);

52 scat_features_train = reshape(scat_features_train,...

53 size(scat_features_train,1)*size(scat_features_train,2),[]);

54

55 XTest=cell2mat(XTest);XTest=reshape(XTest,[10000,375]).';

56 scat_features_test = featureMatrix(sn,XTest.','Transform','log');

57

58 scat_features_test = permute(scat_features_test,[2 3 1]);

59 scat_features_test = reshape(scat_features_test,...

60 size(scat_features_test,1)*size(scat_features_test,2),[]);

61

62 [sequence_labels_train,sequence_labels_test] = ...

63 createSequenceLabels_heartsounds(Nseq,YTrain,YTest);

64

65

66 features = [scat_features_train; scat_features_test];

67 rng(1)

68 template = templateSVM(...

69 'KernelFunction','polynomial',...

70 'PolynomialOrder',6,...

71 'KernelScale','auto',...

72 'BoxConstraint',1,...

73 'Standardize',true);

74 model_N_A_try_3 = fitcecoc(...

75 features,...

76 [sequence_labels_train;sequence_labels_test],...

77 'Learners',template,...

78 'Coding','onevsone',...
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79 'ClassNames',{'abnormal','normal'});

80 kfoldmodel = crossval(model_N_A_try_2,'KFold',5);

81 classLabels = kfoldPredict(kfoldmodel);

82 loss = kfoldLoss(kfoldmodel)*100

83 %%

84

85

86

87

88 %%test data needs to go through

89 %%

90 scat_features_test = ...

featureMatrix(sn,realData((10000*(a-1)+1):(10000*a)).','Transform',

91 'log');

92

93 scat_features_test = permute(scat_features_test,[2 3 1]);

94 scat_features_test = reshape(scat_features_test,...

95 size(scat_features_test,1)*size(scat_features_test,2),[]);

96

97

98 predLabels = predict(model_N_A_try_2,scat_features_test)

99 %%

100

101

102

103

104 %%TSNE

105 %%

106 for a=1:5

107 state(a)={'tay'}

108 end

109 state=categorical(state)

110 state=state.'

111 Labels_mine1=[sequence_labels_train ;state]

112

113

114 scat_all=[scat_features_train;scat_features_test];

115

116

117

118 Y5 = tsne(scat_all,'Algorithm','barneshut','NumPCAComponents

119 ',30,'Perplexity',5);

120 gscatter(Y5(:,1),Y5(:,2),Labels_mine1,'ymc','*oX*',8)
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Biometric Authentication Code

1

2 [b,a]=butter(5,100/750,'high') %THIS IS THE FILTER TO BE USED IF YOU ...

WANT TO ONLY KEEP HIGH FREQUENCIES

3 %ABOVE 500 HZ

4

5 ypos_person1_1=ypos_person1_1(1,1:44100); % NEED TO MAKE THE DATA AN ...

EVEN NUMBER SO WHEN YOU DIVIDE YOU GET EQUAL NUMBER IN EACH SET

6 ypos_person1_2=ypos_person1_2(1,1:44100);

7 ypos_person1_3=ypos_person1_3(1,1:44100);

8 ypos_person1_4=ypos_person1_4(1,1:44100);

9 ypos_person1_5=ypos_person1_5(1,1:44100);

10 ypos_person1_6=ypos_person1_6(1,1:44100);

11 ypos_person1_7=ypos_person1_7(1,1:44100);

12 ypos_person1_8=ypos_person1_8(1,1:44100);

13 ypos_person1_9=ypos_person1_9(1,1:44100);

14

15

16 ypos_person1_11=filter(b,a,ypos_person1_1); %APPLY YOUR HIGH PASS ...

FILTER TO EACH DATA SET

17 ypos_person1_21=filter(b,a,ypos_person1_2);

18 ypos_person1_31=filter(b,a,ypos_person1_3);

19 ypos_person1_41=filter(b,a,ypos_person1_4);

20 ypos_person1_51=filter(b,a,ypos_person1_5);

21 ypos_person1_61=filter(b,a,ypos_person1_6);

22 ypos_person1_71=filter(b,a,ypos_person1_7);

23 ypos_person1_81=filter(b,a,ypos_person1_8);

24 ypos_person1_91=filter(b,a,ypos_person1_9);

25

26

27

28 %NEED TO RESHAPE YOUR DATA IN ORDER TO FEED IT TO THE SCATTERING ...

TRANSFORM

168



APPENDIX E 169

29 %AND SVM

30 all_ypos_person1_1= [ypos_person1_11;ypos_person1_21;ypos_person1_31;

31 ypos_person1_41;ypos_person1_51;ypos_person1_61

32 ;ypos_person1_71;ypos_person1_81;ypos_person1_91];

33 all_ypos_person1_1= mat2cell( all_ypos_person1_1,

34 [1 1 1 1 1 1 1 1 1 ],

35 [3675 3675 3675 3675 3675 3675 3675 3675 3675 3675 3675 3675])

36 all_ypos_person1_1= reshape(all_ypos_person1_1,[108,1])

37 all_ypos_person1_1 = cell2mat(all_ypos_person1_1)

38

39

40 %%

41 ypos_person2_1=ypos_person2_1(1,1:44100);

42 ypos_person2_2=ypos_person2_2(1,1:44100);

43 ypos_person2_3=ypos_person2_3(1,1:44100);

44 ypos_person2_4=ypos_person2_4(1,1:44100);

45 ypos_person2_5=ypos_person2_5(1,1:44100);

46 ypos_person2_6=ypos_person2_6(1,1:44100);

47 ypos_person2_7=ypos_person2_7(1,1:44100);

48 ypos_person2_8=ypos_person2_8(1,1:44100);

49 ypos_person2_9=ypos_person2_9(1,1:44100);

50

51

52

53 ypos_person2_11=filter(b,a,ypos_person2_1);

54 ypos_person2_21=filter(b,a,ypos_person2_2);

55 ypos_person2_31=filter(b,a,ypos_person2_3);

56 ypos_person2_41=filter(b,a,ypos_person2_4);

57 ypos_person2_51=filter(b,a,ypos_person2_5);

58 ypos_person2_61=filter(b,a,ypos_person2_6);

59 ypos_person2_71=filter(b,a,ypos_person2_7);

60 ypos_person2_81=filter(b,a,ypos_person2_8);

61 ypos_person2_91=filter(b,a,ypos_person2_9);

62

63

64

65

66 all_ypos_person2_1= [ypos_person2_11;ypos_person2_21;ypos_person2_31;

67 ypos_person2_41;ypos_person2_51;ypos_person2_61;

68 ypos_person2_71;ypos_person2_81;ypos_person2_91];

69 all_ypos_person2_1= mat2cell(all_ypos_person2_1,

70 [1 1 1 1 1 1 1 1 1 ],[3675 3675 3675 3675 3675 3675 3675 3675 ...

3675 3675 3675 3675])

71 all_ypos_person2_1= reshape(all_ypos_person2_1,[108,1])

72 all_ypos_person2_1 = cell2mat(all_ypos_person2_1)

73
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74

75

76 %%

77

78 ypos_person3_1=ypos_person3_1(1,1:44100);

79 ypos_person3_2=ypos_person3_2(1,1:44100);

80 ypos_person3_3=ypos_person3_3(1,1:44100);

81 ypos_person3_4=ypos_person3_4(1,1:44100);

82 ypos_person3_5=ypos_person3_5(1,1:44100);

83 ypos_person3_6=ypos_person3_6(1,1:44100);

84 ypos_person3_7=ypos_person3_7(1,1:44100);

85 ypos_person3_8=ypos_person3_8(1,1:44100);

86 ypos_person3_9=ypos_person3_9(1,1:44100);

87

88

89

90 ypos_person3_11=filter(b,a,ypos_person3_1);

91 ypos_person3_21=filter(b,a,ypos_person3_2);

92 ypos_person3_31=filter(b,a,ypos_person3_3);

93 ypos_person3_41=filter(b,a,ypos_person3_4);

94 ypos_person3_51=filter(b,a,ypos_person3_5);

95 ypos_person3_61=filter(b,a,ypos_person3_6);

96 ypos_person3_71=filter(b,a,ypos_person3_7);

97 ypos_person3_81=filter(b,a,ypos_person3_8);

98 ypos_person3_91=filter(b,a,ypos_person3_9);

99

100

101 all_ypos_person3_1= [ypos_person3_11;ypos_person3_21;ypos_person3_31;

102 ypos_person3_41;ypos_person3_51;ypos_person3_61;

103 ypos_person3_71;ypos_person3_81;ypos_person3_91];

104 all_ypos_person3_1= mat2cell(all_ypos_person3_1,

105 [1 1 1 1 1 1 1 1 1 ],[3675 3675 3675 3675 3675 3675 3675 3675 ...

3675 3675 3675 3675])

106 all_ypos_person3_1= reshape(all_ypos_person3_1,[108,1])

107 all_ypos_person3_1 = cell2mat(all_ypos_person3_1)

108

109

110 %%

111 ypos_person4_1=ypos_person4_1(1,1:44100);

112 ypos_person4_2=ypos_person4_2(1,1:44100);

113 ypos_person4_3=ypos_person4_3(1,1:44100);

114 ypos_person4_4=ypos_person4_4(1,1:44100);

115 ypos_person4_5=ypos_person4_5(1,1:44100);

116 ypos_person4_6=ypos_person4_6(1,1:44100);

117 ypos_person4_7=ypos_person4_7(1,1:44100);

118 ypos_person4_8=ypos_person4_8(1,1:44100);



APPENDIX E 171

119 ypos_person4_9=ypos_person4_9(1,1:44100);

120

121

122 ypos_person4_11=filter(b,a,ypos_person4_1);

123 ypos_person4_21=filter(b,a,ypos_person4_2);

124 ypos_person4_31=filter(b,a,ypos_person4_3);

125 ypos_person4_41=filter(b,a,ypos_person4_4);

126 ypos_person4_51=filter(b,a,ypos_person4_5);

127 ypos_person4_61=filter(b,a,ypos_person4_6);

128 ypos_person4_71=filter(b,a,ypos_person4_7);

129 ypos_person4_81=filter(b,a,ypos_person4_8);

130 ypos_person4_91=filter(b,a,ypos_person4_9);

131

132

133

134 all_ypos_person4_1= [ypos_person4_11;ypos_person4_21;ypos_person4_31;

135 ypos_person4_41;ypos_person4_51;ypos_person4_61;

136 ypos_person4_71;ypos_person4_81;ypos_person4_91];

137 all_ypos_person4_1= mat2cell(all_ypos_person4_1,

138 [1 1 1 1 1 1 1 1 1 ],[3675 3675 3675 3675 3675 3675 3675 3675 ...

3675 3675 3675 3675])

139 all_ypos_person4_1= reshape(all_ypos_person4_1,[108,1])

140 all_ypos_person4_1 = cell2mat(all_ypos_person4_1)

141

142 %%

143 ypos_person5_1=ypos_person5_1(1,1:44100);

144 ypos_person5_2=ypos_person5_2(1,1:44100);

145 ypos_person5_3=ypos_person5_3(1,1:44100);

146 ypos_person5_4=ypos_person5_4(1,1:44100);

147 ypos_person5_5=ypos_person5_5(1,1:44100);

148 ypos_person5_6=ypos_person5_6(1,1:44100);

149 ypos_person5_7=ypos_person5_7(1,1:44100);

150 ypos_person5_8=ypos_person5_8(1,1:44100);

151 ypos_person5_9=ypos_person5_9(1,1:44100);

152

153

154 ypos_person5_11=filter(b,a,ypos_person5_1);

155 ypos_person5_21=filter(b,a,ypos_person5_2);

156 ypos_person5_31=filter(b,a,ypos_person5_3);

157 ypos_person5_41=filter(b,a,ypos_person5_4);

158 ypos_person5_51=filter(b,a,ypos_person5_5);

159 ypos_person5_61=filter(b,a,ypos_person5_6);

160 ypos_person5_71=filter(b,a,ypos_person5_7);

161 ypos_person5_81=filter(b,a,ypos_person5_8);

162 ypos_person5_91=filter(b,a,ypos_person5_9);

163
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164

165 all_ypos_person5_1= [ypos_person5_11;ypos_person5_21;ypos_person5_31;

166 ypos_person5_41;ypos_person5_51;ypos_person5_61;

167 ypos_person5_71;ypos_person5_81;ypos_person5_91];

168 all_ypos_person5_1= mat2cell(all_ypos_person5_1,

169 [1 1 1 1 1 1 1 1 1 ],[3675 3675 3675 3675 3675 3675 3675 3675 ...

3675 3675 3675 3675])

170 all_ypos_person5_1= reshape(all_ypos_person5_1,[108,1])

171 all_ypos_person5_1 = cell2mat(all_ypos_person5_1)

172

173 %%

174 ypos_person6_1=ypos_person6_1(1,1:44100);

175 ypos_person6_2=ypos_person6_2(1,1:44100);

176 ypos_person6_3=ypos_person6_3(1,1:44100);

177 ypos_person6_4=ypos_person6_4(1,1:44100);

178 ypos_person6_5=ypos_person6_5(1,1:44100);

179 ypos_person6_6=ypos_person6_6(1,1:44100);

180 ypos_person6_7=ypos_person6_7(1,1:44100);

181 ypos_person6_8=ypos_person6_8(1,1:44100);

182 ypos_person6_9=ypos_person6_9(1,1:44100);

183

184 ypos_person6_11=filter(b,a,ypos_person6_1);

185 ypos_person6_21=filter(b,a,ypos_person6_2);

186 ypos_person6_31=filter(b,a,ypos_person6_3);

187 ypos_person6_41=filter(b,a,ypos_person6_4);

188 ypos_person6_51=filter(b,a,ypos_person6_5);

189 ypos_person6_61=filter(b,a,ypos_person6_6);

190 ypos_person6_71=filter(b,a,ypos_person6_7);

191 ypos_person6_81=filter(b,a,ypos_person6_8);

192 ypos_person6_91=filter(b,a,ypos_person6_9);

193

194

195 all_ypos_person6_1= [ypos_person6_11;ypos_person6_21;ypos_person6_31;

196 ypos_person6_41;ypos_person6_51;ypos_person6_61;

197 ypos_person6_71;ypos_person6_81;ypos_person6_91];

198 all_ypos_person6_1= mat2cell(all_ypos_person6_1,

199 [1 1 1 1 1 1 1 1 1 ],[3675 3675 3675 3675 3675 3675 3675 3675 ...

3675 3675 3675 3675])

200 all_ypos_person6_1= reshape(all_ypos_person6_1,[108,1])

201 all_ypos_person6_1 = cell2mat(all_ypos_person6_1)

202

203

204

205 %%

206 %%PAT

207 ypos_person7_1=ypos_person7_1(1,1:44100);
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208 ypos_person7_2=ypos_person7_2(1,1:44100);

209 ypos_person7_3=ypos_person7_3(1,1:44100);

210 ypos_person7_4=ypos_person7_4(1,1:44100);

211 ypos_person7_5=ypos_person7_5(1,1:44100);

212 ypos_person7_6=ypos_person7_6(1,1:44100);

213 ypos_person7_7=ypos_person7_7(1,1:44100);

214 ypos_person7_8=ypos_person7_8(1,1:44100);

215 ypos_person7_9=ypos_person7_9(1,1:44100);

216

217 ypos_person7_11=filter(b,a,ypos_person7_1);

218 ypos_person7_21=filter(b,a,ypos_person7_2);

219 ypos_person7_31=filter(b,a,ypos_person7_3);

220 ypos_person7_41=filter(b,a,ypos_person7_4);

221 ypos_person7_51=filter(b,a,ypos_person7_5);

222 ypos_person7_61=filter(b,a,ypos_person7_6);

223 ypos_person7_71=filter(b,a,ypos_person7_7);

224 ypos_person7_81=filter(b,a,ypos_person7_8);

225 ypos_person7_91=filter(b,a,ypos_person7_9);

226

227 all_ypos_person7_1= [ypos_person7_11;ypos_person7_21;ypos_person7_31;

228 ypos_person7_41;ypos_person7_51;ypos_person7_61;

229 ypos_person7_71;ypos_person7_81;ypos_person7_91];

230 all_ypos_person7_1= mat2cell(all_ypos_person7_1,

231 [1 1 1 1 1 1 1 1 1 ],[3675 3675 3675 3675 3675 3675 3675 3675 ...

3675 3675 3675 3675])

232 all_ypos_person7_1= reshape(all_ypos_person7_1,[108,1])

233 all_ypos_person7_1 = cell2mat(all_ypos_person7_1)

234

235 %%

236 ypos_person8_1=ypos_person8_1(1,1:44100);

237 ypos_person8_2=ypos_person8_2(1,1:44100);

238 ypos_person8_3=ypos_person8_3(1,1:44100);

239 ypos_person8_4=ypos_person8_4(1,1:44100);

240 ypos_person8_5=ypos_person8_5(1,1:44100);

241 ypos_person8_6=ypos_person8_6(1,1:44100);

242 ypos_person8_7=ypos_person8_7(1,1:44100);

243 ypos_person8_8=ypos_person8_8(1,1:44100);

244 ypos_person8_9=ypos_person8_9(1,1:44100);

245

246 ypos_person8_11=filter(b,a,ypos_person8_1);

247 ypos_person8_21=filter(b,a,ypos_person8_2);

248 ypos_person8_31=filter(b,a,ypos_person8_3);

249 ypos_person8_41=filter(b,a,ypos_person8_4);

250 ypos_person8_51=filter(b,a,ypos_person8_5);

251 ypos_person8_61=filter(b,a,ypos_person8_6);

252 ypos_person8_71=filter(b,a,ypos_person8_7);
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253 ypos_person8_81=filter(b,a,ypos_person8_8);

254 ypos_person8_91=filter(b,a,ypos_person8_9);

255

256 all_ypos_person8_1= [ypos_person8_1;ypos_person8_2;ypos_person8_3;

257 ypos_person8_4;ypos_person8_5;ypos_person8_6;

258 ypos_person8_7;ypos_person8_8;ypos_person8_9];

259 all_ypos_person8_1= mat2cell(all_ypos_person8_1,

260 [1 1 1 1 1 1 1 1 1 ],[3675 3675 3675 3675 3675 3675 3675 3675 ...

3675 3675 3675 3675])

261 all_ypos_person8_1= reshape(all_ypos_person8_1,[108,1])

262 all_ypos_person8_1 = cell2mat(all_ypos_person8_1)

263

264

265 %%

266 ypos_person9_1=ypos_person9_1(1,1:44100);

267 ypos_person9_2=ypos_person9_2(1,1:44100);

268 ypos_person9_3=ypos_person9_3(1,1:44100);

269 ypos_person9_4=ypos_person9_4(1,1:44100);

270 ypos_person9_5=ypos_person9_5(1,1:44100);

271 ypos_person9_6=ypos_person9_6(1,1:44100);

272 ypos_person9_7=ypos_person9_7(1,1:44100);

273 ypos_person9_8=ypos_person9_8(1,1:44100);

274 ypos_person9_9=ypos_person9_9(1,1:44100);

275

276 ypos_person9_11=filter(b,a,ypos_person9_1);

277 ypos_person9_21=filter(b,a,ypos_person9_2);

278 ypos_person9_31=filter(b,a,ypos_person9_3);

279 ypos_person9_41=filter(b,a,ypos_person9_4);

280 ypos_person9_51=filter(b,a,ypos_person9_5);

281 ypos_person9_61=filter(b,a,ypos_person9_6);

282 ypos_person9_71=filter(b,a,ypos_person9_7);

283 ypos_person9_81=filter(b,a,ypos_person9_8);

284 ypos_person9_91=filter(b,a,ypos_person9_9);

285

286 all_ypos_person9_1= [ypos_person9_11;ypos_person9_21;ypos_person9_31;

287 ypos_person9_41;ypos_person9_51;ypos_person9_61;

288 ypos_person9_71;ypos_person9_81;ypos_person9_91];

289 all_ypos_person9_1= mat2cell(all_ypos_person9_1,

290 [1 1 1 1 1 1 1 1 1 ],[3675 3675 3675 3675 3675 3675 3675 3675 ...

3675 3675 3675 3675])

291 all_ypos_person9_1= reshape(all_ypos_person9_1,[108,1])

292 all_ypos_person9_1 = cell2mat(all_ypos_person9_1)

293 %%

294 ypos_person10_1=ypos_person10_1(1,1:44100);

295 ypos_person10_2=ypos_person10_2(1,1:44100);

296 ypos_person10_3=ypos_person10_3(1,1:44100);
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297 ypos_person10_4=ypos_person10_4(1,1:44100);

298 ypos_person10_5=ypos_person10_5(1,1:44100);

299 ypos_person10_6=ypos_person10_6(1,1:44100);

300 ypos_person10_7=ypos_person10_7(1,1:44100);

301 ypos_person10_8=ypos_person10_8(1,1:44100);

302 ypos_person10_9=ypos_person10_9(1,1:44100);

303

304

305 ypos_person10_11=filter(b,a,ypos_person10_1);

306 ypos_person10_21=filter(b,a,ypos_person10_2);

307 ypos_person10_31=filter(b,a,ypos_person10_3);

308 ypos_person10_41=filter(b,a,ypos_person10_4);

309 ypos_person10_51=filter(b,a,ypos_person10_5);

310 ypos_person10_61=filter(b,a,ypos_person10_6);

311 ypos_person10_71=filter(b,a,ypos_person10_7);

312 ypos_person10_81=filter(b,a,ypos_person10_8);

313 ypos_person10_91=filter(b,a,ypos_person10_9);

314

315 all_ypos_person10_1= [ypos_person10_11;ypos_person10_21;ypos_person10_31;

316 ypos_person10_41;ypos_person10_51;ypos_person10_61;

317 ypos_person10_71;ypos_person10_81;ypos_person10_91];

318 all_ypos_person10_1= mat2cell(all_ypos_person10_1,

319 [1 1 1 1 1 1 1 1 1 ],[3675 3675 3675 3675 3675 3675 3675 3675 ...

3675 3675 3675 3675])

320 all_ypos_person10_1= reshape(all_ypos_person10_1,[108,1])

321 all_ypos_person10_1 = cell2mat(all_ypos_person10_1)

322

323

324

325

326

327

328

329

330

331

332 %%

333

334 %% NEED TO MAKE CATHEGORICAL STATES FOR EACH CLASS (LABELS)

335

336

337

338 for a=1:108

339 state1(a)={'P_1'}

340 end

341 state1 = categorical(state1)
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342 for a=1:108

343 state2(a)={'P_2'}

344 end

345 state2 = categorical(state2)

346 for a=1:108

347 state3(a)={'P_3'}

348 end

349 state3 = categorical(state3)

350 for a=1:108

351 state4(a)={'P_4'}

352 end

353 state4 = categorical(state4)

354 for a=1:108

355 state5(a)={'P_5'}

356 end

357 state5 = categorical(state5)

358 for a=1:108

359 state6(a)={'P_6'}

360 end

361 state6 = categorical(state6)

362 for a=1:108

363 state7(a)={'P_7'}

364 end

365 state7 = categorical(state7)

366 for a=1:108

367 state8(a)={'P_8'}

368 end

369 state8 = categorical(state8)

370 for a=1:108

371 state9(a)={'P_9'}

372 end

373 state9 = categorical(state9)

374 for a=1:108

375 state10(a)={'P_10'}

376 end

377 state10 = categorical(state10)

378

379

380 state_all=[state1 state2 state3 state4 state5 state6 state7 state8 ...

state9 state10]

381

382 classes=state_all.'

383

384 %%

385

386
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387

388 all_data=[all_ypos_person1_1;all_ypos_person2_1;

389 all_ypos_person3_1;all_ypos_person4_1;all_ypos_person5_1;

390 all_ypos_person6_1;all_ypos_person7_1;all_ypos_person8_1;

391 all_ypos_person9_1;all_ypos_person10_1]; %PUT DATA TOGETHER

392

393

394

395 all_data=all_data(:,1:2:3674); %RESAMPLE

396

397 all_data_res=zeros(1080,1837);

398 for a = 1:1080

399 all_data_res(a,:)=rescale(all_data(a,:),-1,1); %RESCALE

400 end

401

402

403

404

405 Signals=num2cell(all_data_res,2);

406 Signals1=Signals %RESHAPE

407

408 P_1X = Signals1(classes=='P_1'); %ASSIGN DATA TO LABEL

409 P_1Y = classes(classes=='P_1');

410

411 P_2X = Signals1(classes=='P_2');

412 P_2Y = classes(classes=='P_2');

413

414 P_3X = Signals1(classes=='P_3');

415 P_3Y = classes(classes=='P_3');

416

417 P_4X = Signals1(classes=='P_4');

418 P_4Y = classes(classes=='P_4');

419

420 P_5X = Signals1(classes=='P_5');

421 P_5Y = classes(classes=='P_5');

422

423 P_6X = Signals1(classes=='P_6');

424 P_6Y = classes(classes=='P_6');

425

426 P_7X = Signals1(classes=='P_7');

427 P_7Y = classes(classes=='P_7');

428

429 P_8X = Signals1(classes=='P_8');

430 P_8Y = classes(classes=='P_8');

431

432 P_9X = Signals1(classes=='P_9');
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433 P_9Y = classes(classes=='P_9');

434

435 P_10X = Signals1(classes=='P_10');

436 P_10Y = classes(classes=='P_10');

437

438

439

440

441 [trainIndP_1,¬,testIndP_1] = dividerand(108,0.9,0.0,0.1); %DIVIDE ...

TRAINING AND TESTING

442 [trainIndP_2,¬,testIndP_2] = dividerand(108,0.9,0.0,0.1);

443 [trainIndP_3,¬,testIndP_3] = dividerand(108,0.9,0.0,0.1);

444 [trainIndP_4,¬,testIndP_4] = dividerand(108,0.9,0.0,0.1);

445 [trainIndP_5,¬,testIndP_5] = dividerand(108,0.9,0.0,0.1);

446 [trainIndP_6,¬,testIndP_6] = dividerand(108,0.9,0.0,0.1);

447 [trainIndP_7,¬,testIndP_7] = dividerand(108,0.9,0.0,0.1);

448 [trainIndP_8,¬,testIndP_8] = dividerand(108,0.9,0.0,0.1);

449 [trainIndP_9,¬,testIndP_9] = dividerand(108,0.9,0.0,0.1);

450 [trainIndP_10,¬,testIndP_10] = dividerand(108,0.9,0.0,0.1);

451

452

453

454 XTrainP_1 = P_1X(trainIndP_1);

455 YTrainP_1 = P_1Y(trainIndP_1);

456

457 XTrainP_2 = P_2X(trainIndP_2);

458 YTrainP_2 = P_2Y(trainIndP_2);

459

460 XTrainP_3 = P_3X(trainIndP_3);

461 YTrainP_3 = P_3Y(trainIndP_3);

462

463 XTrainP_4 = P_4X(trainIndP_4);

464 YTrainP_4 = P_4Y(trainIndP_4);

465

466 XTrainP_5 = P_5X(trainIndP_5);

467 YTrainP_5 = P_5Y(trainIndP_5);

468

469 XTrainP_6 = P_6X(trainIndP_6);

470 YTrainP_6 = P_6Y(trainIndP_6);

471

472 XTrainP_7 = P_7X(trainIndP_7);

473 YTrainP_7 = P_7Y(trainIndP_7);

474

475 XTrainP_8 = P_8X(trainIndP_8);

476 YTrainP_8 = P_8Y(trainIndP_8);

477
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478 XTrainP_9 = P_9X(trainIndP_9);

479 YTrainP_9 = P_9Y(trainIndP_9);

480

481 XTrainP_10 = P_10X(trainIndP_10);

482 YTrainP_10 =P_10Y(trainIndP_10);

483

484

485

486

487

488 XTestP_1 = P_1X(testIndP_1);

489 YTestP_1 = P_1Y(testIndP_1);

490

491 XTestP_2 = P_2X(testIndP_2);

492 YTestP_2=P_2Y(testIndP_2);

493

494 XTestP_3 = P_3X(testIndP_3);

495 YTestP_3= P_3Y(testIndP_3);

496

497 XTestP_4 = P_4X(testIndP_4);

498 YTestP_4= P_4Y(testIndP_4);

499

500 XTestP_5 = P_5X(testIndP_5);

501 YTestP_5= P_5Y(testIndP_5);

502

503 XTestP_6 = P_6X(testIndP_6);

504 YTestP_6= P_6Y(testIndP_6);

505

506 XTestP_7= P_7X(testIndP_7);

507 YTestP_7= P_7Y(testIndP_7);

508

509 XTestP_8= P_8X(testIndP_8);

510 YTestP_8= P_8Y(testIndP_8);

511

512 XTestP_9= P_9X(testIndP_9);

513 YTestP_9=P_9Y(testIndP_9);

514

515 XTestP_10= P_10X(testIndP_10);

516 YTestP_10= P_10Y(testIndP_10);

517

518

519

520 XTrain = [XTrainP_1(1:97); XTrainP_2(1:97); XTrainP_3(1:97); ...

XTrainP_4(1:97);XTrainP_5(1:97);XTrainP_6(1:97);

521 XTrainP_7(1:97);XTrainP_8(1:97);XTrainP_9(1:97);

522 XTrainP_10(1:97)];
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523 YTrain = [YTrainP_1(1:97); YTrainP_2(1:97); YTrainP_3(1:97); ...

YTrainP_4(1:97); YTrainP_5(1:97); ...

YTrainP_6(1:97);YTrainP_7(1:97);YTrainP_8(1:97);

524 YTrainP_9(1:97);YTrainP_10(1:97)];

525

526 XTest = [XTestP_1(1:11); XTestP_2(1:11); XTestP_3(1:11); ...

XTestP_4(1:11);XTestP_5(1:11);XTestP_6(1:11);XTestP_7(1:11);

527 XTestP_8(1:11);XTestP_9(1:11);XTestP_10(1:11)];

528 YTest = [YTestP_1(1:11); YTestP_2(1:11); YTestP_3(1:11);

529 YTestP_4(1:11);YTestP_5(1:11);YTestP_6(1:11);YTestP_7(1:11);

530 YTestP_8(1:11);YTestP_9(1:11);YTestP_10(1:11)];

531

532 summary(YTest)

533

534 %FEATURE EXTRACTION

535

536

537 N = 1837;

538

539 sn = waveletScattering('SignalLength',N,'InvarianceScale',

540 N,'QualityFactor',[8 4 1]);

541

542

543 XTrain=cell2mat(XTrain).';

544

545

546 scat_features_train = featureMatrix(sn,XTrain,'Transform','log');

547

548 Nseq = size(scat_features_train,2);

549 scat_features_train = permute(scat_features_train,[2 3 1]);

550 scat_features_train = reshape(scat_features_train,...

551 size(scat_features_train,1)*size(scat_features_train,2),[]);

552

553

554 XTest=cell2mat(XTest).';

555 scat_features_test = featureMatrix(sn,XTest,'Transform','log');

556 scat_features_test = permute(scat_features_test,[2 3 1]);

557 scat_features_test = reshape(scat_features_test,...

558 size(scat_features_test,1)*size(scat_features_test,2),[]);

559

560

561

562 [sequence_labels_train,sequence_labels_test] = ...

563 createSequenceLabels_heartsounds(Nseq,YTrain,YTest);

564

565 %% CLASSIFICATION
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566

567 features = [scat_features_train; scat_features_test];

568 rng(1)

569 template = templateSVM(...

570 'KernelFunction','polynomial',...

571 'PolynomialOrder',3,...

572 'KernelScale','auto',...

573 'BoxConstraint',1,...

574 'Standardize',true);

575 model_butter_band20350= fitcecoc(...

576 features,...

577 [sequence_labels_train;sequence_labels_test],...

578 'Learners',template,...

579 'Coding','onevsone',...

580 'ClassNames',{'P_1','P_2','P_3','P_4','P_5','P_6','P_7',

581 'P_8','P_9','P_10'});

582 kfoldmodel = crossval(model_butter_band20350,'KFold',2);

583 classLabels = kfoldPredict(kfoldmodel);

584 loss = kfoldLoss(kfoldmodel)*100

585

586

587 %TESTING

588

589 ypos=filter(b,a,test_person_8); %APPLY FILTER TO THE TEST SET

590 test_person_8=ypos(1:44100);

591 test_person_8= reshape(test_person_8,[3675,12]); %RESHAPE

592

593

594 ypos=filter(b,a,test_person_10);

595 test_person_10=ypos(1:44100);

596 test_person_10= reshape(test_person_10,[3675,12]);

597

598

599 ypos=filter(b,a,test_person_5);

600 test_person_5=ypos(1:44100);

601 test_person_5= reshape(test_person_5,[3675,12]);

602

603

604

605 ypos=filter(b,a,test_person_6);

606 test_person_6=ypos(1:44100);

607 test_person_6= reshape(test_person_6,[3675,12]);

608

609

610 ypos=filter(b,a,test_person_7);

611 test_person_7=ypos(1:44100);
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612 test_person_7= reshape(test_person_7,[3675,12]);

613

614

615

616 ypos=filter(b,a,test_person_4);

617 test_person_4=ypos(1:44100);

618 test_person_4= reshape(test_person_4,[3675,12]);

619

620

621

622 ypos=filter(b,a,test_person_3);

623 test_person_3=ypos(1:44100);

624 test_person_3= reshape(test_person_3,[3675,12]);

625

626

627

628 ypos=filter(b,a,test_person_2);

629 test_person_2=ypos(1:44100);

630 test_person_2= reshape(test_person_2,[3675,12]);

631

632

633

634

635 ypos=filter(b,a,test_person_1);

636 test_person_1=ypos(1:44100);

637 test_person_1= reshape(test_person_1,[3675,12])

638

639

640

641 ypos=(filter(b,a,test_person_9));

642 test_person_9=ypos(1:44100);

643 test_person_9= reshape(test_person_9,[3675,12])

644 %%

645

646

647 %% PUT ALL THE TEST SET TOGETHER AND ADD THE CORRESPONDING LABELS

648 YTest = [YTrainP_1(1:12); YTrainP_2(1:12); YTrainP_3(1:12);

649 YTrainP_4(1:12); YTrainP_5(1:12);YTrainP_6(1:12);YTrainP_7(1:12);

650 YTrainP_8(1:12);YTrainP_9(1:12);YTrainP_10(1:12)];

651

652 XTest = [test_person_1.';test_person_2.';test_person_3.';

653 test_person_4.';test_person_5.';test_person_6.';

654 test_person_7.';test_person_8.';test_person_9.';

655 test_person_10.'].';

656

657
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658 %% REDUCE DATA BY 2

659 XTest=XTest(1:2:3674,:);

660

661 for a = 1:120

662 XTest(:,a)=rescale(XTest(:,a),-1,1);

663 end

664

665

666

667 %%FEATURE EXTRACTION

668

669 scat_features_test = featureMatrix(sn,XTest,'Transform','log');

670 scat_features_test = permute(scat_features_test,[2 3 1]);

671 scat_features_test = reshape(scat_features_test,...

672 size(scat_features_test,1)*size(scat_features_test,2),[]);

673

674

675

676 [sequence_labels_train,sequence_labels_test] = ...

677 createSequenceLabels_heartsounds(Nseq,YTrain,YTest); %SINCE THERE ...

ARE NOW MORE COEFFICIENTS SETS FOR EACH ORIGINAL DATA SET, ...

THIS PRODUCES THE LABELS FOR THE NEW SETS

678

679

680

681

682

683

684

685

686 predLabels = predict(model_butter_band20350,scat_features_test);

687

688 predLabels = categorical(predLabels)

689

690

691

692 %%TEST

693

694 [confmatTest,grouporder] = confusionmat(sequence_labels_test,predLabels)

695 cm=confusionchart(sequence_labels_test,predLabels)

696 cm.RowSummary = 'row-normalized';

697 cm.ColumnSummary = 'column-normalized';

698

699

700

701
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702

703

704

705 for a=1:120

706 result(a)= mode(predLabels((4*(a-1)+1):(4*a))) %TAKE THE MODE ...

BECAUSE WE HAVE 4 TIMES AS COEFFICIENTS SETS AS THE ...

ORIGINAL NUMBER OF TETSING SETS

707 end

708 classes = categorical({'P_1','P_2','P_3','P_4','P_5','P_6',

709 'P_7','P_8','P_9','P_10'});

710 [confmatTest,classes] = confusionmat(YTest,result)

711 cm=confusionchart(YTest,result)
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[8] Benjamens, S., Dhunnoo, P., MeskÃş, B. (2020). The state of artificial intelligence-based

FDA-approved medical devices and algorithms: an online database. NPJ digital medicine,
3(1), 1-8.

[9] Ishak, W. H. W., Siraj, F. (2002). Artificial intelligence in medical application: An explo-

ration. Health Informatics Europe Journal, 16.

[10] Thaulow, E., Erikssen, J., Sandvik, L., Erikssen, G., Jorgensen, L., Colin, P. F. (1993).
Initial clinical presentation of cardiac disease in asymptomatic men with silent myocardial

ischemia and angiographically documented coronary artery disease (the Oslo Ischemia

Study). The American journal of cardiology, 72(9), 629-633.

185



BIBLIOGRAPHY 186

[11] Khan, M. A. (2020). An IoT framework for heart disease prediction based on MDCNN

classifier. IEEE Access, 8, 34717-34727.

[12] Pagidipati, N. J., Gaziano, T. A. (2013). Estimating deaths from cardiovascular disease:

a review of global methodologies of mortality measurement. Circulation, 127(6), 749-756.

[13] Writing Committee:, Smith Jr, S. C., Collins, A., Ferrari, R., Holmes Jr, D. R., Logstrup, S.,
... Zoghbi, W. A. (2012). Our time: a call to save preventable death from cardiovascular

disease (heart disease and stroke).. European heart journal, 33(23), 2910-2916.

[14] Zeleznik, R., Foldyna, B., Eslami, P., Weiss, J., Alexander, I., Taron, J., ... Aerts, H. J.
(2021). Deep convolutional neural networks to predict cardiovascular risk from computed

tomography. Nature communications, 12(1), 1-9.

[15] De Bacquer, D., De Backer, G., Kornitzer, M., Blackburn, H. (1998). Prognostic value of

ECG findings for total, cardiovascular disease, and coronary heart disease death in men

and women. Heart, 80(6), 570-577.

[16] NHS (2018). Electrocardiogram (ECG). https://www.nhs.uk/conditions/electrocardiogram/

[17] Thygesen, K., Alpert, J. S., Jaffe, A. S., Chaitman, B. R., Bax, J. J., Morrow, D. A., ...
Executive Group on behalf of the Joint European Society of Cardiology (ESC)/American
College of Cardiology (ACC)/American Heart Association (AHA)/World Heart Federation
(WHF) Task Force for the Universal Definition of Myocardial Infarction. (2018). Fourth

universal definition of myocardial infarction (2018). Journal of the American College of
Cardiology, 72(18), 2231-2264.

[18] Schultz, J. C., Hilliard, A. A., Cooper Jr, L. T., Rihal, C. S. (2009, November). Diagnosis

and treatment of viral myocarditis In Mayo Clinic Proceedings (Vol. 84, No. 11, pp. 1001-
1009). Elsevier.

[19] Beckerman, J., (2020). When Do I Need a Chest X-Ray for Heart Disease?.
https://www.webmd.com/heart-disease/guide/diagnosing-chest-x-ray

[20] Ratini, M., (2020). Echocardiogram. https://www.webmd.com/heart-
disease/guide/diagnosing-echocardiogram

[21] Oh, J. K. (2007). Echocardiography in heart failure: beyond diagnosis. European Journal
of Echocardiography, 8(1), 4-14.
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