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Abstract— In intensity-modulation and direct-detection 

(IMDD) single-mode fibre (SMF) transmission systems, the 

nonlinear operation of square-law detection causes signal-signal 

beating interference (SSBI) that considerably limits the signal 

transmission capacity versus reach performance of the systems. To 

address this challenge, an error-controlled iterative algorithm 

(ECIA) with extra decision thresholds is proposed to digitally 

linearize the IMDD transmission systems. In the ECIA, instead of 

amplitude errors used in previously reported algorithms, the 𝑸−𝟐 

factor is utilized as an objective function, along with the proposed 

stochastic gradient descent (SGD) optimization of the thresholds 

for symbol decision. The thresholds can be adaptively adjusted to 

reduce decision errors during iterations. To improve the 

algorithm’s adaptivity to various system operation conditions, new 

constraints are also introduced including maximum step size 

and/or sign of threshold variation. By making use of the identified 

optimum key parameters of the ECIA, numerical investigations 

are conducted of the effectiveness of the proposed scheme in 

supporting 100 Gb/s 4-level pulse amplitude modulation (PAM4) 

transmissions over 80 km standard SMFs. Results show that 

compared with the previously reported decision-directed data-

aided iterative algorithm (DD-DIA), the ECIA significantly 

reduces the power/optical signal-to-noise ratio (OSNR) penalty, 

required minimum number of iterations (convergence rate) and 

improves the wavelength drift tolerance. For the ECIA, an OSNR 

penalty of ≤3.8 dB (10% overhead) and a minimum iteration count 

of 50 are observed for up to 400 km SMF transmissions, showing 

its robustness to accumulated dispersions of long fibres. More 

importantly, a pilot-free operation (0% overhead) is also feasible 

at a cost of a slightly increased OSNR penalty of ≤0.5 dB.   

 
Index Terms—Chromatic dispersion, digital signal processing, 

intensity modulation, optical fiber communication, optical signal 

detection, phase distortion.    

 

I. INTRODUCTION 

S  a mainstream for highly cost-sensitive short-reach 

optical fibre communication systems, intensity 

modulation and direct detection (IMDD) offers simple system 

structures with low-cost optoelectronic components [1], [2]. 

Driven by emerging bandwidth-hungry digital services such as 
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virtual/augmented/mixed reality, IMDD transmission systems 

are currently confronting unprecedented pressure of upgrading 

their capacity versus reach performances [3]. A main challenge 

for upgrading such transmission systems is their inherent 

nonlinear operation associated with intensity modulation and 

square-law direct detection. The square-law direct detection 

operation causes signal-signal beating interference (SSBI) 

when the phase of an optical signal is distorted by fibre 

dispersion. In particular, the SSBI effect is much severer for 

high data rates and/or long lengths of chromatic dispersion 

(CD)-dominant single-mode fibre (SMF) transmission systems 

required by converging future optical access networks. To 

mitigate the SSBI effect, modifications to existing IMDD 

transmission systems are suggested, including self-homodyne 

detection with optical polarization demultiplexing of the carrier 

and the signal [4],  generalized/simplified carrier-assisted 

differential detection [5], Stokes vector reception [6], and the 

employment of extra and/or costly components including 

optical phase modulators [7], dual-drive Mach-Zehnder 

modulators (MZM) [8], [9], delay interferometers [10] and 

tunable dispersion compensation modules [11]. Such 

modifications increase the complexity and cost of the 

transmission systems and their power consumption. To this end, 

for addressing the SSBI challenge, digital signal processing 

(DSP)-based techniques are desirable because of their 

advantages including low complexity and good flexibility as 

well as no modifications to existing transmission systems. 

These DSP techniques include, for example, Tomlinson-

Harashima precoding [12], [13], Volterra/polynomial nonlinear 

equalization [14], [15], model-based iteration [16], and 

combined linear and nonlinear equalization [17]. However, the 

abovementioned DSP techniques are just capable of partially 

compensating for the SSBI effect because only the received 

optical intensity is considered. It is noted that the CD effect may 

be partially mitigated by the multi-carrier techniques [18], [19]  

however, whilst the SSBI effect still exists.   

To effectively mitigate the SSBI effect, it is necessary to 

retrieve the received optical phase, which can be used to 

effectively compensate for fibre dispersion in the digital 
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domain, thus leading to linearized IMDD transmission systems. 

Based on the Gerchberg-Saxton (G-S) algorithm for the 2D-

image construction of X-ray diffraction [20], the phase retrieval 

of 1D signals was developed for CD pre-compensation [21], 

[22] or post-compensation [23] for improving signal 

transmission capacities or reaches of non-return-to-zero on-off 

keying (NRZ-OOK)-encoded IMDD systems [22], [23] and 

even quadrature phase shift keying (QPSK)-encoded coherent 

systems [24]. To further improve the capacity versus reach 

performances of IMDD transmission systems, a decision-

directed data-aided iterative algorithm (DD-DIA) [25] and a 

multi-constraint iterative algorithm (MCIA) [26] have recently 

been reported, which support ≥100 Gb/s 4-level pulse 

amplitude modulation (PAM4) IMDD transmission over ≥50 

km SMFs. Compared with the DD-DIA, the MCIA reduces the 

required number of iterations and symbol error rate because 

redundant bits associated with forward error correction (FEC) 

are reused to reduce decision errors of the PAM symbols in the 

iterations. However, the DD-DIA and MCIA still require a large 

number of iterations (>100) and a large overhead rate of pilot 

symbols (≥10%). In addition, in the MCIA the use of FEC in 

the iterations may cause a large latency. Furthermore, the power 

and optical signal-to-noise ratio (OSNR) penalties compared 

with the optical back-to-back (OBTB) systems were not 

discussed in [25], [26].  

To reduce both the total number of iterations and the 

overhead rate and also to further improve the effectiveness of 

DSP-based compensation of the SSBI effect, in this paper, we 

propose an error-controlled iterative algorithm (ECIA) with two 

extra decision thresholds for error control and new constraints.  

Compared to the DD-DIA, the power/OSNR penalty is also 

reduced as well. As an objective function in the ECIA, instead 

of the amplitude error in the DD-DIA algorithms, the 𝑄−2 

factor is applied, along with the proposed stochastic gradient 

descent (SGD) optimization for adaptive threshold adjustments. 

To improve the proposed algorithm’s adaptivity to various 

system operation conditions, new constraints on the maximum 

step size and/or the sign of threshold variation are introduced. 

As the transmission/convergence performances are dependent 

on key parameters including learning rates, maximum step size 

and resolution/clipping-ratio of digital-to-analog/analog-to-

digital converters (DACs/ADCs), these parameters are 

optimized for supporting 100Gb/s PAM4 transmissions over 80 

km SMFs. With the optimized parameters, the effectiveness of 

the proposed ECIA with fixed/adaptive decision thresholds is 

explored by comparing it with the DD-DIA. Results show that 

the ECIA significantly reduces the power/OSNR penalty and 

the required number of iterations by a factor of up to 3 

compared with the DD-DIA. In addition, the pilot-free 

operation (0% overhead) is feasible at a cost of a slightly 

increased OSNR penalty of ≤0.5 dB even for a huge 

accumulated dispersion of 6400 ps/nm corresponding to 400 

km. Furthermore, for practical uncooled lasers with instable 

wavelengths, the performance tolerance to wavelength drift is 

investigated, which shows an improved tolerance compared 

with the DD-DIA.     

II.  PRINCIPLE OF ECIA  

A. ECIA with extra two decision thresholds  

To illustrate the principle of the proposed ECIA, a block 

diagram of the algorithm in an SMF IMDD system is shown in 

Fig. 1(a), where the new functions compared to the DD-DIA are 

highlighted by using a shadow background. At the transmitter, 

an intensity modulator (IM) is used to convert an analog PAM 

signal 𝑠(𝑡) into an optical signal 𝐸𝑇  for propagating over the 

SMFs. To focus on discussions about the nonlinear operation of 

the square-law detection in a photodiode (PD) that causes the 

SSBI effect, the received signal (𝑟(𝑡))  can be described in the 

following form.   

𝑟(𝑡) = |(√𝑠(𝑡) ∙ 𝑒𝑗𝜓(𝑡)) ⨂ℎ(𝑡) + 𝑤𝑜(𝑡)|
2

+ 𝑤𝑒(t) (1) 

where ⨂ is the convolution operation. 𝜓(𝑡) is the optical phase 

at the transmitter mainly due to the modulator’s chirp effect. 

𝑤𝑜(𝑡)  and 𝑤𝑒(𝑡)  are the optical and electrical noises, 

respectively.  ℎ(𝑡) is the impulse response of the CD-dominant 

SMF system, whose (inverse) Fourier transform is denoted as 

𝐻(𝑓) (𝐻−1(𝑓)). 

𝐻(𝑓) = 𝑒−𝑗𝜋𝐷𝐿𝑓2𝜆2/𝑐 (2) 

where 𝐷 , 𝐿, 𝑓  , 𝜆, and 𝑐   are the fibre dispersion parameter, 

distance, analogue frequency, central wavelength, and velocity 

of light, respectively.  

Similar to the conventional iterative algorithms including the 

DD-DIA [25] and the G-S algorithm, the ECIA requires 

iterative Fourier transformations (FT) of the channel impulse 

responses (H) in Eq. (222) to mimic the optical signal’s 

forward/backward propagation in the digital domain in order to 

obtain the accurate phase information. The principle of the DSP 

process is depicted in Fig. 1(b), where for a measured intensity 

signal (√𝑟) and defined constraints, the CD-induced channel 

impulse responses are involved back and forth between the 

image and object domains (received and transmitted signals) 

during each numerical in a number of iteration processs. An 

 

Fig. 1.  (a) Block diagram of an SMF IMDD system with ECIA and (b) the principle of ECIA. US/DS: up/down-sampling. Sync.: synchronization.   
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error control is introduced to reduce both the symbol decision 

errors in the object domain and requiredthe  minimum required 

number of iterations to converge for converged bit error rates 

(BERs). 

To apply DSP-based linearization algorithms for the 

effective compensation of the CD at the receiver, the received 

signal is digitized by an ADC followed by synchronization and 

serial-to-parallel (S/P) conversion (required for FT). The 

procedure of the ECIA is described below, which contains 

the following 5 steps:  

1. The square-root of the digitized signals (parallel samples) 

combined with an estimated optical phase is used to reconstruct 

the received optical signal √𝑟 ∙ 𝑒−𝑗∡�̂�𝑅. The initial phase (∡�̂�𝑅) 

is set to linearly increase from 0 to 2π across the parallel 

samples.  

2. After the CD compensation (multiplying by 𝐻−1) in the 

frequency domain, a matched filter (MF) and a downsampling 

(DS) process are applied

.  

3. The symbol decision with a normalized threshold of 0.5 is 

applied to signal 𝑠1. Once the decision errors are converged or 

the iteration index reaches their defined maximum values, the 

final decided symbols are obtained. Otherwise, the error control 

process is applied  to adaptively adjust the decision errors 

in each iteration procedure.     

4. As pseudorandom pilot symbols are digitally prearranged 

at a symbol interval at the transmitter using a conventional 

approach, the pilot symbols and the decided symbols are 

selectively chosen according to the defined constraints in  

reconstructing the transmitted symbol sequence 𝑠3.  

5. Following  upsampling (US), pulse shaping (PS), 

square-root operation and insertion of CD-induced phase

 the received optical signal ( �̂�𝑅 ) is reconstructed. The 

phase of �̂�𝑅 is extracted to update the input signal √𝑟 ∙ 𝑒−𝑗∡�̂�𝑅  

for use in the next iteration starting from step 1.  

In the previously reported iterative algorithms [25], [26], an 

objective function, 𝜁2 , is set to be the amplitude error or mean 

square error (MSE) between the reconstructed optical signal 

(�̂�𝑅) and the actually measured intensity (√𝑟).  

𝜁2 = 𝐸 [(|‖�̂�𝑅‖ − √𝑟|/𝐸[√𝑟])
2

] (3) 

where 𝐸 denotes the expectation operation. For the DD-DIA, 

the decided symbols (d) with a normalized threshold of 0.5 are 

randomly selected with a Bernoulli distribution in an iteration 

to minimize the 𝜁2  value [25]. Because of many possible 

solutions of �̂�𝑅  corresponding to a minimum of 𝜁2 , the 

estimated optical phase may not reflect its real value. To 

address this challenge, we propose an objective function of the 

𝑄−2 factor calculated from the decision errors.  

𝑄−2 =
1

𝐾 − 1
∑ [

(𝜎𝑘+1 + 𝜎𝑘)

(𝜇𝑘+1 − 𝜇𝑘)
]

2𝐾−2

𝑘=0
 (4) 

where 𝜇𝑘 and 𝜎𝑘 are the mean and standard deviations of the 

estimated signal 𝑠1 corresponding to the decided symbol dk. K 

is the number of PAM levels. As a uniform distribution of the 

PAM levels is assumed in this paper, 𝜇𝑘+1 − 𝜇𝑘 is equal to the 

distance between two adjacent PAM levels, Δ . It is easy to 

understand that the PAM signal’s ideal levels (d0,1,..,K-1) can be 

estimated by the signal’s mean or channel estimation. 

Compared with 𝜁2 related to the optical intensity only, 𝑄−2 

is directly determined by the estimated real-valued transmitted 

signals. Therefore, in theory, a unique solution of �̂�𝑅 exists for 

a minimum 𝑄−2. To effectively minimize  𝑄−2, the proposed 

ECIA introduces an error control to the decision errors (ε= (s1- 

d)/Δ) with extra two thresholds (ε1, ε2) expressed below:  

𝑠2 = {

𝑠1 − 𝜀 ∙ Δ,                         |𝜀| < 𝜀1

𝑠1 − (𝜀 − 𝜀/|𝜀|) ∙ Δ,      |𝜀| > 𝜀2

𝑠1,                            𝜀1 ≤ |𝜀| ≤ 𝜀2

 (5) 

The idea of the ECIA is originally from the fact that the 

decision errors normally occur around decided symbol values 

(d) so that the initial errors with a uniform distribution are 

expected to slowly converge toward zero during iterations as 

shown in Fig. 2. For |𝜀| < 𝜀1 , the symbols have a high 

probability of being decided correctly in a normal way. For 

|𝜀| > 𝜀2, an extra error control of (𝜀 − 𝜀/|𝜀|) ∙ Δ is applied to 

the symbols that may be wrongly decided in the normal way. 

For symbols with 𝜀1 ≤ |𝜀| ≤ 𝜀2, no symbol decision is made 

because of a possibly equal probability of correct or wrong 

decisions. The error control is conducted when the BER or 𝑄−2 

is below a specific value (a BER of 0.03 in this paper) during 

the iterations, above which 𝑠2 is assumed to be equal to 𝑠1.  

Following the error control, the prearranged pilot symbols 

are used to periodically update the received/calculated pilot 

symbols in the signal sequence (s2) at an iteration interval [25]. 

The overhead rate of the pilot symbols, δ, is equal to the inverse 

of the pilot symbol interval. For example, a symbol interval of 

10 corresponds to an overhead rate of 10%. In addition, an extra 

constraint can also be applied by clipping the amplitude of s2 

beyond the target range (d0~dK-1) below:   

𝑠2 ∈ [𝑑0, 𝑑𝐾−1] (6) 

 

 Fig. 2.  Normalized decision error distributions varied with iteration index.  
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B. Stochastic gradient descent (SGD)-based optimization of 

(adaptive) threshold 𝜀2  

The optimum values of the extra decision thresholds (ε1, ε2) 

in Eq. (555) depend on various factors including signal to noise 

ratio (SNR) and fibre dispersion/lengths. The thresholds can be 

fixed at specific values or adaptively adjusted according to the 

objective function of 𝑄−2. In general, the ε1 value determines 

possibly correct decisions of a majority of symbols after several 

initial iterations, whilst the ε2 value mainly affects possibly 

wrong decisions of symbols. Therefore, our target is to optimize 

ε2 when ε1 is fixed at a specific value. Given the iterative feature 

of the ECIA, the SGD-based optimization is proposed for 

adaptively updating the threshold, 𝜀2
′ .  

𝜀2
′ = 𝜀2 − 𝜂 ∙ 𝛻𝑄−2(𝜀2) (7) 

where 𝜂 is the learning rate,  𝛻 is a gradient operator. Owing to 

the optical/electrical noises, the estimated 𝑄−2(𝜀2) varies with 

iteration. To mitigate the noise effect, the new threshold, 𝜀2
′ , is 

updated every 𝑀𝑄 iterations with an average of 𝑄−2(𝜀2) in the 

𝑀𝑄 iterations. In addition, as symbols may be wrongly decided 

with the variable threshold, the objective function may fluctuate 

in different iterations. To improve the robustness of the ECIA, 

the prearranged pilot symbols are applied in Eq. (444) for the 

accurate calculation of the objective function, 𝑄𝑝
−2(𝜀2) . Eq. 

(777) is applied when  𝛻𝑄−2(𝜀2) and 𝛻𝑄𝑝
−2(𝜀2) have the same 

sign. Although the accuracy of 𝑄𝑝
−2(𝜀2)  is high, 𝑄−2(𝜀2) 

instead of 𝑄𝑝
−2(𝜀2) must be applied in Eq. (777) to indicate 

decision errors of the information symbols instead of pilot 

symbols. These constraints can be described as follows.  

𝛻𝑄−2(𝜀2) ∙ 𝛻𝑄𝑝
−2(𝜀2) > 0 (8) 

|𝜂 ∙ 𝛻𝑄−2(𝜀2)| ≤ 𝜀𝑠 (9) 

where 𝜀𝑠  is the maximum step size that limits the maximum 

variation of 𝜀2 in an iteration. If constraint (888) is not satisfied, 

a small variation of 𝜀2  is added to ensure an update of 𝜀2
′ =

𝜀2 − 2.5 × 10−3 ∙ 𝑠𝑔𝑛(𝛻𝑄𝑝
−2(𝜀2)). 𝑠𝑔𝑛() is the sign function 

of a number. If constraint (999) is not satisfied, Eq. (777) can 

be modified as 𝜀2
′ = 𝜀2 − 𝜀𝑠 ∙ 𝑠𝑔𝑛(𝛻𝑄−2(𝜀2)). The estimated 

𝜀2
′  is controlled in a range of [0.05, 0.45]. The initial threshold 

ε2 is set to be 0.4 when the iteration index is smaller than 25.  

For a pilot-free operation, constraint (888) is not applicable, 

as such a local solution of ε2 may occur causing calculated 𝜀2
′  

values remaining relatively low for many iterations when the 

BER converges at a relatively high value. To avoid the 

occurrence of the local solution, a new threshold 𝜀2
′  is set to be 

the upper limit of 0.45 if the values of five successively updated  

𝜀2
′   with a standard deviation of <0.025 remain lower than 0.4.    

As an example, Fig. 3 shows the threshold 𝜀2  adaptively 

adjusted to minimize 𝑄−2 corresponding to BER in an 80 km 

SMF transmission system. In the figure, the default parameters 

in Table I are applied. SGD optimization is applied after 20 

iterations such that the 𝑄−2  calculated with decided symbols 

significantly decreases to the levels of 𝑄𝑝
−2 calculated with pilot 

symbols. After 25 iterations, the threshold decreases from 0.4 

to 0.18, which results in a small fluctuation of 𝑄−2 and BER 

around the iteration of 40. Such a fluctuation does not degrade 

the final BER performance but contributes to a further decease 

in BER when the threshold increases to 0.45. This can also be 

explained by introducing a disturbance in 𝑄−2  or BER to avoid 

a local solution of ε2 corresponding to a relatively high BER in 

the ECIA with the SGD optimization. After 60 iterations, the 

BER converges towards a relatively low value. It is noted that 

before the BER converges at a low value the curves of 𝑄−2 are 

higher but less fluctuated than 𝑄𝑝
−2, confirming the right choice 

of 𝑄−2  in Eq. (777). In addition, the BER obtained with 

clipping in constraint (666555) is significantly reduced 

compared with no clipping constraints.       

III. OPTIMIZATION OF KEY PARAMETERS  

Based on the principle of the ECIA, key parameters affecting 

the algorithm’s convergence/transmission performance need to 

TABLE I 

DEFAULT PARAMETERS 

Parameters 
Default 

setting Parameters 
Default 

setting 

Modulation format PAM4 Threshold, 𝜀1 0.25 

Raw bit rate 100 Gb/s Initial threshold, 𝜀2 0.4 

Roll-off factor (PS), 𝛼 0.1 Learning rate, 𝜂 4 

Intensity modulator MZM Maximum step, 𝜀𝑠 0.06 

Modulation index 0.6 𝑀𝑄 3 

Launch power -2 dBm Pilot symbol interval 10 

Fibre length 80 km Iteration interval 2 

Dispersion parameter, 

D 

16 

ps/nm/km 

Resolution  

(DACs, ADCs)  
7, 8 bits 

Thermal noise (PIN) 
1010-12 

A/Hz1/2 

Clipping ratio 

(DACs, ADCs) 
10, 14 dB 

Quantum efficiency  0.8 Bandwidth (OF) 82.5 GHz 

Wavelength 1550 nm Bandwidth (LPF) 41.3 GHz 

 

 

 

 Fig. 3.  Example of adaptive threshold (𝜀2) and BER/ Q-2 optimized by SGD.  
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be numerically optimized for maximizing its 

transmission/convergence performances. The numerical 

optimizations are undertaken under the following conditions: at 

the transmitter, 100 Gb/s PAM4 analog electrical signals are 

generated from a pseudorandom sequence (length:1.3105 bits) 

with square-root raised cosine (SRRC) filter-based pulse 

shaping and DACs. An MZM with a frequency chirp-free 

operation at a wavelength of 1550nm and a modulation index 

of 0.6 is used as an IM to convert the electrical signals into an 

optical signal. The optical launch power is fixed at -2 dBm. The 

optical signal propagation over 80 km standard SMFs is 

simulated by a split-step Fourier method (step length: 0.5 km). 

The received optical signal is amplified by an optical amplifier 

(OA) followed by an optical filter (OF) before the direct 

detection in a PIN photodiode. Optical noise is loaded on the 

received optical signal according to the OSNR defined within a 

spectral resolution of 0.1nm, which is fixed at 36 dB. The 

detected electrical signal passes an ideal low pass filter (LPF) 

with a bandwidth of 41.3 GHz and an ADC operating at a 

sampling rate of twice the signal baudrate. It is assumed that the 

nonlinearity of the MZM can be pre-compensated at the 

transmitter, and the received samples are ideally synchronized 

at the receiver. In practice, the synchronization process can be 

carried out with a preamble or single-pulse signal sequence 

inserted in the front of the in the signal whole sequence. The 

fast Fourier transform (FFT) is applied to the input parallel 

sample signal for CD compensation in the frequency domain. 

For the theoretical/numerical evaluations,  purposes, the 

number of parallel samples is set to be equal to the number of 

generated samples at a sampling rate of twice of the signal 

baudrate. The maximum number of iterations is 200.  All the 

default parameters mentioned above are summarized in Table I.   

A. Decision threshold (ε1) 

 The first key parameter is decision threshold ε1 that affects 

the number of symbols with possibly correct decisions in the 

iterations. In Fig. 4(a), the curves of BER versus decision 

threshold ε1 are compared for different received optical powers 

(ROPs). An optimum value of ε1= 0.25 is observed for 

achieving the lowest BERs regardless of the ROP values. For a 

small threshold of ε1< 0.25, the portion of decided symbols with 

errors in the range |𝜀| < 𝜀1 is relatively small, which limits the 

role of symbol decision in the error control. As a result, the BER 

decreases with increasing ε1. For ε1≥0.3, the number of symbols 

with wrong decisions is high compared with relatively small ε1 

values. This causes a slight increase in BER. Thanks to the error 

control with adaptive threshold ε2 after applying ε1, the BERs 

for ε1≥0.3 remain relatively low but still higher than their lowest 

values. For the largest ε1 of 0.45 in the figure, the effect of 

decision threshold ε1 can be ignored. In such a case, the 

application of only adaptive threshold ε2 cannot further improve 

the BER performance. This suggests the necessity of decision 

threshold ε1 in the ECIA with SGD. To simplify 

 the DSP algorithm and improve its effectiveness, 

  ε1 is fixed at 0.25, whilst  ε2 is adaptively adjusted in 

different operation conditions.    

B.  Learning rate (𝜂) and maximum step size (𝜀𝑠) 

The learning rate (𝜂) and maximum step size (𝜀𝑠) play an 

important role in determining the convergence and transmission 

performances of the algorithm. A large 𝜂  or 𝜀𝑠  benefits fast 

convergence but may lose stability for cases where BERs are 

low, thus optimum values of 𝜂 and 𝜀𝑠 are desired to balance fast 

convergence and low BER. To achieve such an optimum 

balance, the learning rate (𝜂) is firstly optimized in Fig. 4(b) 

where 𝜀𝑠 is equal to 0.06. For a high ROP (-6 dBm), the BER 

varies significantly with the learning rate, whilst for a small 

ROP (-12 dBm), the BER remains at ~10-3. This indicates the 

advantage of the SGD for the high received optical power 

(relatively low noise) condition. In Fig.4(b), the minimum BER 

of 410-5 for a ROP of -6 dBm is shown at 𝜂 =4, which is used 

to investigate the impact of 𝜀𝑠 in Fig. 4(c-d). For the ROP of -

12 dBm (-6 dBm), the BER remains at ~110-3 (~410-5) in 

the range 0.02<𝜀𝑠<0.08, above which a large variation in BER 

or the required number of iterations are observed. The variation 

 

  
Fig. 4. Impacts of decision threshold ε1 (a), learning rate 𝜂 (b) and maximum 

step size 𝜀𝑠  (c-d) on BER or required number of iterations. ROP: -6 dBm 

(blue), -12 dBm (red).   

 

 Fig. 5.  Impacts of resolution/clipping-ratio (DAC/ADC). ROP: -6 dBm 

(blue), -12 dBm (red). DAC/ADC: square/triangular markers.  
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may be because a relatively large 𝜀𝑠 (≥0.08) with poor stability 

increases the risk of significantly increased number of wrongly 

decided symbols, thus the BER is degraded. As the defined 

maximum number of iterations is 200, the high BER values of 

>10-2 may be estimated before the BER is converged. On the 

other hand, for a relatively small 𝜀𝑠 (<0.06), the BER is low but 

requires an increased number of iterations for a ROP of -6 dBm 

as shown in Fig. 4(d). Therefore, the optimum value of 𝜀𝑠 is 

0.06.  

C. Resolution and clipping ratio of DACs/ADCs  

As received signal amplitudes distorted by fibre dispersion 

and SSBI vary randomly, a high-resolution DAC/ADC with a 

large clipping ratio (input/output range) is normally required for 

reducing quantization noise and clipping distortion. From a 

practical system design point of view, for relaxing the hardware 

requirement for the optical phase retrieval, it is necessary to 

study the minimum (bit) resolution and clipping ratio. The 

impacts of the resolution and clipping ratio on BER are 

presented in Fig. 5. The BER significantly decreases with 

increasing resolution and clipping ratio of the DAC/ADC from 

2 to 6 bits and from 2 to 12 dB, respectively. For the ROPs of -

6 and -12 dBm, error floors occur at a resolution of ≥7 (8) bits 

and a clipping ratio of ≥10 (14) dB for the DAC (ADC). An 

extra 1 bit of resolution is required for ADC due to the 4 dB 

increment in clipping ratio shown in the figure. For a hard-

decision FEC limit of 3.810-3, relatively low resolutions 

(clipping ratio) of 4 bits and 6 bits (6 dB and 8 dB) may be 

required for the DAC (ADC). To explore the best BER 

performance of the ECIA, in following simulations, the 

resolutions (clipping ratio) of the DAC and ADC are set to be 7 

bits and 8 bits (10 dB and 14 dB), respectively. It is noted that 

for very short SMF transmission or OBTB cases, the 

DAC/DAC requirement can be relaxed further, which is 

however not the focus of the present work.   

IV. TRANSMISSION AND CONVERGENCE PERFORMANCES  

With the optimized parameters in Section III, the proposed 

ECIA is verified in this section, where the DD-DIA is also 

applied for performance comparisons [25]. The two ECIA 

schemes with and without SGD correspond to adaptive and 

fixed values of ε2. As the DD-DIA requires a relatively large 

number of iterations for obtaining a converged BER 

performance, the maximum number of iterations for the DD-

DIA is set to be 320.  

A. Evaluation of objective functions 

To evaluate the validity of the objective functions in Eqs. 

(3333-444), convergence performances in amplitude/phase errors 

and BER/𝑄−2  are compared for 100 Gb/s over 80 km SMF 

IMDD systems in Figs.6(a-c).  As shown in the figures, the two 

ECIA schemes with and without SGD have similar 

performances, and their BER values converge much faster than 

the DD-DIA. Only approximately 30 and 50 iterations are 

required for approaching the FEC limit and converged BERs, 

respectively. Prior to achieving the converged BER at iteration 

50, the amplitude error for the ECIA with SGD fluctuates more 

rapidly than the other schemes because of the adaptively varied 

threshold shown in Fig. 6 (d). However, its phase error and 𝑄−2  

decrease with less fluctuation as the iteration count increases. 

The differences in amplitude error, phase error and 𝑄−2  at 

iteration 200 between the ECIA and DD-DIA are 

approximately 3%, 16% and 36% of their average values, 

respectively. As a result, the schemes (ECIA) with an objective 

function of 𝑄−2  have relatively low BERs. Although the 

converged amplitude errors for all the cases considered here are 

 

Fig. 6.  (a-d) Comparisons in amplitude/phase errors, BER, Q-2, threshold (ε2) between the ECIA without/with SGD (dotted/solid lines), and the DD-DIA (dashed 

curves), and (e-f) BER and required number of iterations at different fixed values of ε2 for ROPs of -12 dBm (red) and -6 dBm (green).     
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almost equal, the ECIA with an adaptive threshold (ε2) offers 

the lowest BER and phase errors because of its adaptivity to 

various levels of noise/error. This indicates that the amplitude 

error in Eq. (3333)  does not reflect the reconstructed optical signal 

at a high accuracy. The objective function in Eq. (444)  can thus 

be used to improve the convergence and BER performances, 

along with the decision error control.  

Given the fact that an accurate decision threshold 

significantly affects the BER performance of the ECIA, it is 

necessary to investigate the impact of fixed values of ε2 on BER 

and the required number of iterations as shown in Fig. 6(e-f). 

To achieve the lowest BERs for the ECIA with no SGD (fixed 

thresholds), optimum thresholds of 0.325 and 0.275 are 

identified for the ROPs of -12 dBm and -6 dBm, respectively. 

Compared with the optimum ε1 values of  around 0.25 identified 

in Fig. 4(a), the optimum values of the fixed ε2 varying for 

different ROPs are dependent on ROP or the link noise level. 

The reason is that a low ROP causes a large variance of decision 

errors that normally requires a large threshold (ε2). It is 

interesting to note that the lowest BER (~10-3) at the optimum 

fixed threshold of 0.325 is slightly larger than the BER with 

SGD-based adaptive thresholds. However, its required number 

of iterations (~65) at ε2=0.325 is higher than the SGD case (~50) 

although the required number of iterations at ε2≥0.35 is less than 

50. This indicates that a fixed threshold (ε2) may offer similar 

BER performance as the adaptive threshold with SGD but 

possibly requires a large iteration count. In addition, the 

optimum value of the fixed threshold (ε2) depends on SNR, 

fibre dispersion and iteration index from which the ε2 is applied. 

This imposes challenges in estimating channel conditions for 

practical systems. On the other hand, the SGD is applied to 

automatically search optimum values of ε2, this offers 

technically good adaptivity against various operation 

conditions.  In following discussions, the ECIA with SGD is 

considered to represent the ECIA scheme by default.    

B. Comparisons between (pilot-free) ECIA and DD-DIA 

For both the ECIA and the DD-DIA, pseudorandom pilot 

symbols prearranged at the transmitter are used to replace the 

received/estimated pilot symbols at a defined iteration/symbol 

interval at the receiver [25]. To explore the effectiveness of the 

pilot symbols, the transmission performances are compared 

between the ECIA and the DD-DIA in Fig. 7. In general, the 

ECIA outperforms the DD-DIA in terms of BER and required 

number of iterations for different iteration/symbol intervals. In 

Fig. 7(a-b), for the ECIA the curves on iteration interval are 

much flatter than the DD-DIA, indicating its less dependence 

on iteration interval. For the ROPs of -6 dBm or -12 dBm, the 

difference in BER between the ECIA and DD-DIA increases 

with increasing the symbol/iteration interval until the BER 

reaches a relatively high value. The main reason for the 

observed difference is that in the DD-DIA the decided symbols 

are randomly selected without considering the error features 

and the pilot symbols are mainly used for reducing the errors of 

decided symbols. As a result, the BER with the DD-DIA 

significantly degrades with increasing the symbol interval in 

Fig. 7(c). The ECIA, by contrast, introduces selective symbols 

decided with fixed and adaptive thresholds in SGD so that the 

pilot symbols are less important for reducing the BER. 

Therefore, for the ECIA the BER and required number of 

iterations remains relatively low even when the symbol interval 

increases from 5 to the whole symbol length of 65536, this 

means that the ECIA can be treated as a pilot-free operation. As 

shown in Figs. 7(a-d), compared to the DD-DIA, the 

BER/convergence performances of the ECIA are less 

 

Fig. 7.  Comparison in BER and required number of iterations affected by the (a-b) (pilot) iteration interval, (c-d) (pilot) symbol interval and (e-f) ROP. (a-d): 

red/blue curves for ECIA/DD-DIA, solid/dotted curves for ROPs of -12 dBm /-6 dBm. (e-f): solid/dotted curves for overheads of 10%/0%.   
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dependent on the number or occurrence frequency of pilot 

symbols. The pilot-free operation may be possible at a small 

cost of power/OSNR as discussed below.    

C.  Power/OSNR penalty 

To further demonstrate advances of the ECIA with the SGD 

and/or pilot-free operation (δ: 0%), the BER and required 

number of iterations at different ROPs are presented in Figs. 

7(e-f).  Compared with the OBTB case, a power penalty of 3.2 

dB (4.1 dB) at the FEC limit is observed for the 80 km SMF 

link based on the ECIA with the SGD and a 10% (0%) overhead. 

Such a power penalty is much less than the DD-DIA (6.4 dB). 

The pilot-free operation can be realized with the ECIA at a cost 

of an extra power penalty of 0.9 dB. The DD-DIA with the 

pilot-free operation cannot provide BER less than the FEC limit. 

The curves for the two ECIA schemes with 10% overheads 

almost overlap, confirming the validity of the SGD in the ECIA. 

It is noted that the error floor with the ECIA with a 10% 

overhead is over one order of magnitude lower than the DD-

DIA. This is due to the improved accuracy of the reconstructed 

optical signal with the ECIA. For achieving BERs less than the 

FEC limit, the required minimum number of iterations for the 

ECIA and DD-DIA are approximately 50 and 155, respectively. 

Therefore, the power penalty and convergence rate with the 

ECIA are improved by a factor of 2 and 3 respectively. 

Apart from the abovementioned power penalty, Fig. 8(a) 

shows the OSNR dependent BER performance where the ROP 

is taken to be a relatively large value (-6 dBm). The trends of 

the BER versus OSNR curves are similar to those in Fig. 7(e). 

The OSNR penalty for the ECIA with 10% and 0% overheads 

and the DD-DIA are 3.8, 4.3, and 6.0 dB, respectively. Even for 

large OSNRs, the DD-DIA (δ: 0%) still cannot reach the FEC 

limit. For the ECIA (σ: 10%), its BER of less than 10-5 is shown 

at OSNRs of > 38 dB in Fig. 8(a). By comparing Fig. 8(a) and 

Fig. 7(e), it is clear that the error floor shown in Fig. 7(e) is due 

to the OSNR limitation. For the ECIA with a 0% overhead, 

owing to the increased OSNR at a relatively high ROP, the BER 

corresponding to the error floor is about 10-4, which is, however, 

still lower than the DD-DIA.   

The impact of transmission distance (fibre dispersion) on 

OSNR penalty is explored in Figs. 8(b-c), where the OSNR 

penalty and corresponding minimum number of iterations are 

plotted as a function of transmission distance up to 400 km. 

Such a long distance is used to demonstrate the effectiveness of 

the proposed technique in compensating simulate a large fibre 

dispersions. of up 6400 ps/nm. For short distances of several 

kilometers, as the fibre dispersion is small, the penalty curves 

are nearly overlapped indicating similar performances. For 

distances of ≥40 km (640 ps/nm), the OSNR penalty for the 

ECIA (δ: 10%) remains at approximately 3.8 dB, which is ≤0.5 

dB and   ≥0.7 dB lower than the ECIA (δ: 0%) and the DD-DIA 

(δ: 10%). Meanwhile, the required minimum number of 

iterations for the ECIA (δ: 0% and 10%) is approximately 

50~60, which is at least 2.5 times smaller than the DD-DIA. On 

the other hand, for relatively long distances, the required 

minimum number of iterations for the DD-DIA increases from 

123 (40 km) to 207 (400 km). The main reason for the increased 

(almost constant) penalty over ≤40 km (≥80 km) SMFs is due 

to the frequency selective power fading effect, which causes  

causing power losses of the received signals. For ≤ 40 km (≥

80 km) SMFs with a small (large) number of dips in the 

received signal spectral region, as shown  in Fig. 9, the signal 

power loss increases (almost remains constant) with increasing 

distance. The penalty peak for the DD-DIA with a fixed 

threshold of 0.5 may be because of the algorithm has its lack of  

relatively limited adaptivity and robustness to different 

different transmission distances,  thus which resulting in  cause 

varied distortions in signal amplitude and phase. Although the 

spectra of the received electrical signals after long-distance 

transmissions (300km, 4800 ps/nm) are seriously distorted, the 

ECIA can still be used to recover the received signal spectra, as 

 

Fig. 8.  (a) BER as a function of OSNR over 80 km SMFs, (b) OSNR penalty and (c) corresponding number of iterations at different distances. ECIA/DD-DIA: 

red-square/blue-triangle markers. Overheads of 10%/0%: solid/dotted curves.  

 

Fig. 9.  Power spectra of transmitted/received/estimated electrical signals and 

an eye diagram at a BER of 310-3 (300 km, ECIA with a 10% overhead).   
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illustrated in Fig.9. The estimated and transmitted signal spectra 

are similar over the signal spectral range, beyond which 

residual frequency components can be digitally filtered out. As 

a result, a clear eye diagram at a BER of 310-3 after 300 km 

SMF transmissions is also presented in the same figure.  

D.  Tolerance against wavelength drift 

In practical conditions where uncooled lasers are preferred, 

the wavelength of the lasers/IMs may vary with 

time/temperature due to variations in effective refractive index 

of the laser materials. Such wavelength drift degrades the CD-

induced phase distortions, which are proportional to the square 

of wavelength, as shown in Eq. (222). To investigate the tolerance 

of the proposed ECIA against wavelength drift, a fixed 

wavelength error (drift) is added in Eq. (222) for the CD 

compensation at the receiver. The BER performances over 80 

km (1280 ps/nm) and 400 km (6400 ps/nm) SMF transmissions 

are illustrated in Fig. 10.  For fair comparisons, the OSNR is 

adjusted to ensure a BER of around 1.510-3 at an ROP of -6 

dBm when the wavelength drift is zero. Such an OSNR is used 

for non-zero wavelength drift cases. As seen in Fig. 10, both the 

ECIA and DD-DIA are sensitive to wavelength drift especially 

for long-distance transmissions (400 km). A wavelength drift 

tolerance of up to ±7.2 nm (±1.5 nm) after 80 km (400 km) SMF 

transmissions corresponding to a phase error of ±0.19 rad 

(frequency: 25GHz) by the ECIA (10% overhead) is obtainable, 

over which the corresponding BERs are less than the FEC limit. 

Compared with the DD-DIA, the ECIA with a 10% overhead 

improves the wavelength drift tolerance by approximately 2.4 

nm over 80 km SMFs, which is approximately 5 times 0.5 nm 

over 400 km SMFs. This is because the ECIA contributes to an 

improved power/OSNR penalty and BER, and the phase 

variation in Eq. (222) can be considered to linearly increase with 

wavelength drift when the ratio between the wavelength drift 

and the wavelength is relatively small (<1% in Fig. 10). For 

very long transmission distances of over 400 km, an accurate 

estimation/measurement of the wavelength may be required. 

However, such a requirement may not be necessary for 

relatively short distances of up to 80 km.  

V. CONCLUSIONS  

To address the challenge of the nonlinear operation of 

square-law detection, an error-controlled iterative algorithm 

with extra decision thresholds has been proposed to digitally 

linearize the IMDD-based SMF transmission systems. Based on 

the principle of the ECIA, an objective function of the 𝑄−2 

factor instead of the amplitude error used in previously reported 

algorithms is utilized along with the proposed SGD-based 

optimization of adaptive decision thresholds. To improve the 

algorithm’s adaptivity to various system operation conditions, 

new constraints are introduced including maximum step size 

and/or sign of threshold variation. With the identified optimum 

key parameters of the ECIA, the effectiveness of the proposed 

scheme has been numerically explored in 100 Gb/s PAM4 

IMDD transmissions over 80 km standard SMFs. Results have 

shown that compared with the previously reported DD-DIA the 

ECIA significantly reduces the power/OSNR penalty, required 

minimum number of iterations (convergence rate) and improves 

the wavelength drift tolerance by a factor of up to 3. For the 

ECIA, an OSNR penalty of ≤3.8 dB (10% overhead) and a 

minimum iteration count of 50 are observed for up to 400 km 

(6400 ps/nm) SMF transmissions, showing its robustness to 

accumulated dispersions of long fibres. More importantly, the 

pilot-free operation (0% overhead) is also feasible at a cost of a 

slightly increased OSNR penalty of ≤0.5 dB. Therefore, the 

proposed ECIA has great potential for future high capacity 

and/or long reach IMDD transmission systems.  
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