
 

 

 

 

CRANFIELD UNIVERSITY 

 

 

 

 

AYODELE JAMES OYELEKE 

 

 

 

 

VENTILATION AND THERMAL PERFORMANCE OF AN 

INTEGRATED SYSTEM FOR USE IN HERITAGE BUILDINGS 

 

 

 

 

SCHOOL OF WATER, ENERGY AND ENVIRONMENT 

PhD in Energy 

 

 

 

PhD 

Academic Year: 2017 - 2018 

 

 

 

 

Supervisor:  Dr Patrick Verdin 

January 2018  

 

 



 

 

 

CRANFIELD UNIVERSITY 

 

 

 

SCHOOL OF WATER, ENERGY AND ENVIRONMENT 

PhD in Energy 

 

 

PhD 

 

 

Academic Year 2017 - 2018 

 

 

AYODELE JAMES OYELEKE 

 

 

Ventilation and Thermal Performance of an Integrated System for 

use in Heritage Buildings 

 

 

Supervisor:  Dr Patrick Verdin 

January 2018 

 

 

 

 

© Cranfield University 2018. All rights reserved. No part of this 

publication may be reproduced without the written permission of the 

copyright owner. 



i 

ABSTRACT 

Providing modern mechanical heat recovery ventilation for heritage dwellings 

poses the challenge of invasive duct-work and unwanted modifications to the 

building fabric. A retrofitted ventilation system will be more desirable if it is 

inconspicuous and hidden within the building fabric. 

The author’s original contribution to knowledge encompasses the original 

proposal and development from first principles of a novel natural ventilation heat 

recovery system utilizing disused chimneys in heritage dwellings. The system 

consists of an omnidirectional flue-like windcatcher integrated with a plate heat 

exchanger. This research provided new information on functional design of 

geometry, operational characteristics, and feasibility in terms of ventilation and 

heat recovery performance of counter-current natural air flow in the system. 

Two commercial CFD programs, namely Autodesk CFD 2013 and Ansys Fluent 

v14 were employed to perform RANS simulation of 3D models of the system. A 

comparison of flow results gotten from these packages showed a maximum 

difference of 10%. This proved the corresponding accuracy of the simpler and 

more user-friendly Autodesk CFD when compared with the more established 

Ansys Fluent software package.  

The air flow and thermal performance of the system’s two main parts were 

investigated at steady state wind speeds of 0.5m/s, 1.5m/s, 2.5m/s, 3.5m/s and 

4.5m/s incident on the windcatcher at 90 degrees. Results were evaluated for a 

27𝑚3  design room ventilated at 0.7ach. 

At all wind speeds, the final windcatcher prototype exhibited the desired flow 

pattern with no short-circuit and provided more than the minimum required air 

change rate at all incident wind speeds above 1𝑚 𝑠⁄ .  

When the windcatcher is integrated with the heat exchanger, the system’s 

ventilation performance was 0.3ach at 0.5m/s incident wind speed. This 

increased to 4.5ach at 4.5m/s incident wind speed. Thermal effectiveness of the 

system peaked at 46% at 0.5m/s wind speed and decreased to 22% at 4.5m/s 
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wind speed. When compared with the heat exchanger solitary performance, 

thermal effectiveness was reduced by an average of 27% at all incident wind 

speeds. This performance reduction is due to the non-uniform pattern of supply 

air flow through the system. 

Further work is required to provide experimental data on the performance of the 

system and investigate the effect of unsteady air flow incident at different angles 

on the windcatcher. Proposals for these are included. Further work is also 

required to incorporate features that will minimize fouling in operation and 

improve heat recovery effectiveness. 
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1 INTRODUCTION 

Paragraph 3.8 of Approved document Part L1B [1] defines Heritage buildings as 

‘buildings which are of local architectural or historical interest and which are 

referred to as a material consideration in a local authority’s development plan’. 

However, P. Malpass [2] made a distinction between ‘Heritage’ and ‘heritage’; 

‘Heritage’ representing particular buildings designated as being of architectural 

or cultural importance and ‘heritage’ as the entire stock inherited from the past. 

He made a point of all housing being a form of ‘heritage’ to be valued as they 

convey the entire embodiment of the cultural state within which they were built. 

In this context, the UK is rich in heritage buildings and of interest to this research 

are traditional dwellings of the type constructed during the Victorian and 

Edwardian era into the early 20th century. This period spans 1837-1945 and the 

dwellings constructed constitute around a quarter of the total housing stock in the 

UK [3]; [4]; [5].  

1837–1919 saw the emergence of Victorian and Edwardian architecture. It was 

an era of boom in housing construction; around 7.6 million dwellings were built 

with most surviving till date. Characteristic of these buildings are solid masonry 

walls, raised timber floors, single-glazed timber frame sash windows, roofs 

usually clad in slates, and open fires in chimneys to maintain indoor comfort in 

winter. Into the 20th century, the method of construction changed with introduction 

of the cavity wall in 1919 [6]. However, the chimney open fire method of 

maintaining indoor comfort largely stayed the same till around 1945 when the 

uptake of central heating started slowly, aided by the great smog of 1952 which 

led to the introduction of the clean air act of 1956 [6]. The act which sought to 

encourage the use of clean fuel in homes, eventually led to a decline in the use 

of open fires in chimneys [7]. Now almost a century after they were built, Victorian 

and Edwardian era dwellings still make up 20% of the total dwellings for England 

[8], 20% for Scotland [9], 17% for Wales [10] and 10.6% of those in Northern 

Ireland [5]. Additionally, in Northern Ireland dwellings constructed between 1919 

and 1940 are 7.4% of the total [5]. In Scotland those built between 1919 and 1944 

make up about 12% [9], in Wales 33% [10] and in England an additional 16% [8]. 
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In addition to chimneys for providing heat in winter, ventilation was also an 

important feature of these dwellings because of its necessity for the correct 

functioning of the building components and indoor cooling during summer 

months. Many problems can occur from water entrapped within the building 

materials of heritage dwellings. Hence, discrete openings were intentionally 

created during their construction to allow uncontrolled air infiltration [6]. 

Ventilation through the floor was maintained by timber floors built on joists over 

the plinth on ground floors. The void created is then vented by grilles at the sides 

to get rid of moisture and infiltrate gaps in the flooring. Traditional sash windows 

were without seals and leaky, and rooms like kitchens where high moisture levels 

are expected were fitted with roof vents. The stairwells were designed as 

ventilation stacks to aid air movement and were often open at the top and fitted 

with adjustable ventilators. Venting strategies were also incorporated into the 

roofing. Gaps known as ‘penny gaps’ were maintained between sarking boards 

to provide trickle ventilation for the wooden rafts [11].  

The presence of these fixed ventilation features meant most habitable rooms had 

fire places with chimneys [6]. The open fires provided radiant heat to people 

around them making comfort possible in the low air temperatures brought about 

by excessive air infiltration in winter [7]. Techniques for circulating combustion air 

for the fireplaces were also incorporated into dwellings. Spaces and perforations 

made in doors allowed top floor fireplaces to draw warm air from lower levels, 

and grilles around the fire place on the floors allowed the air to be drawn also 

from the adjacent space below to reduce draught through the doors [11]. 

Nowadays, these heritage dwellings are mostly retrofitted with modern heating 

systems where possible, and they consume large quantities of energy to make 

them habitable. This is primarily because the energy is readily lost to the 

environment and must be replenished at high rates to maintain indoor comfort 

[12]. Research shows that these dwellings are replaced at a low rate of about 1% 

a year [13], and the profiles of existing ones show that many have very poor 

energy efficiency [12]. This situation has brought to the forefront the impact of this 

heritage dwelling stock on building energy consumption in the UK.  
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There is a general interest in conserving heritage buildings [14]; [15]; [16]. History, 

memory and continuing management of heritage are some of the reasons that 

give rise to this interest. Heritage dwellings form the distinctive character of many 

urban centres, providing a visual cultural reference, and creating continuity with 

the past [17]. However, issues of climate change and conservation of non-

renewable resources make upgrading them very important. As stated in the 

British Standard [18], “the continued use of heritage buildings with improvements 

in their energy use efficiency is a global priority as simply replacing them is costly 

in economic terms and from an energy perspective, ineffective, as new builds 

require a significant amount of embodied energy from non-renewable sources – 

typically equivalent to five to ten years’ worth of the energy to light, heat and 

condition the existing build. In global environmental terms, the balance of 

advantage strongly favours the retention of existing building stock, particularly 

when performance in terms of energy consumption in use can be improved”. 

To achieve this improvement, it is essential to tackle the means through which 

energy is lost in these dwellings. One significant means, is through ventilation  

[12]; [19]. Studies have shown ventilation heat loss accounts for between 20% to 

53% of total heat loss in these dwellings [19] [12] [20] [21] [22]. It is helpful to 

recognize the difference between ‘ventilated’ and ‘vented’ air spaces. A ventilated 

space is intended to facilitate the flow of air through it for human comfort. In 

contrast, a vented space has openings to the outside air that allow water vapour 

to breathe out for the preservation of building material. The Chartered Institution 

of Building Services Engineers (CIBSE) is the prime source of expertise in the 

UK Building Services industry. Their current recommendations for heritage 

dwelling ventilation is between 0.5-1ach [23]. Nowadays, in carrying out energy 

efficiency upgrades to heritage dwellings, improvements are being made to fabric 

airtightness of ventilated spaces and controlled ventilation provided to the 

recommended levels without impeding the function of vented spaces. The 

principle of “build tight, ventilate right” being promoted for new builds is 

increasingly recognized as the basis for energy efficient ventilation in buildings, 

and generally extended to heritage dwellings with special considerations for their 

fabric materials. 
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Many manufacturers of ventilation systems have developed products aimed at 

providing controlled ventilation in dwellings. A readily available solution is the 

installation of a whole house mechanical ventilation system with heat recovery 

(MVHR). With MVHR systems, fans are used to extract air from rooms via ducts 

and passed through a heat exchanger located in a central unit before being 

exhausted outside. Concurrently, fresh incoming air is preheated via the heat 

exchanger and ducted to the living space. Providing modern MVHR systems for 

heritage dwellings comes with numerous challenges [31]; the initial costs are 

high, duct-work is invasive and there are inherent complexities in installation and 

commissioning. The energy saving potential of this system is also highly 

contentious with many scientific investigations negating standalone claims of 

energy savings [32]; [33]; [34]. Furthermore, compared to purpose built modern 

dwellings, accommodation for modern ventilation systems are not ready-made or 

easily created in heritage dwellings.  

An alternative is natural ventilation with heat recovery. There is a dearth of natural 

ventilation systems with heat recovery aimed at heritage dwellings. Extensive 

literature search and market research by the author only revealed bespoke 

MVHR systems modified for use in heritage dwellings [17] and one discontinued 

natural ventilation product [24] in the UK market. Thus, owners of these dwellings 

are largely limited to MVHR systems and large scale installations of this system 

in refurbishment are common [25]; [26]; [27]; [28]; [29]; [30]. Hence, there is a 

present challenge in providing a fit-for-purpose ventilation heat recovery system 

for heritage dwellings. 

Retrofitted ventilation systems must respect the aesthetic and historic value of a 

dwelling. The answers to questions of users expectations, space requirement, 

age and past, present and future uses of the structure [31] is an important 

determinant. A sound solution is thus limited in size, type, cost, complexity and 

location. A retrofitted ventilation system will generally be more desirable if it is 

inconspicuous, and hidden within the building fabric without causing extensive 

invasive modifications [31]. This is easier to achieve in more recent purpose-built 

homes, but in many heritage dwellings, availability of vertical and horizontal 
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distribution space is a problem [31]. The skill of inserting new heat recovery 

ventilation systems into an heritage dwelling requires a combination of lateral 

thinking with an imaginative and innovative use of technology, while taking 

advantage of the opportunities offered by the building in question so as to make 

the building do its practical duty well and be graceful and pleasing in doing it [31]. 

A common feature of heritage dwellings are disused chimneys. Chimneys are 

open to the atmosphere and present a leakage path for indoor air. During energy 

efficiency upgrades, disused chimneys, along with other leakage paths, are 

usually sealed off to improve air-tightness. However, ventilation heat recovery 

can be achieved passively by utilizing windcatcher techniques to deliver fresh air 

at low level through the chimney opening and extract air through the same 

chimney via diffusers at high level on the chimney breast. A counter flow heat 

exchanger in the flow path will recover the heat from the extract air flow to preheat 

the supply air. This way, only a single ducting and a terminal diffuser are required. 

This is an attractive solution not only for cutting energy usage and cost, but for 

the minimalistic installation and modification required. This proposal can be 

achieved by the development of two main parts that will make up a system 

employing this method: 

 A windcatcher to capture incident wind for passive ventilation air supply 

and extraction through the same chimney. 

 A low resistance thermally efficient energy/heat exchanger to recover 

otherwise lost heat contained in the outgoing ventilation air flow. 

The author’s representation of the proposed system is shown in Figure 1-1. 
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Figure 1-1: Proposed Ventilation System 

 

The system require no fan to drive air flow. The windcatcher is a cylindrical multi-

directional fixed part that mimics the form of a traditional chimney cowl. This is 

fixed atop an existing chimney to replace the cowl. It consists of two concentric 

cylinders of different heights with a dome cap. The longer central cylinder is an 

outlet terminal for air flow exiting the living space driven by buoyancy and 

extractive pressure created by the cowl geometry. The annular opening created 

between these cylinders forms an omnidirectional air inlet for atmospheric wind 

into the system. The windcatcher is attached to a heat exchanger at its base 

which fits into the chimney. The heat exchanger is also cylindrical, with distinctive 

0 

Heat Exchanger 

Windcatcher 
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counter-flow air paths through it to extract heat from the outgoing air flow and pre-

warm the incoming supply air. The supply and extract air paths through the entire 

system is mainly concentric. The central air path acts as the extract and consists 

of a duct running from the heat exchanger base to terminate in a vent at high level 

within the living space. The chimney void itself acts as the air supply channel with 

the disused fireplace as its terminal. Multi-storey heritage dwellings usually have 

multiple fireplaces with multiple flues where individual units of this system can be 

installed for a whole building application.  

1.1 Design Selection 

Many works in literature works have explored the concept of windcatchers to 

implement natural ventilation in buildings [35]; [36]; [37]; [38]. Many of these rely 

on the low pressure created on the leeward end of a fixed windcatcher to drive 

extract air flow [36]; [35]. These windcatchers are usually aligned along the 

direction of the prevailing wind in the area they are installed. However, in 

operation, constantly changing incident wind directions make the channels 

alternate between supply and extract modes, and this makes it hard to 

incorporate heat exchangers into these designs. Some designs have 

incorporated vane-like features to rotate the windcatchers so the air supply 

channel always faces the prevailing wind direction [37]; [38]. While this may seem 

to overcome the wind direction problem, the resulting geometry and constant 

rotation makes them aesthetically unsuited to heritage dwellings. The system 

proposed in this research overcomes these deficiencies by providing fixed supply 

and extract air flow channels in every incident wind direction while remaining 

aesthetically suited to heritage dwellings without necessitating unwanted 

modifications to the building. 

A cylindrical overall form factor is appropriate for the windcatcher because it 

mimics the common form of chimney cowls, and offers the possibility of 

harnessing incident wind from any direction. This is divided into multiple sections 

to provide support for a concentric central tube that serves as the central outlet. 

The divisions also provide narrowing channels for flow acceleration over the 

central channel surface. 
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Windcatchers generally depend on forces of the incident wind and indoor air 

buoyancy to drive air flow [39]. The central outlet is intended to harness these 

two forces to drive extract flow. Indoor air buoyancy due to temperature 

stratification will naturally drive air upwards towards an extract vent located at 

high level in the living space. Outdoors at the windcatcher, the acceleration of 

incident air over the surface of the extract channel will serve to induce low 

pressure over the extract surface and drive extraction by the venturi effect. 

The choice of a dome cap over other designs was informed by two advantages 

that this form offers; the dome further mimics the form of traditional chimney 

cowls. In addition, it offers a streamlined cavity over the extract channel which 

will align air flow, and also experience low pressure when atmospheric wind is 

incident on its external surface. These will aid extraction.  

While design inspirations can be taken from the pros and cons of existing types 

of heat exchangers, to effectively cater to the retrofit needs common to heritage 

dwellings, the heat exchanger part needed to be accommodated within the 

building fabric without necessitating conspicuous modification to the dwelling. 

Heat exchangers accommodated within operational chimneys for reclaiming flue 

gas heat are commonplace as the chimney provides a good location to house 

heat exchangers without affecting the dwelling’s character. However, because of 

its hard accessibility, and limited width, the chimney limits the size and complexity 

of heat exchangers that can be housed within it. Thus, a recuperative counter-

flow plate heat exchanger was selected. Plate heat exchangers are relatively 

simple and flexible. Common types can be easily taken apart for cleaning or 

expanded with more plates to enhance their capacity. In forced flows, the 

turbulent moving fluids readily attach and detach from the heat exchange 

surfaces and fouling is seldom a problem [40]; [41]. Also, due to their high heat 

transfer rates, other forms of recuperative heat exchangers with comparable 

performance are usually 6 times larger in size [42]. The thermal efficiency of a 

counter-flow configuration is also relatively high because it provides a nearly 

constant temperature differential along the heat exchange surface. However, 

they may require bigger sizes because of the small temperature difference 
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between the fluid streams [43]; [44]; [45]. The long length of chimneys presents 

a good space to extend the heat exchanger along the flow direction for 

performance optimization. 

A similar system to that proposed is the ventive [24] system. The particular 

ventive product referenced is now discontinued, and there is no performance data 

available for it in published scientific literature. However, investigation conducted 

in this research shows that, while the geometry employed in the product does 

intend an omnidirectional supply channel, it suffers from severe flow short-

circuiting within the windcatcher, and this vastly reduces its ventilation and heat 

exchange effectiveness. The extract air flow path is not fixed, and air also exits 

the system from the supply channels. Short-circuiting has the undesired effect of 

directly routing the supply air flow back into the extract channel without mixing 

properly with the room air. In simulations carried out in this research, fixed 

geometry employing the ventive design only supplied 2% of its captured air flow 

at room level. This is detailed in sections 5.2.1.1, 5.2.1.3.1 and 5.2.3.  

The system proposed in this research aims to overcome all these deficiencies 

and more by investigating performance characteristics of air-flow and heat 

exchange in the proposed system and incorporating geometric features to 

facilitate desired operation and optimize performance. 

The following chapter presents a review of scientific literature to provide insight 

into the energy consumption of UK heritage building stock and numerous 

developments in energy efficient ventilation. This is followed by a chapter 

detailing the aims and objectives of this research and areas where new 

knowledge will be provided on the performance mechanisms and properties of 

the proposed system. An explanation of the numerical techniques to be applied 

is presented under the next chapter titled “Methodology”. Following this, two 

chapters are respectively dedicated to the windcatcher and heat exchanger 

development, analysis and discussion of results. An iterative approach was 

employed for these tasks. The initial models were developed by the author and 

presented with their required performance characteristics. Major deficiencies in 
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performance were then investigated and a final prototype is presented which 

fulfils the defined requirements. 

Proposals for experimental investigation of the system is included in subsequent 

sections before recommendations and conclusions. 
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2 LITERATURE REVIEW 

Numerous scientific investigations into ventilation in heritage dwellings have 

presented innovative solutions and useful information over time on the subject of 

ventilation heat recovery in heritage dwellings. Under this section, many of these 

are reviewed and references have been made to the relevant ones building up to 

the solution proposed in this research work.  

Common and novel technologies applied in ventilating heritage dwellings are 

reviewed and broadly classified under mechanical and natural ventilation. Recent 

developments as well as established forms were reviewed. These revealed the 

different debates in the scientific community on the perceived advantages and 

disadvantages of each technique. 

Lots of literature agree on ventilation heat recovery as a means of limiting 

ventilation energy loss in heritage dwellings but express reservations on gains 

claimed when it is achieved by consuming other forms of energy such as fossil 

fuel derived electricity [33]; [46]; [47]; [48]; [49]; [50]; [51]. Hence, recent 

developments have been in trying to achieve ventilation heat recovery with zero 

energy consumption in operation [52]; [53]. In developing the proposed system, 

analytical and experimental works available in literature on technologies that bear 

similar characteristics to the operation of the system were looked at. Since 

windcatchers rely on wind driven ventilation and passive stack effects [35]; [54]; 

[55], various investigations into wind driven ventilation in dwellings were also 

reviewed. 

For the heat exchanger component of the proposed system, different heat 

exchanger technologies were reviewed under recuperative and regenerative 

classifications. Much focus was on recuperative technologies. Particularly, that of 

plate heat exchangers because of their relative simplicity and compactness 

compared to other technologies. Common and novel materials and configurations 

were examined as well as parameters used for quantifying performance. 

Experimental and analytical studies into performance enhancement of heat 
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exchangers in the areas of heat recovery efficiency and pressure drop were also 

looked at. 

2.1 Energy Loss in Heritage Dwellings 

Scientific understanding of energy use in building has identified the two-major 

means through which energy is lost in dwellings as the building fabric and 

ventilation [32]. Recent trend has been to make heritage dwellings energy 

efficient by making them air-tight, insulating the fabric, and providing sufficient 

controlled ventilation. The current state of heritage dwellings with regards to these 

measures is discussed below. 

2.1.1 Fabric Heat Loss 

The two areas of provision of energy efficient heating systems and fabric 

insulation have been the focus of UK government incentives on reducing energy 

consumption in UK heritage dwellings. Results have been encouraging as yearly 

values from 1991 shows an upward trend which is largely due to increasing 

uptake of energy efficient measures (Figure 2-1).  

 

Figure 2-1: Timeline of Mean SAP Ratings by Dwelling Age [56] 
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Insulating building fabric against heat loss has mainly consisted of filling the cavity 

between the two leaves of walls with rock wool, glass wool, cellulose and foams. 

With older heritage dwellings, fabric insulation has not caught on considerably, 

largely due to the absence of cavity walls. Only 16% of pre-1919 have cavity walls 

and considerably less than half of those figures have wall insulation [57]. Loft 

insulation is also relatively poor compared to post-1945 stock with a highest 

proportion of uninsulated lofts occurring in pre 1919 dwellings [57]. As 

refurbishment works on the heritage dwelling stock have been relatively recent, 

a higher percentage of them have modern highly efficient condensing boilers 

when compared to post 1990 dwellings [58] (Figure 2-2). However, this has not 

translated into overall lower energy consumption. The main mechanism of energy 

loss in dwellings is through heat loss across the building fabric and openings in 

the fabric as opposed to boiler inefficiency [32]. 

 

Figure 2-2 Space Heating System by Dwelling Construction Date [58] 

 

Another popular measure for addressing energy loss through the fabric sections 

occupied by windows is the installation of multiple glazed windows which work by 

utilizing the insulating properties of air or vacuum between two or more window 

panes. Multiple glazing is standard in modern new builds and refurbished 
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dwellings. Studies by the Building Research Establishment (BRE) [58] on 

dwellings in England revealed that less than 30% of pre 1919 buildings and only 

9% of pre 1945 dwellings have no double glazing. Compared with fabric 

insulation, the impact of this on energy consumption in heritage dwellings has 

been nominal because windows constitute relatively small areas compared to 

walls [57]. 

All of these measures have resulted in the average SAP rating of pre 1919 

dwellings rising to 40  while that of dwellings constructed between 1919 and 1945 

is around 45.5 [56].  

(The “Standard Assessment Procedure”-SAP is the official method of assessing 

the energy efficiency of dwellings in the UK. The methodology uses a scale of 1 

-100 to represent a dwelling’s energy efficiency with a higher SAP rating 

indicating better performance.) 

2.1.2 Ventilation Heat Loss 

A study by J. Utley et al [19] on the average UK dwelling revealed the trend year 

on year from 1970, the means through which heat loss occurs in dwellings. The 

results showed that ventilation is a significant means, accounting for an average 

of 20% of the total heat loss (Figure 2-3).  

The change from open fires to central convective systems is contributory to the 

level of heat loss now observed through ventilation. In the 19th century, open fires 

provided radiant heat which does not heat up the air, thus comfort was possible 

in the low air temperatures caused by excessive infiltration [6]. In contrast, 

modern convective heating systems heat up indoor air to provide the same effect. 

This volume of heated air is readily lost during ventilation and infiltration.  
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Figure 2-3: Heat Loss Trend in Average Dwellings [19] 

 

As much as this suggests this problem can be overcome by simply replacing of 

convective systems with radiant heating systems, H. Hanibuchi et al [59],  when 

they investigated the thermal performance of a radiant heating system concluded 

that approximately 50% of the heat transfer mechanism was by convection. Thus, 

considerable amounts of energy will still be readily lost through ventilation if 

radiant systems are employed. 

The impact of ventilation heat loss on total energy consumption in dwellings is 

well documented. In his investigation on 46 historic dwellings of varying sizes 

across the UK, J. Beedell et al [12] discovered that energy consumption is quite 

significant  and uncontrolled ventilation was pointed out to be a significant 

contributor with infiltration rates through sash windows alone contributing up to 3 

air changes per hour. In total, ventilation contributed 30% of the total heat loss in 

these buildings. M. Liddament et al [20] described different methods for 

estimating the mass flow rate of ventilation air out of a building and the enthalpy 

difference between incoming and outgoing air. In their work, ventilation heat loss 

energy implication for buildings in the UK was found to be approximately 36%. H. 
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Awbi [21] placed this value between 30-60% percent and noted ventilation as the 

most prominent energy loss process in existing buildings. As high as 53% was 

estimated by M. Orme [22] for heat losses in 13 industrialised nations. In his work, 

D. Colliver [60] quantified this energy when he collected hourly weather data and 

calculated the energy required to maintain a constant mass flow rate of 1kg/h air 

at 18 degree set point as 87.8MJ.h/kg for the Heathrow area in London. 

Currently, in refurbishing heritage dwellings for the future, fabric are made airtight 

and controlled ventilation provided for comfort, removing air pollutants and 

moisture control in building materials. However, improvements in required air 

quality standards has continually pushed up this controlled ventilation rate to 

abate the many problems caused by poor indoor air quality [33]. Consequently, 

heat loss through this means is still very important. 

2.2 Energy Recovery Techniques in Ventilation Systems 

A common way of reducing energy lost through controlled ventilation is by utilizing 

energy recovery techniques. This involves the recovery of energy, mainly in the 

form of sensible heat or total enthalpy from the outgoing exhaust air and 

preconditioning incoming air with it. It has the advantage of providing the required 

level of ventilation to maintain the required level of indoor air quality without the 

associated energy loss. In an early research into residential ventilation heat 

recovery W. Fisk et al [51] discovered that average dwellings (volume of 340𝑚3 

and height of 2.5 m) with energy recovery will potentially use between 5.3Gj to 

18Gj less energy for heating during the heating season compared to ones 

without. In process industries, application of energy recovery have resulted in 

massive savings usually with payback periods of under two years because of the 

higher temperature gradients between fluid stream [61]. In buildings applications 

however, the smaller temperature gradients amplify the effect of other 

parameters on the energy recovery efficiency and economic performance.  

Energy recovery systems can be broadly classified based on flow characteristics. 

A broad classification divides them into counter flow, cross-flow and parallel flow 

systems. In parallel flow types, the fluid streams travel in the same direction as 
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they flow through an energy exchanger while in counter flow the directions are 

opposite. Cross flow configuration brings the fluid streams to flow across each 

other [62]. The thermal performance of these configurations differs because of 

the temperature difference pattern along the fluid path. The parallel flow type 

brings the most energy dense portion of one fluid stream together with the least 

energy dense portion of the other. This causes a large energy differential and 

transfer at the heat exchanger entrance. However, this difference gradually 

diminishes, and the energy concentrations approach one another asymptotically 

along the length of the exchanger. Consequently, only a limited thermal efficiency 

can be achieved by using a parallel flow configuration in energy exchangers. In 

a counter flow configuration, the most energy dense portions of both fluid streams 

contacts at one end, and the least energy dense portions at the other end. This 

provides a nearly constant energy differential between the two streams over the 

length of the exchanger, resulting in relatively higher efficiencies [63]. Cross flow 

configurations are more difficult to analyse as many different configurations are 

possible. Typically, the energy differential along the exchanger is similar to that 

of cross flow exchangers [62]. 

Energy recovery systems can also be classified into recuperators and 

regenerators. In regenerators, the extracted energy from one stream is 

transported by a medium to be regenerated at another location. Applications in 

ventilation such as heat pipes and rotating drum regenerators fall into this 

category. In recuperative energy exchange, the streams of fluid exchange energy 

continuously and are usually separated by walls. A ventilation supply and extract 

air stream on opposite sides of a conductive plate typify what recuperative energy 

recovery is in building ventilation. As the air streams move, they continuously 

exchange energy across the plate that separates them without mixing. The 

construction of plate energy exchangers is usually of many of this kind of 

passages with different streams arranged side to side to form a single unit. 

Different configurations exist to enhance the energy transfer properties, and 

depending on the material used for the plate, the energy exchanged maybe 

purely sensible heat or total enthalpy consisting of sensible and latent heat parts 

[64]. 
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Metals have been used extensively for sensible heat recovery in plate 

exchangers, but due to surface fouling and freezing which can drastically reduce 

the heat exchanger’s effectiveness, numerous new materials are being 

investigated for building ventilation applications. Polymer plates are promising 

and have been reported to give satisfactory sensible heat exchange properties 

[65]; [66]; [67]. For total enthalpy recovery, lot of investigations have been done 

on utilizing membrane materials in ventilation applications [34]; [68]; [69]; [70]; 

[71]; [72]; [73]; [74]; [75]. Membranes are permeable materials that allow the 

exchange of moisture and heat between air streams but are impermeable to 

some gases. Some of the materials that have been experimented with includes 

cellulose based compounds, cellophane, Nafion, polyether-polyurethane, 

polystyrene-sulfonate, and polyvinylidene fluoride [76]. 

Latent heat composition of ventilation extract air in dwellings can be significant 

and in theory, its recovery can significantly increase the efficiency of any 

ventilation system. M Nasif et al [77] investigated the effects of latent heat 

recovery in air conditioning systems using mathematical methods. In their 

comparison of conventional systems that mix extract and supply air to deliver air 

at a set point, and fresh air delivery systems incorporating enthalpy recovery, they 

reported an 8% reduction in energy consumption with enthalpy recovery. The 

enthalpy gradient between air streams in ventilation applications puts a limit on 

the effectiveness of membranes in latent heat recovery. It reduces as supply air 

humidity approaches the indoor air humidity set point. Conversely a high 

differential in the air stream humidity levels can lead to substantial energy savings 

[76]; [78]. L. Zhang et al [78] investigated a hydrophilic membrane based energy 

recovery ventilator in Hong Kong weather where 81% of ventilation air treatment 

energy is used to bring down relative humidity levels, and proved it to be highly 

beneficial in reducing energy consumption. 

Contrary to expectations, total enthalpy recovery does not out rightly surpass 

sensible heat recovery as a better solution in most ventilation applications. The 

total efficiency of total enthalpy recovery systems was characterized in an 

equation by J Liu et al [79] as enthalpy efficiency which consists of sensible and 
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latent parts. The weighted coefficient of these parts was proposed to be used in 

determining the appropriate application of energy recovery devices. As such, a 

climate with low humidity difference between supply and extract air will have a 

higher weighted coefficient of sensible heat efficiency in the enthalpy efficiency 

equation and will benefit more from a sensible heat recovery system as opposed 

to a total heat recovery one. Notably, H. Han et al [80], when they tested an 

Enthalpy Recovery Ventilation (ERV) system between two opposite chambers to 

simulate outdoor and indoor conditions, observed that the humidity efficiencies of 

ERV are less than temperature efficiencies irrespective of season. Thus, total 

enthalpy recovery can be of similar or even lower performance than sensible heat 

recovery depending on climate. 

In building ventilation applications, the energy recovery techniques discussed 

above are implemented in broadly two kinds of systems i.e. mechanical and 

natural ventilation heat recovery systems. Mechanical heat recovery ventilation 

units are very popular in the UK and have become the de facto standard 

technology in ventilation heat recovery. Natural ventilation heat recovery is a 

relatively newer concept and various investigations are still ongoing on the 

subject [52]; [81]; [82]; [83]; [84]; [85]; [86]. 

2.2.1 Mechanical Ventilation Heat Recovery System (MVHR) 

MVHR systems consist of a fan and heat recovery module inside a central unit 

connected to air supply and extract ducts. The central unit is usually made to fit 

in existing ceiling voids. Extract ducts from rooms where high levels of moisture 

are produced, such as the bathroom and kitchen, are connected to the central 

unit and air supply from the central unit are ducted to other living rooms in the 

dwelling. The outside air intake and exhaust terminals are usually located on 

adjacent sides of a building and ducted to the central unit to minimise cross-

contamination. Within the central unit, energy is recovered from the outgoing 

exhaust air and used to preheat the supply air into the living space by an energy 

exchanger without mixing the air streams. Air movement through the entire 

system is done by the fan which works against the system’s flow resistances and 
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filters that remove intake air debris, pollen and dust from the supply air. Thus, 

system air flow performance is guaranteed and can be finely controlled. 

During the times heritage dwellings were built, natural ventilation was the mode 

of choice for providing thermal comfort. Integration of MVHR in heritage dwellings 

is particularly difficult because they were not designed or built to be ventilated by 

mechanical means. Thus, many retrofit ventilation systems for heritage dwellings 

must be bespoke and this adds to costs and complexity. 

Members of the 3ENCULT project [87] develop passive and active solutions for 

conservation and energy efficient retrofit of heritage buildings in European urban 

areas. In evaluating the question of MVHR in heritage dwellings; how to deal with 

these buildings and if it makes sense to integrate these systems into heritage 

buildings. They make a point of occupant and building ventilation needs being 

contradictory in some cases where controlled ventilation is supplied. However, 

studies have shown that humans exhibit more thermal tolerance when natural 

ventilation is employed [88], which makes a case for natural ventilation when 

these contradictions occur and can be met by natural ventilation. They advocated 

for an air permeability level of 1/hr for MVHR retrofits to be financially viable. 

Different methods were also proffered for the integration of MVHR systems into 

heritage dwellings.  

Cascade ventilation has been prescribed as one way to reduce the problem of 

duct distribution. In this method, the building is divided into air supply zones, air 

extract zones and air transfer zones like corridors through which overflow air is 

transferred between the first two. This reduces the need to install ducts in multiple 

rooms for ventilation.  A modification of this method is the active overflow method 

where MVHR is installed close to the extract zones and extracts directly outdoors. 

A single duct is employed to supply fresh pre-heated air directly into distribution 

zones and small fans are employed to circulate the air in and out of adjoining 

rooms. Ventilation efficiency is low with this method as the air mixes in the 

distribution zone. 

The energy consumption of fans in MVHR systems quickly raises questions about 

its energy saving potential. As such, the financial and energy saving advantage 
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of MVHR in heritage and dwellings in general is a subject of much research and 

has been found to depend on a number of factors some of which vary are highly 

variable such as human factors [89]. Some of these factors are discussed below. 

2.2.1.1 Utilization 

In view of the high capital outlay on most of residential MVHR units, the payback 

period can be long if the system is hardly utilised. Factors such as local climatic 

conditions influence utilization, and can affect potential energy and cost savings 

achievable with MVHR systems. J. Liu et al [79] simulated MVHR performance 

using climate data from five locations and found marked difference in 

performance and consequently, energy saved. The technical advantage 

increases as the enthalpy difference between the exhaust and incoming air 

increases. When only sensible heat recovery is employed, as common in most 

systems, climates with higher Heating Degree Days (HDD) are more susceptible 

to benefit due to a longer possible duration of use. By assuming an indoor 

temperature set point, the area bounded by the graph of the set point and outside 

air temperature variation on a ‘Temperature vs Duration’ graph for a location can 

give an indication of the recoverable sensible energy for any clime in a season.  

A study by M. Drost [47] on utilization patterns of heat recovery ventilation 

systems in 38 dwellings revealed that theoretical savings are an over-estimation, 

as usage patterns revealed an average utilization period of 7 hours a day. Lai et 

al [90] reached a similar conclusion of 7.2 hours per day which further reduces 

the energy savings due to the system and makes the payback period prohibitively 

long. Y. El Fouih et al [33] studied the primary energy consumption of MVHR 

systems in different types of buildings and concluded that they don’t offer 

significant gain when mostly utilized during the day time, as fabric and indoor heat 

gains ultimately lowers heating demand. However, applications with high 

prescribed ventilation rates such as in schools, have been found to shorten 

payback periods by M. Rasouli et al [48]. 

Schibuola et al [91] investigated the effect of ventilation system refurbishment in 

heritage apartments and observed a 43% yearly reduction in fan energy 

consumption when the installed mechanical heat recovery system was demand 
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controlled based on occupancy. They concluded that demand-controlled 

ventilation could improve the performance of mechanical heat recovery 

ventilation in dwellings with high variability in occupancy. 

In a report by Tim Sharpe et al [92] into MVHR systems in 237 dwellings, they 

found that half of occupants in dwellings with MVHR disabled the system out of 

concern for operating cost and lack of understanding on utilization. Same was 

observed by Mcgill et al [93] when they compared two dwellings with natural and 

mechanical ventilation with heat recovery. They concluded that knowledge on 

use of the system was significantly lacking in the home with MVHR. In social 

housing in the UK, Gupta et al [94] observed the same, as occupants switched 

off their MVHR systems because they perceived them to be costly to operate. 

These studies revealed that sole utilization of the system was hard to achieve 

and occupants vented through windows which significantly reduced the amount 

of energy saved by the system. 

2.2.1.2 Indoor Heat Gains and Fabric Composition 

Indoor energy gains should also be factored into any decision to install an MHRV 

system. Kindinis et al [95] in the study of the thermal and energy behaviour of a 

1906 heritage dwelling, observed that the difference in internal heat gains 

between an unoccupied and eight person occupancy scenario is quite high at 

about 20 kWh/m2 over a 6 months period. Homod et al [96] conducted an 

investigation into the use of natural ventilation to reduce mechanical ventilation 

energy consumption in a dwelling and observed that significant reduction in 

ventilation energy consumption can be realized in dwellings utilizing mechanical 

system when thermal mass and indoor gains are factored into the control of the 

mechanical system. M. Rasouli et al [48] emphasized the effects of indoor gains 

when they showed that uncertainties in indoor gains significantly increase 

uncertainty in the payback period of MVHR systems. 

The passive thermal properties of many heritage dwellings was emphasized by 

Omar et al [97] when they investigated the indoor environment of a heritage 

dwelling and concluded that it self-regulates without the need for mechanical 

ventilation. The higher heights of rooms in older dwellings was suggested as a 
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contributory factor to thermal performance. Rubio-Bellido et al [98] studied an 

urban conglomerate of heritage dwellings to analyse the passive design 

strategies that were applied in designing the dwellings. They observed that the 

heritage dwellings were designed to adapt to their environment without the need 

for mechanical ventilation, and indoor heat gains significantly contributed to this, 

and dampening of indoor temperature variations. 

The benefit of employing energy recovery with the associated cost, compared to 

other means of ventilation was investigated by C. Simonson [99].  His comparison 

of primary energy consumption revealed that for the appropriate construction 

method in cold weather, ventilation heat recovery during the heating season can 

be comparable to a natural ventilation system. B. Yassine et al [100] further 

revealed the impact the fabric composition of buildings can have on the potential 

energy savings of ventilation systems when they investigated the optimal wall 

configuration to achieve comfort indoor conditions by developing a numerical 

model to predict and control indoor temperature when mechanical ventilation 

without energy recovery is employed. They came up with an optimal fabric 

composition that made simple extract-only mechanical ventilation feasible. 

Zhou et al [101] developed a heat balance model coupling different factors that 

affect indoor temperature in a naturally ventilated building. They were able to 

predict the optimum configuration of fabric and internal thermal mass to maintain 

comfort internal temperature. Hence, a good knowledge of the thermal properties 

of a buildings fabric is essential in determining the feasibility of adding MVHR 

systems. In an investigation concluded in September 2013 by Calebre; the low-

energy technology research project [102], it was discovered that implementing 

MVHR in typical existing homes without extensive modifications to the building 

fabric increases energy cost for the occupant. 

E.Juodis [49] stated the significance of the heat gain/heat loss ratio for a building 

and defined a thermal balance point as the outdoor temperature where indoor 

heat gains compensates for heat loss through ventilation. In the presence of 

sufficient heat gains and controlled ventilation, the practical efficiency of MVHR 
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systems may be reduced by up to 20%, and their suitability should be established 

with a knowledge of indoor gains and weather conditions [49]. 

2.2.1.3 Air Tightness and Installation 

Another important factor affecting MVHR systems’ performance is the dwelling’s 

fabric air tightness. A. Dodoo et al [103] reported a high dependency of energy 

savings possible with MHRV’s on a dwelling’s air tightness. Dwellings with 

several air leakage paths will not guarantee air passage through the equipment 

and recovered heat will be readily lost. C. Roulet et al [50] discovered the effect 

of this combined with internal leakage in MVHR systems to reduce heat recovery 

efficiencies to between 5% and 69%. 

Banfill et al [104] conducted model tests on a 1930s solid wall dwelling to 

determine the point when improvements in dwelling air tightness saves enough 

energy to offset that consumed by using MVHR in the dwelling. They concluded 

that MVHR only provides an overall reduction in energy consumption when the 

dwelling's air permeability has been reduced to 3m^3/m^2.h at 50Pa. The 

difficulty and complications in achieving this level of air tightness was highlighted. 

Natural ventilation delivered the same level of energy savings at permeability 

values around 10m^3/m^2.h which is more easily achieved in performing air 

tightness retrofits in heritage dwellings. In their measurements taken from real life 

installations of MVHR systems, C. Roulet et al [50] showed negative energy 

savings in some installations. A conclusion of 'hard to recommend' was reached 

on small residential units studied and the main inhibitor to energy savings was 

identified as the fans, duct work and filter resistance of the system. Performance 

in cooling mode was also discussed and the role the fans play in increasing 

cooling loads in summer was highlighted. 

When MVHRs are not installed, commissioned or maintained properly, imbalance 

in supply and extract air flow pressurizes the dwelling and worsen ventilation heat 

loss. White et al [89] tested the in situ performance of a MVHR system in a 1930s 

house and observed that it is problematic to install such systems into old 

dwellings. The complications inherent in installing and commissioning the 

systems lead to poor performance of the unit if not carried out to a high-quality. 
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They concluded that manufacturer stated efficiencies can differ significantly from 

in situ values due to this. 

When positive or negative pressure is created in a dwelling, some volume of air 

enters passes through leaks in the dwelling rather than via the MVHR system. 

The installation of MVHRs operating in an unbalanced state in heritage dwellings 

can be detrimental to the building fabric. When warm humid air is driven through 

leaks in the building fabric, condensation can occur at cold points leading to 

moisture accumulation that may lead to progressive structural damage. This is 

moreso important in heritage dwellings where it can be difficult to make air tight 

compared to purpose built new dwellings. A heat recovery system should always 

operate in balanced way that do not pressurize the dwelling. When this is 

achieved, the level of airtightness at which savings can be made by utilizing 

ventilation heat recovery decreases significantly and the costs to achieve it 

accordingly [89].  

In the report by Tim Sharpe et al [92] into MVHR systems in 237 domestic 

projects, only 16% of the homes analysed had their MVHR systems properly 

commissioned. In installing MVHR systems in dwellings, flexible ducting is usually 

employed to provide flexibility in the installation. The study found that between 

40%-44% of MVHR systems utilizing flexible ducts had air flow performance as 

designed. They concluded that realizing energy savings from MVHR installation 

is a challenge for industry and the most prevalent problem is imbalance between 

supply and extract flows which leads to ventilation heat loss. 

2.2.1.4 Air Quality 

The main advantage identified for mechanical heat recovery units on which there 

has been a consensus is “good air quality” because filters are always 

incorporated in the system and air supply can be regulated. Air quality, though 

being of utmost health concern, is highly occupant dependent. In a study by T. 

Maier et al [105] to analyse occupant’s perception of thermal comfort according 

to the type of ventilation system installed, occupants scored the natural, extract 

only and MVHR systems equally on air quality. Existing real-life installations 

where MVHR have been applied in heritage dwellings and investigated have 
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continually revealed occupant’s concerns that give no credit to improved air 

quality. The national social housing provider, Affinity Sutton, under their FutureFit 

programme in July 2013 [26] reported 78 issues related to ventilation in 55 

properties when they retrofitted 150 dwellings with MVHRs. The issues ranged 

from noise to energy consumption, insufficient ventilation and damp.  

In terms of primary energy, carbon emission and final cost to consumer, there’s 

no clear advantage presented by MVHR systems over natural ventilation [106]. 

Additionally, the installation of these systems with the associated ductwork 

presents invasive modifications which are detrimental to the character of heritage 

dwellings. 

2.2.2 Natural Ventilation; Windcatcher and Modelling Techniques 

Natural ventilation is the provision of fresh replacement air to a room via natural 

air movement through the space. This is due to wind generated pressure 

differences, buoyancy stack flows, or a combination of both acting on openings 

in the building fabric. The variability of these factors makes natural ventilation 

more complicated and trickier to control. However, humans are more thermally 

tolerant in naturally ventilated spaces [88]. In a study by Ealiwa et al, 54% of 

occupants reported claimed to be satisfied and thermally neutral in naturally 

ventilated buildings compared to 15% in air-conditioned buildings [107]. 

During the times heritage dwellings were built, natural ventilation was the mode 

of choice for providing thermal comfort. With the advent of mechanical means of 

ventilation, development of this technique continued to decline. However, there 

has been a resurgence of interest in natural ventilation techniques, mainly due to 

environmental concerns and depletion of natural resources. The motivation to 

save cost is also clear. The operational energy consumed in naturally ventilating 

a dwelling is zero compared than that of a mechanical system. Heritage dwellings 

are particularly affected because they were not designed or built to be ventilated 

by mechanical means. Thus, many retrofit ventilation systems for heritage 

dwellings must be bespoke and this adds to costs and complexity. 
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Wind catchers are traditionally towers built into a building to capture and/or expel 

air at high altitudes. They have existed in their traditional form for years; 

especially in the middle east where they have been in use for summer cooling 

and ventilation of dwellings for around for 3000 years [108]. In its modern form, 

commercially available windcatchers are external roof-mounted units that supply 

and extract air from the attached space usually through short lengths of ducts. 

Many of these are largely unfit for heritage dwellings purposes because they do 

not preserve the character of the dwelling [109]; [110]. In terms of air flow 

arrangement, existing windcatchers are either air supply-only units, supply & 

extract units or rotating supply & extract units.  

Supply-only unit as the name implies, only captures incident air flow at high 

altitude and directs it into the living space. The stale air extraction point is usually 

through windows or other openings built into the building fabric. In winter, to 

recover heat from outgoing air flow to pre-heat cold incoming air will necessitate 

the use of regenerative heat exchangers that transport the recovered heat from 

the supply point to the extraction point. This is quite complex and too obstructive 

to be a desired solution in heritage dwellings.  

Supply and extract units have multiple air flow channels. If the channels are 

divided into 2 along a plane perpendicular to the direction of the prevailing wind, 

it effectively separates the channels into the air supply half facing the prevailing 

wind and the extract half facing the opposite direction. Air extraction occurs partly 

due to the low pressure generated in the wake region of the incident wind. At any 

instance, each half is connected to the living space; sometimes at different ends 

of the room to allow for proper air circulation and mixing before extraction. 

However, wind direction often changes, and each channel constantly alternate 

between being in supply and extract mode. This makes it problematic for 

integrated heat recovery. To address this problem, in some modern 

windcatchers, sails, such as can be found on wind vanes, have been incorporated 

into the design to constantly rotate the whole external part of windcatcher so the 

supply channel always faces the direction of the prevailing wind. BedZed [109] is 
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such a system. These designs are big, complex and unfit for use in heritage 

dwellings. 

The techniques used in modelling and investigating natural ventilation systems 

like windcatchers can be broadly divided into three, namely Analytical and 

empirical methods, computational simulation and experimental methods.  

Analytical and empirical methods are usually applied to simple geometries. 

Analytical models develop fundamental equations of fluid flow and heat exchange 

to build mathematical models for predicting performance in similar scenarios. 

Empirical models improve on this by incorporating measured values derived from 

experimentation. The simplification and approximations made in the development 

of many analytical and empirical largely restricts their applicability to other 

scenarios and can lead to large margins of error. In comparing experimental and 

empirical models for single sided natural ventilation for a room, Larsen et al [111] 

stated an uncertainty of 23% which represented an improvement on earlier 

expressions for air flow driven by thermal buoyancy and wind. In another 

simplified case of natural ventilation in a room with two openings on the same 

wall, the experimental and model-predicted values observed by Chu et al [112] 

differed by 13% on the average. When applied to more complex scenarios which 

are representative of real applications, the simplified interaction between 

temperatures, pressure variation from gusts, wind direction and intrinsic flow 

properties like turbulence become more prominent and can render these models 

totally inapplicable. Ai et al [113] observed this when they applied different 

analytical and empirical models to the prediction of ventilation rates for a multi-

storey building, and made comparisons with CFD modelling. They concluded that 

none of the empirical models is applicable, mainly because they do not account 

for the difference in ventilation characteristics between different rooms in the 

same building. 

The computational simulation techniques of natural ventilation system design 

mainly utilize Computational Fluid Dynamics (CFD) simulations. The validity of 

the CFD technique has been proven in many studies [114]; [115]; [116]; [117] 

with the main disadvantage being time consumed and computational resources 
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required. CFD investigations are usually coupled with experiments to validate the 

CFD model, then the model is used to study different scenarios that would have 

proven difficult or expensive to study experimentally. The accuracy of CFD in 

predicting natural ventilation flow is largely dependent on the resolution of flow 

scales, boundary conditions and assumptions made in the CFD model [118]. A. 

Foucquier et al [119] in 2013 reported an increase in the number of CFD 

applications in building ventilation development and described it as the most 

complete approach in building ventilation systems simulation.  

Experimentation in natural ventilation system design can either be carried out on 

full or reduced scale basis. Full scale experimentation is mostly carried out on 

test buildings on site or in large climate chambers. The use of tracer gas 

techniques in this regard is well known [120]. Ventilation performance is assessed 

by measuring tracer gas concentration levels over time. Other measurements 

such as air velocity and direction are measured by anemometers and visual 

means like smoke and silk threads [120]. As imagined, in-situ experimentation 

can be difficult and expensive. Data resolution is also a problem, as it might be 

impractical to take measurements at many points within a large building. It is also 

impossible to control external factors and useful data always require 

experimentation over an extensive period. Many examples of full scale 

experiments exist in literature; Stathopoulou et al  [121] conducted a full scale 

experiment to investigate air quality in two large athletic halls with different 

ventilation systems (natural and mechanical) in relation to outdoor pollution and 

meteorological conditions. Lee et al  [122] also employed a similar technique to 

investigate air quality in 14 public places with mechanical ventilation systems in 

Hong Kong over 5 months. Assimakopoulos et al [123], Zhu et al [124], Halios et 

al [125], and Guo et al [126], all conducted full scaled experiments to investigate 

ventilation systems. Data obtained from full scale experiments, while not free from 

errors paint a very realistic picture of actual air flow and thermal interactions in a 

building, and are very useful for the validation of CFD models for further analysis 

of different scenarios during an investigation [127]. 
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Small scale experiments are economical and controllable ways to carry out 

ventilation system investigations. This technique uses reduced scale versions of 

larger models to predict real life ventilation performance. Wind tunnel testing has 

seen wide application in this regard [115]; [128]; [129]; [130]; [131]; [132]; [133]; 

[134]; [135]; [136], and has been confirmed as a robust technique in natural 

ventilation system development; H. Montazeri et al [95], M. Esfeh et al [96] and 

others have used this method in the investigation of windcatchers. The ability of 

measurements taken from reduced scale models in a wind tunnel to predict flow 

characteristics in a full-size model is highly dependent on being able to replicate 

aspects of the real flow in the scaled experiment. Scaled models must be 

dynamically similar to the full-size model for it to properly replicate the fluid flow 

properties of a full-size model. Dynamic similarity can be established if the 

relationship between physical properties like the Reynolds number of both 

systems is the same. When other properties of the fluid play an important role in 

the fluid motion, other non-dimensional parameters like Grashof number, Prandtl 

number, etc. must also be matched in the scaled model.  

2.3 Influence of Previous Works on Proposed Design 

Natural ventilation excludes the electricity driven operation of MVHR. In many 

instances, implementing heat recovery for natural ventilation involves recovering 

heat from natural passive stack flows [137]. Different concepts have been 

investigated for this purpose in existing scientific literature.  

In its simplest form, heat is recovered from passive stack extract flow with a 

recuperative plate heat exchanger and used to pre-heat the wind driven supply 

air. A. Mardiana et al [138] investigated this when they combined a 20-channels 

plate exchanger with a commercial windcatcher and tested it a laboratory. 

Recorded temperature change between air streams was up to 5.1𝑜𝐶 for incident 

air velocity of 3.1m/s. The pressure drop and consequent ventilation air flow 

performance across the entire system was not investigated. Practical problems 

with this kind of system include excessive pressure drop across the heat 

exchanger, and failure of the system due to the cooling down of  extract air 

through the heat exchanger and the consequent loss of buoyancy [139].  M. 
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Simonetti et al [86] offered a solution to this issue when they developed and 

tested a low-pressure heat exchanger aimed at natural ventilation systems. They 

recorded heat exchanger effectiveness up to ~45%. They also observed a 

decreased thermal performance with increased channel size caused by thin 

thermal boundary layer unaffected by flow in the cross-sectional core. There is a 

dearth of research around plate heat exchangers in windcatcher applications; 

also noted by M. Simonetti et al [86]. A review of heat recovery ventilation 

systems by D. O’Connor et al [53] in 2016 listed only one. 

Other scientists have investigated the use of decentralized regenerative heat 

exchanger arrangements [140]. An example is when the heat in the extract air is 

recovered in an air-to-liquid heat exchanger, and the liquid is pumped to open 

areas of the building facade to preheat the incoming ventilation air. K. Mahmud 

et al [141] investigated this technique in a novel system utilizing a pumped 

desiccant solution and recorded efficiencies up to 50%. C. Hviid et al [142] used 

water and recorded efficiencies of up to 75%. A. Haghighi et al [143] also 

investigated a windcatcher integrated with a solar adsorption system for summer 

applications and concluded that air temperature change of up to 20𝑜𝐶 is 

achievable. In practical applications, these arrangements are unsuitable for use 

in applications which require little or no intrusive modifications to buildings [60]. 

Centralized regenerative heat exchange in unitary windcatcher systems have 

also been investigated many times. Thermal wheel in a windcatcher was 

investigated by D. O’Connor et al [144]; [84] and found to be unsuitable for 

significant heat exchange between air streams. 

Because many attempts at natural ventilation heat recovery in buildings depend 

on buoyancy forces being strong enough to overcome the heat exchanger 

resistance, heat pipes have found extensive application as a method of heat 

recovery [145]; [146]; [52]; [147]; [148]; [149]; [150]; [151]. J.K Calautit et al [128] 

observed up to 17% percent drop in air flow rate when they used CFD to simulate 

ventilation heat recovery using heat pipes in a windcatcher. Their results showed 

a 15k increase in air temperature. L. Shao et al [139]; [152] investigated different 

configurations of heat pipes for heat recovery in a passive stack and reported 
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heat exchange efficiencies of up to 50%. In their experiments, values of pressure 

loss were about 1Pa and pressure loss coefficient decreased with increasing air 

flow velocity, eventually staying constant above a critical Reynolds number while 

total pressure loss increased. S.B Riffat et al [153] emphasized the effect of 

velocity on the heat recovery effectiveness of heat pipes and observed that heat 

recovery effectiveness decreased with increasing air velocity. It was also 

unaffected by the heat pipe pattern of arrangement, and staggered heat pipe 

arrangement along the air flow path did not give better overall performance than 

straight in-line ones. This was further confirmed by B. Hughes et al [83]  when 

they numerically studied the spacing between heat pipes in a ventilation heat 

recovery system and recorded no significant difference in heat transfer rates. S. 

Riffat et al [153] recommended a low velocity flow to recover more heat in these 

systems but also pointed out the effect of heavier cold outdoor air above the heat 

exchanger which can retard the flow and cause back-draughting. In a solar 

assisted chimney, G. Gan et al [154] observed a 60% drop in ventilation rate 

when they used heat pipes in heat recovery. Given that typical buoyancy flows in 

air ducts with heat pipes have velocities of between 0.5m/s - 1m/s, they 

recommended that wind forces should be harnessed to drive air extract flow.  

Other studies in scientific literature have provided knowledge that can be 

combined in developing a fit for purpose natural ventilation system with heat 

recovery for heritage dwellings. 

Mahmoudi Zarandi [155] analysed the thermal behaviour of 53 windcatcher 

designs to determine the optimum geometry for dwellings in Yazd, Iran. This 

provided much knowledge on the function of windcatchers. Khnai et al [156] in 

their experimental study into the air flow and thermal performance of 

windcatchers, observed that they are capable of generating air flow in the 

attached space at zero ambient wind velocity when humidity is introduced. 

Troi et al [87] highlighted the many spatial issues associated with integrating 

ventilation systems in heritage dwellings and suggested the use the of disused 

chimneys as ventilation shafts. Etheridge [157] also investigated the use of long 

ducts to temper the effect of wind pressure variation on flow performance in 
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natural ventilation systems. They concluded that the inertia offered by air 

contained in long chimney ducts of ventilation systems utilizing this technique can 

tolerate gust strength increases of 50%. The utilization of long duct-like channels 

as supply and exhaust terminals in natural ventilation systems was shown to be 

beneficial in the maintenance of flow configuration. 

Sibille et al [158] suggested a means to utilize chimney ducts for the proposed 

system when they developed a coaxial duct for use in MVHR system to enable 

space saving installation in dwellings. This allowed for extract and supply air flow 

in an attached ventilation system to use minimal fabric modification during 

installation. They were able to come up with a geometry that allows for counter 

current coaxial air supply and extract flow with negligible short circuit. 

The system proposed in this research, also incorporates features intended to 

create a venturi effect to drive extract flow from incident wind. Van Hoof et al [134] 

studied the venturi effect for driving natural ventilation extract flow and confirmed 

the feasibility of this technique with a recommendation to minimize guide vanes 

to reduce flow resistance. Y.Kim et al [38] investigated a ventilator utilising venturi 

principles and recorded ventilation flow rates which increased with increasing 

intake area. 

H. Montazeri et al [36]; [159]; [160] conducted three studies on the properties of 

different number of openings in windcatchers. In their experimental study of the 

performance of a cylindrical wind catcher with different numbers of flow channels, 

they concluded that the induced air flow rate decreases by increasing the number 

of channels but sensitivity to incident wind angle decreased which makes the 

geometry with higher number of openings ideal for an omnidirectional application. 

Dehghani-sanij et al [161] also described cylindrical windcatchers as the most 

advanced with better performance than square ones when they developed a 

multi-directional retractable windcatcher. Other studies [162]; [36] have shown 

that increasing incident wind angle decreases the induced air flow rate in 

windcatchers. When a windcatcher is omnidirectional, it provides an inlet at low 

incident angle to incident wind at every direction.  
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Studies conducted by Dehghan et al [162] have also shown that curved inlet roof 

like that featured in the system proposed by the author is superior in inducing air 

flow better than sloped or square roofs. 

The work of Sadeghi et al [163] in quantifying the pressure coefficient on different 

aspect ratios of spherical domes revealed that pressure difference between 

windward and leeward ends of domes increases as the aspect ratio 

(height/diameter) increases. Flow separation also becomes more prominent with 

a corresponding increase in the amount of suction pressure under the dome. 

Uematsu et al [164] studied the effect of this aspect ratio in comparison with the 

aspect ratio of a cylindrical geometry at the base and concluded that pressure 

coefficients are mainly affected by that of the dome. They also observed that high 

aspect ratio domes effect suction pressure at the leeward zones due to flow 

separation. Cheng et al [165] investigated the effects of Reynolds number on the 

aerodynamic characteristics of hemispherical dome and provided information on 

the flow separation for smooth and turbulent flow regimes to predict separation 

points and pressure properties. Sun et al [166] were able to develop an model for 

generating local pressure fluctuations on spherical domes which can be applied 

in design. 

The proposed system combines properties that have not been found in a single 

unit across all system mentioned in extensive searches of published scientific 

literature by the author. These are as follows. 

 It utilizes disused chimneys in heritage dwellings. 

 Its installation requires no significant modification to building fabric. 

 It is fixed with no moving or rotating part. 

 It is omnidirectional; able to harvest incident wind from all directions. 

 It is a supply and extract system; able to drive extract flow without indoor 

air buoyancy. 

 It has a fixed supply and extract channel i.e. they do not alternate between 

extract and supply modes. 

 It mimics the fundamental geometry of traditional chimney cowls making it 

suitable for heritage dwellings application. 
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 It incorporates a low Reynolds number plate heat exchanger combined 

into the unitary system. 

The combination of these properties removes many of the limitations of available 

systems in making them fit for use in heritage dwellings. The proposed system 

will be investigated using an iterative procedure to develop the system 

components. Information on air flow and corresponding thermally will be 

presented and refinements will be introduced to address deficiencies and realize 

the desired function. This will provide new knowledge on the properties and 

generation of counter-current natural ventilation air flow in passive 

omnidirectional flue-like objects integrated with a plate heat exchanger.  
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3 AIMS AND OBJECTIVES 

This research aims to develop and model in CFD, a prototype of the proposed 

natural ventilation heat recovery system for heritage dwellings (Figure 1-1) to 

provide new knowledge on functional design of geometry, operational 

characteristics and feasibility in terms of ventilation and heat recovery 

performance.  

The objectives include: 

 The development from first principles of a passive supply and extract 

windcatcher. Since the proposed system is aimed at existing heritage 

dwellings, this will take into consideration the aesthetics, ease of 

installation, and utilization of the system. 

 CFD (Computational Fluid Dynamics) model development of the 

windcatcher in 3D to identify performance characteristics of geometry in 

terms of air flow. This will be an iterative process to identify deficiencies in 

performance and introduce refinements to realize the desired function. 

The performance of these subsequent refinements will be re-modelled in 

CFD to verify performance and provide knowledge on the properties and 

generation of counter-current natural ventilation air flow in passive 

omnidirectional flue-like objects. 

 The development from first principles of a low Reynold’s number heat 

exchanger suitable for naturally driven counter-current flows. This will also 

be an iterative process to identify an optimal combination of variables to 

realize the desired function in terms of pressure drop and heat recovery. 

 Computational Fluid Dynamics (CFD) analysis of the heat exchanger in 

3D to predict performance characteristics of its geometry in terms of air 

flow pressure drop and thermal effectiveness.  

The author has surmised the qualitative performance of the proposed system 

based on scientific data available in literature. Its actual performance or that it 

functions in the desired manner cannot be guaranteed. It is intended that issues 
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in this respect will be highlighted in this research work and associated information 

made available. 

The main risk identified with the windcatcher development concerns the air flow 

directions in the coaxial supply and extract channels under incident wind 

conditions without indoor air buoyancy. Unlike conventional windcatchers with 

extract channels directed away from the incident air direction, the extract channel 

proposed in this system is open to the incident wind and proposes to generate 

suction from it using the venturi effect. This is prone to incident wind entry and 

may not function as an extract channel.  

Another risk associated with windcatcher development is the supply of adequate 

ventilation rate to the attached space at low wind speed. Other issues include 

flow short-circuit and suitability of overall geometry for heritage dwellings. These 

issues are mitigated by conducting a review of available scientific literature that 

address these different aspects of windcatcher design. Available information will 

enable the author to innovate to realize the desired function of the proposed 

system. 

The task of developing heat exchangers generally involves the balancing of 

thermal performance with the pressure drop needed to general it. The coaxial 

flow geometry proposed in this research presents a peculiar problem of how to 

distribute flow into the alternate channels of the plate heat exchanger. This will 

be mitigated by studying available information on heat exchanger design and 

innovating to address this issue. Other issues of inadequate thermal or pressure 

drop performance will tackled by varying geometry and subsequent modelling in 

CFD. 

The risks posed by the CFD development methodology is mainly the time needed 

to model the complex geometry of the proposed system. This will be addressed 

by simplification techniques like optimum meshing, geometry decomposition and 

use of symmetry planes commonly applied in CFD simulations. 
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4 METHODOLOGY 

Under this heading, the scientific methods used in the development and 

investigation of the proposed ventilation system are discussed. These are mainly 

3D modelling and Computational Fluid Dynamics (CFD) simulations. All CFD 

simulations were carried out with the wind incident on the windcatcher at  900 on 

the vertical plane and aligned with the symmetry of the windcatcher. 

4.1 3D CAD 

 All parts were modelled in Autodesk Inventor 2013. Autodesk Inventor is 

computer aided design software capable of creating 3D digital models that can 

be used in the design and simulation of products. It uses a parametric based 

approach to create parts and assemblies [167]. Design intent is usually started 

with 2D drawings which are then defined by adding dimensions. Different 

constraints exist to define the relationships between geometric entities in the 2D 

drawings such as concentricity, tangent, etc. To create 3D models, different 

operations such as extrusion, sweep etc. is applied to the 2D drawing(s). 

Assemblies are created from different parts by adding constraints that define how 

those parts are related. The modelling approach uses an operation tree that 

details each operation carried out during the modelling process. This enables 

quick design optimization. 

4.2 Computational Fluid Dynamics - CFD 

In CFD, numerical method and computers are used to execute the calculations 

necessary to simulate and optimise the interaction between the different parts of 

a prototype and the surrounding fluid. CFD has been extensively used in the 

design and study of ventilation products and has been proven to be reliable when 

accurate models are utilized. The main disadvantage being the time consumed 

for computation. Y. Su et al [168] and L. Li et al [108] amongst others [85]; [169]; 

[170] used CFD in predicting the flow rates in windcatchers and recorded 

agreements with experimental values. W. Yaici et al [171] used CFD to 

investigate the performance of a ventilation heat recovery system and confirmed 

it as an effective means for carrying out detailed development of heat recovery 
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ventilators. As an alternative, O. Asfour et al [172] in their analysis of wind driven 

ventilation compared mathematically network models with CFD and confirmed 

CFD as a robust method of predicting air flow in ventilation systems. 

Two commercially available Computational Fluid Dynamics (CFD) programs 

were used in this research, namely Autodesk CFD 2013 and Ansys FLUENT v14. 

The choice of using two CFD programs lends credibility to the results obtained 

and also facilitated a comparison of both software packages for natural ventilation 

research of the kind conducted in this thesis. Autodesk CFD is a relatively simpler 

and more user friendly software, and this facilitated rapid development from first 

principles. 

Most of the initial simulations performed to investigate and fine-tune the 

windcatcher design were done with Autodesk CFD. Autodesk CFD has found 

numerous applications in scientific research and literature [173]; [174]; [175]; 

[176]. Burlacu et al. [177] used it to prove the feasibility of a heat recovery system 

for waste hot water from buildings. Burlacu et al. [178] used it to prove the 

feasibility of a heat exchanger for waste heat recovery from exhaust flue gases. 

Nalamwar et al. [179] used it to study ventilation flow pattern in buildings. 

Abdelhafez et al. [180] used it to optimize building energy consumption in Aswan 

city located in a hot desert climate. Elrady et al. [181] used it to study heritage 

dwellings to understand their climate-tempering characteristics and proffer 

applications to modern dwellings. Eldabosy et al. [182] used it to study thermal 

comfort in passive design of buildings and observed potential negative effect on 

indoor environment. Sowgath et al [183] used it to analyse the flow behaviour of 

gas and heat transfer in a biomass cooking stove. Simulation results matched 

experimental results with accuracies between 95%-97%. Xie et al. [184] also 

compared Autodesk CFD results with experimental measurements and recorded 

accuracies around 95% when they studied the thermal performance of 

smartphone chip and device skin under different component loading conditions. 

Albatayneh et al. [185] highlighted issues with it when used for long term 

simulation of internal building air temperature and proposed the addition of two 

types of external boundary conditions to mitigate. Gaurav et al. [186] also used it 
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in the modelling of thermal and fluid flow interactions with an electronic enclosure 

and recorded good agreement with empirical values. 

Ansys FLUENT is a popular CFD program for academic research and in most hi-

tech industries. Its robustness and accuracy in accurately predicting fluid flow 

parameters has been validated by numerous scientific research work [187]; [188]; 

[189]; [190]; [191]; [192]; [193]; [194]. Thus, the utilization of this code lends 

credibility to the work done in this research. 

4.2.1 Assumptions 

In using both CFD software programs, a general assumption of steady 

incompressible, turbulent fluid flow was made. The compressibility or 

incompressibility of a fluid depends on the relationship between its density and 

pressure. If density doesn’t change with pressure, the flow is incompressible. 

Generally free flows moving at speeds less than Mach 0.3 such as those typical 

of ventilation systems, can be accurately assumed to be incompressible in CFD 

calculations [195]. Above Mach 0.3, compressibility becomes more prominent 

and should be taken into consideration to get accurate solutions in CFD 

calculations. Furthermore, fluctuating or agitated flows, like that experienced by 

the flow field as it makes contact with the system parts, are generally turbulent 

and is treated as such. 

4.2.2 CFD Theory 

The partial differential equations governing fluid flow and heat transfer include the 

continuity equation, the Navier-Stokes equations and the energy equation. The 

computational resource needed to simulate the turbulent scales in a fluid flow 

represented by these equations is prohibitive [116]; [196]. Hence, In CFD, an 

averaging procedure is applied to smooth the turbulent spectrum. The technique 

used in both Autodesk CFD 2013 and Ansys FLUENT v14, is Reynold’s-

averaging to give the Reynold’s Averaged Navier-Stokes Equations (RANS) 

below [197]. 

𝜕𝜌

𝜕𝑡
+

𝜕(𝜌�̅�)

𝜕𝑥
+

𝜕(𝜌�̅�)

𝜕𝑦
= 0 

(1) 
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𝜕(𝜌�̅�)

𝜕𝑡
+

𝜕(𝜌𝑢𝑢̅̅̅̅ )

𝜕𝑥
+

𝜕(𝜌𝑣𝑢̅̅̅̅ )

𝜕𝑦
 

= −
𝜕�̅�

𝜕𝑥
+

𝜕

𝜕𝑥
(𝜇

𝜕�̅�

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝜇

𝜕�̅�

𝜕𝑦
) +

𝜕

𝜕𝑥
[𝜇

𝜕�̅�

𝜕𝑥
] +

𝜕

𝜕𝑦
[𝜇

𝜕�̅�

𝜕𝑥
]

− [
𝜕(𝜌�́��́�̅̅̅̅ )

𝜕𝑥
+

𝜕(𝜌�́��́�̅̅̅̅ )

𝜕𝑦
] 

(2) 

 

 

𝜕(𝜌𝑣)

𝜕𝑡
+

𝜕(𝜌𝑢𝑣̅̅̅̅ )

𝜕𝑥
+

𝜕(𝜌𝑣𝑣̅̅ ̅)

𝜕𝑦
 

= −
𝜕�̅�

𝜕𝑦
+

𝜕

𝜕𝑥
(𝜇

𝜕�̅�

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝜇

𝜕�̅�

𝜕𝑦
) +

𝜕

𝜕𝑥
[𝜇

𝜕�̅�

𝜕𝑦
] +

𝜕

𝜕𝑦
[𝜇

𝜕�̅�

𝜕𝑦
]

− [
𝜕(𝜌�́�𝑣̅̅̅̅ )

𝜕𝑥
+

𝜕(𝜌�́��́�̅̅̅̅ )

𝜕𝑦
] 

(3) 

𝜕(𝜌�̅�)

𝜕𝑡
+

𝜕(𝜌�̅� �̅�)

𝜕𝑥
+

𝜕(𝜌�̅� �̅�)

𝜕𝑦
 

=
𝜕

𝜕𝑥
(
𝐾 𝜕�̅�

𝐶𝑝𝜕𝑥
) +

𝜕

𝜕𝑦
(
𝐾 𝜕�̅�

𝐶𝑝𝜕𝑦
) − [

𝜕(𝜌�́��́�̅̅ ̅̅ )

𝜕𝑥
+

𝜕(𝜌�́��́�̅̅̅̅ )

𝜕𝑦
] 

(4) 

 

Where �̅�, �̅� , �̅� , and  �̅� are mean values and �́�, �́�, �́�, and �́� are turbulent 

fluctuations. In three dimensions, these produce nine unknowns known as the 

Reynold’s stress terms in the time-averaged momentum equations. For 

incompressible, two-dimensional equations of continuity and the non-

conservative forms of momentum and energy, the time-averaged governing 

equations can be expressed as below [197]. 

𝜕�̅�

𝜕𝑥
+

𝜕�̅�

𝜕𝑦
= 0 

(5) 

𝜕�̅�

𝜕𝑡
+

𝜕(𝑢𝑢̅̅̅̅ )

𝜕𝑥
+

𝜕(𝑣𝑢̅̅̅̅ )

𝜕𝑦
 

(6) 
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= −
1𝜕�̅�

𝜌𝜕𝑥
+

𝜕

𝜕𝑥
(𝑣

𝜕�̅�

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝑣

𝜕�̅�

𝜕𝑦
) +

𝜕

𝜕𝑥
[𝑣

𝜕�̅�

𝜕𝑥
] +

𝜕

𝜕𝑦
[𝑣

𝜕�̅�

𝜕𝑥
]

− [
𝜕(�́��́�̅̅̅̅ )

𝜕𝑥
+

𝜕(�́��́�̅̅̅̅ )

𝜕𝑦
] 

𝜕𝑣

𝜕𝑡
+

𝜕(𝑢𝑣)̅̅ ̅̅ ̅

𝜕𝑥
+

𝜕(𝑣𝑣̅̅ ̅̅̅)

𝜕𝑦
 

= −
1𝜕�̅�

𝜌𝜕𝑦
+

𝜕

𝜕𝑥
(𝑣

𝜕�̅�

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝑣

𝜕�̅�

𝜕𝑦
) +

𝜕

𝜕𝑥
[𝑣

𝜕�̅�

𝜕𝑦
] +

𝜕

𝜕𝑦
[𝑣

𝜕�̅�

𝜕𝑦
]

− [
𝜕(�́��́�̅̅̅̅ )

𝜕𝑥
+

𝜕(�́��́�̅̅̅̅ )

𝜕𝑦
] 

(7) 

𝜕�̅�

𝜕𝑡
+

𝜕(�̅� �̅�)

𝜕𝑥
+

𝜕(�̅� �̅�)

𝜕𝑦
 

=
𝜕

𝜕𝑥
(

𝐾 𝜕�̅�

𝜌𝐶𝑝𝜕𝑥
) +

𝜕

𝜕𝑦
(

𝐾 𝜕�̅�

𝜌𝐶𝑝𝜕𝑦
) − [

𝜕(�́��́�̅̅ ̅̅ )

𝜕𝑥
+

𝜕(�́��́�̅̅̅̅ )

𝜕𝑦
] 

(8) 

Where (
𝐾 

𝜌𝐶𝑝
) is the thermal diffusivity α of the fluid. 

The Reynold’s stress terms need to be modelled to close the RANS equations. 

Several models are available and are generally referred to as Turbulence RANS 

models [198]. The following sections describe the methods used in the two CFD 

programs used in this research, to determine approximate solutions to the fluid 

flow and heat transfer equations. 

4.2.3 Turbulence Modelling 

Turbulent flows are unsteady, irregular stochastic fluid motion in which 

transported quantities fluctuate in time and space. Enhanced mixing of these 

quantities results from the fluctuations and are unpredictable in detail. The small 

eddies in turbulent flows are more universal in structure while the large eddies 

are not. In turbulent flows, the large-scale eddies receive their energy from the 

mean flow. As the flow develops and the eddies stretch and interact, the energy 

is transferred to smaller eddies and eventually gets converted into internal energy 
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in the fluid due to viscous dissipation [199]. Modelling this individual fluid motion 

is prohibitive [196], so Reynold’s averaging is employed and the resulting 

equation closed with a turbulence model. The resultant of this is that the turbulent 

flow contains only values of the mean flow variables. This is the widely-accepted 

method in academic research because it provides a good balance between 

accuracy and the computational resources required [116]; [196]; [200].  

To close the RANS equation, the Boussinesq approximation method which 

defines an eddy viscosity and conductivity is used. This implies that the effect of 

turbulence is isotropic [201]. 

−𝜌�́��́�̅̅̅̅ = 2𝜇𝑡

𝜕�̅�

𝜕𝑥
−

2

3
𝜌𝑘; −𝜌�́��́�̅̅̅̅ = 2𝜇𝑡

𝜕�̅�

𝜕𝑦
−

2

3
𝜌𝑘; −𝜌�́��́�̅̅̅̅

= 𝜇𝑡

𝜕�̅�

𝜕𝑥
− (

𝜕�̅�

𝜕𝑥
+

𝜕�̅�

𝜕𝑦
) 

(9) 

 

𝑤ℎ𝑒𝑟𝑒 𝜇𝑡 = turbulent 𝑒𝑑𝑑𝑦 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 𝑎𝑛𝑑 k = 𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑘𝑖𝑛𝑒𝑡𝑖𝑐 𝑒𝑛𝑒𝑟𝑔𝑦 

The turbulent momentum transport is assumed to be proportional to the mean 

gradients of velocity. Similarly, the turbulent transport of temperature is taken to 

be proportional to the gradient of the mean value of the transported quantity.  

−𝜌�́��́�̅̅ ̅̅ = Г𝑡

𝜕�̅�

𝜕𝑥
; −𝜌�́��́�̅̅̅̅ = Г𝑡

𝜕�̅�

𝜕𝑦
 

(10) 

Where Г𝑡 is the turbulent diffusivity. 

Since the turbulent transport of momentum and heat is due to the same 

mechanisms of eddy mixing, the value of the turbulent viscosity can be taken to 

be close to that of turbulent viscosity 𝜇𝑡. Based on the definition of the turbulent 

Prandtl number 𝑃𝑟𝑇, we obtain 

𝑃𝑟𝑇 =
𝜇𝑡

Г𝑡
 

(11) 

Most CFD procedures assume that this ratio is constant and use values of 

𝑃𝑟𝑇 around unity [197]. 
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By substituting the Reynolds stress expressions in equations (2), (3), (6), and (7) 

and the extra temperature transport terms in equations (4) and (8), removing the 

overbar that is by default indicating the average quantities, we obtain the 

incompressible form of the governing equations as below [197]. 

𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
= 0 

(12) 

𝜕𝑢

𝜕𝑡
+

𝜕(𝑢𝑢)

𝜕𝑥
+

𝜕(𝑣𝑢)

𝜕𝑦
 

= −
1𝜕�̅�

𝜌𝜕𝑥
+

𝜕

𝜕𝑥
[(𝑣 + 𝑣𝑇)

𝜕𝑢

𝜕𝑥
] +

𝜕

𝜕𝑦
[(𝑣 + 𝑣𝑇)

𝜕𝑢

𝜕𝑦
] +

𝜕

𝜕𝑥
[(𝑣 + 𝑣𝑇)

𝜕𝑢

𝜕𝑥
]

+
𝜕

𝜕𝑦
[(𝑣 + 𝑣𝑇)

𝜕𝑣

𝜕𝑥
] 

(13) 

𝜕𝑣

𝜕𝑡
+

𝜕(𝑢𝑣)

𝜕𝑥
+

𝜕(𝑣𝑣)

𝜕𝑦
 

= −
1𝜕�̅�

𝜌𝜕𝑦
+

𝜕

𝜕𝑥
[(𝑣 + 𝑣𝑇)

𝜕𝑣

𝜕𝑥
] +

𝜕

𝜕𝑦
[(𝑣 + 𝑣𝑇)

𝜕𝑣

𝜕𝑦
] +

𝜕

𝜕𝑥
[(𝑣 + 𝑣𝑇)

𝜕𝑢

𝜕𝑦
]

+
𝜕

𝜕𝑦
[(𝑣 + 𝑣𝑇)

𝜕𝑣

𝜕𝑦
] 

(14) 

𝜕𝑇

𝜕𝑡
+

𝜕(𝑢𝑇)

𝜕𝑥
+

𝜕(𝑣𝑇 )

𝜕𝑦
 

=
𝜕

𝜕𝑥
[(

𝑣

𝑃𝑟
+

𝑣

𝑃𝑟𝑇 
)
𝜕𝑇

𝜕𝑥
] +

𝜕

𝜕𝑦
[(

𝑣

𝑃𝑟
+

𝑣

𝑃𝑟𝑇 
)
𝜕𝑇

𝜕𝑦
] 

(15) 

A two-equation turbulence model is used to resolve the eddy viscosity and 

conductivity. Ansys Fluent v14 and Autodesk CFD 2013 provide different options 

to model turbulence. The models available include standard k-ε, SST k-ω, SST 

k-ω SAS, SST k-ω DES, etc. Of relevance to this research, are standard k-ε and 

Shear Stress Transport (SST) k-ω models. 

The standard k-ε model has been used extensively to study the performance of 

windcatchers with good agreement with experimental flow values [36]; [168]; 

[202]; [203]; [204]; [205]; [206]; [207]; [208]; [209]; [210]. A sensitivity analysis of 
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turbulence models carried out by Nejat et al [203] when they evaluated a new 

design of windcatcher concluded that the k-ε model provided the best agreement 

with experimental data of flow values in the windcatcher channels. In their study, 

it showed a variance of +/-11% when compared to the k-ε RNG and k-ε realizable 

models. 

While this model proves adequate for bulk values of flow quantities in windcatcher 

design, when windcatchers are integrated with heat exchangers, the accuracy of 

the flow field near the heat exchanger wall is particularly important for wall-to-fluid 

heat transfer calculations. The standard k–ε model is not always able to correctly 

simulate the fluid flow in the viscous sublayer of the boundary layer, except the 

turbulent sublayer where the velocity profiles shape is of a logarithmic type [211]; 

[212]; [213]; [214] . The SST 𝑘 − 𝜔 allows for a better near wall treatment by 

combining the original Wilcox 𝑘 − 𝜔 model for use near walls and the standard 

k–ε model away from walls using a blending function [215]. This combination 

presents a significant advantage over the 𝑘 − 휀 model in predicting flow and heat 

transfer. However, the computational time needed for the SST 𝑘 − 𝜔 model is 

higher due to the higher number of meshes needed to resolve the boundary layer. 

The SST 𝑘 − 𝜔 model has been used extensively to study flow and heat transfer 

in heat exchangers with good agreement between experimental and numerical 

flow and heat transfer values [216]; [212]; [213]; [214]; [217]; [218]; [219]; [220]; 

[221]; [222]. 

4.2.3.1 Standard 𝒌 − 𝜺 Turbulence Model 

The default turbulence model in Autodesk CFD 2013 is the high Reynold’s 

number 𝑘 − 휀 model. This was used for quick development from initial concept in 

windcatcher simulations. It is the CFD industry work horse and is adequate for 

many simulations [223]; [224]; [225]; [226]. The 𝑘 − 휀 model equations define the 

transport of the turbulent kinetic energy, k and the turbulent energy dissipation 휀. 

Values for k and 휀 must be specified at the domain inlets during simulation set 

up. At the inlet to the simulation domain, Autodesk CFD 2013 automatically 

computes the turbulence kinetic energy “k” based on the velocity distribution 

using the equation below[201].  
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𝐼𝑛𝑙𝑒𝑡 𝑇𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑐𝑒 𝐾𝑖𝑛𝑒𝑡𝑖𝑐 𝐸𝑛𝑒𝑟𝑔𝑦 𝑏𝑎𝑠𝑒𝑑 𝑜𝑛 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛: 

k =
1

2
⌈(𝐼𝑈)2 + (𝐼𝑉)2 + (𝐼𝑊)2⌉ 

(16) 

𝑊ℎ𝑒𝑟𝑒 𝐼
= 𝑇𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑐𝑒 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑎𝑛𝑑 𝑈, 𝑉 𝑎𝑛𝑑 𝑊 𝑎𝑟𝑒 𝑓𝑙𝑢𝑐𝑡𝑢𝑎𝑡𝑖𝑛𝑔 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠 𝑜𝑓 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 

The default value of turbulence intensity is 5% at domain inlets.  

The value for the turbulent energy dissipation at domain inlets is calculated 

automatically using the equation below. In the equation, the length scale is 

automatically computed by the software based on the size of the model. 

휀 = 𝐶𝜇

𝑘1.5

𝛿𝑠
 

(17) 

𝑊ℎ𝑒𝑟𝑒 𝛿𝑠 = 𝐿𝑒𝑛𝑔ℎ𝑡 𝑆𝑐𝑎𝑙𝑒𝑎𝑛𝑑 𝐶𝜇 = 𝐸𝑚𝑝𝑖𝑟𝑖𝑐𝑎𝑙 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡  

4.2.3.2 SST 𝒌 − 𝝎 Model 

The Shear Stress Transport (SST) 𝑘 − 𝜔 turbulence model was used in Ansys 

Fluent v14 and Autodesk CFD for simulations of final prototypes of the heat 

exchanger and windcatcher. Its model equations define the transport of the 

turbulent kinetic energy k and the specific dissipation rate 𝜔. 𝜔 is effectively the 

ratio of 𝑘 to 휀 . The SST 𝑘 − 𝜔 combines the good performance of the 𝑘 − 휀 model 

in the free-stream region of fluid flow with that of a modified Low Reynold’s 

number 𝑘 − 𝜔 model. A blending function is used which activates each turbulence 

model in the respective regions.  Hence, the SST 𝑘 − 𝜔 is accurate in more 

simulation scenarios and presents a significant advantage over the 𝑘 − 휀 model 

in predicting flow separation and heat transfer [211]. The prototype windcatcher 

is cylindrical and presents an obstructive element to the normal wind flow, 

Therefore, flow separation is expected in the flow fields within it, and is expected 

to impact on its ventilation performance. The transport equations for K and 𝜔 are 

given below [211]. 
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𝜕

𝜕𝑡
(𝜌𝑘) +

𝜕

𝜕𝑥𝑖

(𝜌𝑘𝑢𝑖) =
𝜕

𝜕𝑥𝑗
(𝛤𝑘

𝜕𝑘

𝜕𝑥𝑗
) + 𝐺𝑘 − 𝑌𝑘 + 𝑆𝑘 

(18) 

𝜕

𝜕𝑡
(𝜌𝜔) +

𝜕

𝜕𝑥𝑗

(𝜌𝑘𝜔) =
𝜕

𝜕𝑥𝑗
(𝛤𝜔

𝜕𝜔

𝜕𝑥𝑗
) + 𝐺𝜔 − 𝑌𝜔 + 𝐷𝜔 + 𝑆𝜔 

(19) 

𝑊ℎ𝑒𝑟𝑒 𝐺𝑘 = 𝑡ℎ𝑒 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑘𝑖𝑛𝑒𝑡𝑖𝑐 𝑒𝑛𝑒𝑟𝑔𝑦 𝑎𝑛𝑑  

𝐺𝜔 = 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝜔 

𝛤𝑘 𝑎𝑛𝑑 𝛤𝜔 𝑎𝑟𝑒 𝑡ℎ𝑒 𝑑𝑖𝑓𝑢𝑠𝑖𝑣𝑖𝑡𝑦 𝑜𝑓 𝑘 𝑎𝑛𝑑 𝜔 𝑟𝑒𝑠𝑝𝑒𝑐𝑡𝑖𝑣𝑒𝑙𝑦 𝑎𝑛𝑑 𝑌𝑘  

𝑎𝑛𝑑 𝑌𝜔  𝑎𝑟𝑒 𝑡ℎ𝑒 𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑑𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑘 𝑎𝑛𝑑 𝜔 

𝐷𝜔𝑖𝑠 𝑡ℎ𝑒 𝑐𝑟𝑜𝑠𝑠 𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛 𝑡𝑒𝑟𝑚 𝑎𝑛𝑑 𝑆𝑘𝑎𝑛𝑑 𝑆𝜔 𝑎𝑟𝑒 𝑢𝑠𝑒𝑟 𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑠𝑜𝑢𝑟𝑐𝑒 𝑡𝑒𝑟𝑚𝑠 

4.2.4 Near Wall Treatment 

Near wall flow profile are often predictable [227]. Hence, functions can be used 

to represent the velocity profile in these areas instead of resolving them with fine 

meshes. This approach reduces the computational resources needed. Wall 

functions have limitations. In cases where there is flow separation, the wall 

functions cannot accurately predict the boundary layer profile because the 

universal near-wall flow profile is not valid when there’s a separated flow. Hence, 

the flow must be resolved with boundary layer meshes (prism elements) [227]; 

[228]. 

4.2.4.1 Autodesk CFD 

Autodesk CFD 2013 provides a mesh enhancement function to define boundary 

layer elements in terms of total height, number of elements and gradation. Wall 

functions are used with high Reynolds number turbulence models like the 𝑘 −

휀 model to treat the near wall regions. At the walls, the fluid flow is modelled by 

enforcing the law of the wall. 

The law of the wall can be written as [201]: 

 𝑈+ =
1

𝑘
𝑙𝑜𝑔𝑦+ + 𝐵 (20) 

𝑊ℎ𝑒𝑟𝑒 𝐵 𝑎𝑛𝑑 𝐾 𝑎𝑟𝑒 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑠. 
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𝑈+ 𝑎𝑛𝑑 𝑦+ 𝑎𝑟𝑒 𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑎𝑠:  

 𝑈+ =
𝑈𝑡

√
𝜏𝑤

𝜌
⁄

 (21) 

 
𝑦+ =

𝛿√
𝜏𝑤

𝜌
𝑣

⁄
 

(22) 

𝑊ℎ𝑒𝑟𝑒 𝑈+ = 𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑇𝑎𝑛𝑔𝑒𝑛𝑡 𝑡𝑜 𝑡ℎ𝑒 𝑤𝑎𝑙𝑙,
𝜏𝑤 = 𝑊𝑎𝑙𝑙 𝑠ℎ𝑒𝑎𝑟 𝑠𝑡𝑟𝑒𝑠𝑠, 𝜌 = 𝐷𝑒𝑛𝑠𝑖𝑡𝑦, 𝛿 = 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑊𝑎𝑙𝑙  

𝑎𝑛𝑑 𝑣 = 𝐾𝑖𝑛𝑒𝑚𝑎𝑡𝑖𝑐 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 

Autodesk CFD 2013 uses an intelligent scalable wall formulation which adjusts 

the wall effective viscosity based on the velocity and fluid properties next to the 

wall to enforce the Law of the Wall. This performs better for the range of 𝑦+ values 

encountered in near wall flow simulations [229]. 

When using the SST 𝑘 − 𝜔 model, especially in flows where separation is 

expected, it is recommended to resolve the boundary flow with at least 10 prism 

element layers. This model does not utilise the wall function in Autodesk CFD 

2013. 

4.2.4.2 Ansys Fluent 

Ansys Fluent v14 offers 𝑦+-independent enhanced formulation for treating the 

near wall region in wall-bounded turbulent flows. Despite this, good resolution of 

the boundary layer with prism mesh layers is essential for getting highly accurate 

solutions for the near wall region [228]; especially in heat transfer simulations. 

Ansys recommends between 10-20 layers with 15 or more nodes covering the 

boundary flow, to accurately resolve a boundary flow. The software automatically 

employs the two-layer model from earlier versions of the software, the law of the 

wall, or a blending function of the two. This approach is more forgiving in terms 

of 𝑦+, but a 𝑦+ value less or equal to 1 is still needed if the laminar sub-layer 

needs to be captured. Values of 𝑦+need to be checked after the simulation to be 

within these values. 

The inner region of the boundary layer is known as the law of the wall zone. This 

zone is divided into a viscous lower layer and, a turbulent upper layer where the 
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non-dimensional velocity 𝑈+ varies in a log-linear manner. 𝑦+ is the normal 

distance from the solid boundary to the first grid point and is assumed that 𝑦+ ≡

𝑈+. Generally, within the boundary layer, CFD codes start to apply the log-linear 

variation to 𝑈+ at the value of 𝑦+ specified. Hence, a very fine boundary mesh 

where the first grid point is deep within the real viscous layer will force the code 

to apply the log-linear variation too close to the wall and result in an over-

prediction of the near wall velocity. On the other hand, a high 𝑦+ value will place 

the first grid point well near the centre of the flow and result in an under-prediction. 

In order to estimate the normal distance to the first grid point for a 𝑦+ value, the 

Schlichting skin-friction correlation was used as shown below. 

𝑇𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝐿𝑎𝑦𝑒𝑟 𝑆𝑘𝑖𝑛 𝑓𝑟𝑖𝑐𝑡𝑖𝑜𝑛 Cf

= [2𝑙𝑜𝑔10(𝑅𝑒𝑥) − 0.65]−2.3 (𝐹𝑜𝑟 𝑣𝑎𝑙𝑢𝑒𝑠 𝑜𝑓 𝑅𝑒𝑥 < 109) 

𝑊𝑎𝑙𝑙 𝑆ℎ𝑒𝑎𝑟 𝑆𝑡𝑟𝑒𝑠𝑠 𝜏𝜔 = Cf

1

2
𝜌𝑈2 

𝐹𝑟𝑖𝑐𝑡𝑖𝑜𝑛 𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑈∗ = √
𝜏𝜔

𝜌
 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑓𝑖𝑟𝑠𝑡 𝑔𝑟𝑖𝑑 𝑝𝑜𝑖𝑛𝑡 𝑖𝑛 𝑚𝑒𝑡𝑒𝑟𝑠 =  
𝜇𝑦+

𝜌𝑈∗
 

𝑊ℎ𝑒𝑟𝑒 𝜇 = 𝐷𝑦𝑛𝑎𝑚𝑖𝑐 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 𝑖𝑛
𝑘𝑔

𝑚𝑠
,

𝜌 = 𝐷𝑒𝑛𝑠𝑖𝑡𝑦 𝑖𝑛 
𝑘𝑔

𝑚3
  𝑎𝑛𝑑 𝑈 = 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑖𝑛 𝑚 𝑠⁄  

It is recommended to check maximum turbulent viscosity at the walls after initial 

solutions are obtained in simulations. This gives an indication of the boundary 

layer as its thickness is twice the thickness of the maximum turbulent viscosity. It 

is important not to confine boundary layer growth. Hence, the Author made sure 

the prism layers extended beyond the boundary layer in all simulation cases.  

The first cell height was estimated to achieve the desired 𝑦+ value from 

calculations of the Reynold’s number, wall shear stress and friction velocity skin 

friction using the Schlichting skin-friction correlation. Online calculators utilizing 
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this technique are common and available here: [230]. This was used in specifying 

the first cell height for the creation of inflation layers in the Ansys software. The 

maximum, minimum and face average of 𝑦+ values were checked after solution 

convergence to verify they are approximately 1. This is achieved by generating 

reports of surface integrals for the windcatcher and heat exchanger. 

4.2.5 Meshing 

Meshing is required to discretize the flow region into small domains within which 

the flow governing equations can be applied and approximated over the larger 

flow domain. Meshes can be classified into structured mesh, unstructured mesh 

or a hybrid of both. Structured meshes have regular connectivity and are 

composed of 3D hexahedral elements in 3D simulations. The structure of these 

grid makes it easy to calculate the neighbouring cell indices without needing to 

store them. Unstructured mesh use tetrahedral elements to discretize the solution 

domain. They are characterized by irregular connectivity and relationship indices 

with neighbouring cells have to be stored. This requires a larger amount of 

computational memory compared to structured meshes. Hybrid meshing seek to 

efficiently combine structured and unstructured meshes, whereby complex 

geometries within a solution domain are meshed with unstructured grids and 

simpler ones with structured grids. 

The choice between structured and unstructured grids is a balance between 

setup time, computational expense and accuracy. The alignment of structured 

meshes along flow direction aids convergence and they are easier to implement 

on simple geometries. On complex geometries within a larger simple domain 

such as in this research work, large differences are required between mesh 

scales in the larger wind domain and the smaller wind catcher geometry. 

Unstructured meshes allows resolution refinement over the complex geometry 

without significantly increasing the cell count. Structured meshes tend to result in 

significantly high cell count when used in the same scenario. When meshes are 

well refined, the solution error and numerical diffusion are minimized. Solutions 

are also more accurate when meshes are aligned with flow. In simple flows, such 

as in pipes, this is more readily achieved with structured meshes. However, in 
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complex flow scenarios, flow with mesh alignment might not occur and resolution 

of the geometry becomes more important thereby necessitating an unstructured 

mesh. 

The mesh must be fine enough to capture the variations in fluid behaviour and 

satisfy CFD numerical requirements [231]. A combination of techniques and 

settings to avoid numerical diffusion from large cell size gradients were 

implemented at the geometry construction stage to assist meshing. 

In many simulation scenarios, the CAD model was divided up. As an example, 

for the wind tunnel simulation of the windcatcher, the geometry was divided into 

3 sections. The first area (Area 1) which represents the bulk of the model covers 

areas within the wind tunnel where the presence of the model is not expected to 

generate relatively high gradients in the fluid flow properties. This area was 

meshed with the biggest size of elements. Area 2 surrounds the windcatcher and 

chimney to cover the impact region before the windcatcher and the wake region 

behind the windcatcher. A finer element size was used for this region to ease the 

accurate resolution of flow properties variation in these areas. Area 3 represents 

the fluid region within the windcatcher. High level of turbulence and flow 

separation coupled with high gradients in the flow properties of pressure and 

velocity is expected within the windcatcher. Hence, this area was meshed with 

the finest element size.  

It is essential to capture the boundary flow accurately with the mesh. To this end, 

Inflation prism layers were used to provide a good resolution of boundary layer 

flow within the flow field [228]. They were generated at all solid boundaries of the 

model and chimney, including the tunnel floor.  

When the quantities of interest in a CFD simulation has converged and reached 

a steady solution, to be accurate, they need not to vary with mesh resolution 

[232]. To check this phenomenon, a mesh independency study was conducted 

for each simulation. The meshes were repeatedly refined after each converged 

solution until the changes in solutions between subsequent runs are negligible. 
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4.2.5.1 Autodesk CFD Meshing 

For simulations performed on Autodesk CFD 2013, the automatic mesh sizing 

function was used to define an optimum tetrahedral mesh-size with 10 wall layers 

based on the curvature of the model geometry. 

There are numerous other options to refine and optimise the mesh by reducing 

resolution and distribution in areas where flow variables are expected to exhibit 

high gradients. Good representation of the geometry is necessary to obtain high 

fidelity solutions and accurately represent areas where high gradients are 

present. High quality, high density meshes generally contribute significantly to 

accuracy of solutions. The initial run on the default coarse mesh is not highly 

accurate but it reveals areas where higher mesh density is required. Accuracy is 

sufficient when further mesh refinements doesn’t result in significantly different 

values for a critical results like flow velocity and pressure.   Autodesk CFD 2013 

incorporates an adaptive meshing feature which helps to fine tune the mesh after 

successive runs. The mesh is refined based on gradients of flow parameters like 

pressure and velocity (and temperature in heat transfer simulation) after each 

successive complete run. This results in an efficient mesh, finer in areas with high 

gradients and coarser in other places. At the end of each run, the software reports 

the mesh independence status. On the average, each final mesh in this study 

attained a 95% mesh independency on pressure and velocity results. 

4.2.5.2 Ansys Meshing 

Ansys Fluent v14 meshing provides more options for meshing models. 

Simulations performed in this study utilised tetrahedral meshes. These were 

generated with a high level of smoothing using the meshing software’s inbuilt size 

function to resolve curved geometry and areas within close proximity. The 

number of cells across gaps was chosen to be 5 and transition between mesh 

sizes were kept slow with a growth rate of 1.2.  

Surface inflation prism layers were generated based on the first cell aspect ratio. 

This option was chosen to generate 10 layers with cell aspect ratio of 5 and 

growth rate of 1.2 to avoid a large volumetric gradient at the interface between 

the prismatic inflation layers and main mesh elements. By using enhanced wall 
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treatment option in Ansys Fluent v14, the simulation solution becomes insensitive 

to the value of 𝑦+ and places more emphasis on accurately resolving the 

boundary layers with at least 10 layers and maintaining 𝑦+~1 for heat transfer 

calculations. 𝑦+ is the normal distance from the solid boundary to the first grid 

point.  

The equations of flow being solved assume the cells in the mesh are relatively 

ideal in terms of angles and form. Therefore, the quality of the mesh must be 

examined to enable the computation to converge successfully. Two measures of 

mesh element quality available in Ansys Fluent v14 meshing were considered in 

this study i.e. skewness and orthogonal quality. 

Skewness reveals how close to ideal a cell in the mesh is. Hence a perfect cell 

has a skewness of 0 and a degenerate one has a skewness value of 1. For all 

meshes, an average skewness of 0.1 was maintained. 

Orthogonal quality is a measure of the deviation between the direct connection 

of the neighbouring element centre to the median line of that side face. A value 

of 1 denotes a perfect orthogonal quality which is reached when equal sided 

tetrahedrons with uniform sizes are present. All meshes were generated with an 

average orthogonal quality of 0.97 

In contrast to Autodesk CFD 2013, when performing mesh independence studies, 

mesh adaptation is not only automatic and can be performed manually by 

marking cells for refinement. The mesh was adapted based on scaled gradients 

of velocity in the entire domain after each successive run. All regions with 

gradients higher than 10% of the maximum were marked and adapted until the 

simulation solution became mesh independent. 

4.2.6 Discretization 

In CFD, the partial differential equations governing fluid flow and heat transfer 

must be discretized or converted into a set of non-continuous equations suitable 

for solving on a computer.   



 

55 

Discretization methods refer to the methods used in interpolating the flow 

variables from the cell centroid where they are calculated, to the cell faces where 

values are needed to compute fluxes and gradients. This is generally achieved 

using an upwind scheme where the face values of variables are gotten from 

magnitudes in the cell upstream in the normal flow direction. 

4.2.6.1 Autodesk CFD  

In Autodesk Simulation CFD 2013, the finite element method is used to reduce 

the governing partial differential equations (pdes) to a set of algebraic equations. 

In this method, the dependent variables are represented by polynomial shape 

functions over a small area or volume (element). These representations are 

substituted into the governing pdes and then the weighted integral of these 

equations over the element is taken where the weight function is chosen to be 

the same as the shape function. The result is a set of algebraic equations for the 

dependent variable at the nodes on every element.  

The described formulation is used on the diffusion and source terms in the 

governing equations. However, for numerical stability, the advection terms are 

treated with upwind methods along with the weighted integral method. Five 

upwind methods of varying orders are available in Autodesk CFD 2013. The “ADV 

1: Monotone streamline upwind (1<order<2)” method was selected for its 

numerical stability [201]. Numerical stability refers to how a malformed input 

affects the execution of an algorithm. In a numerically stable algorithm, errors in 

the input lessen in significance as the algorithm executes, having little effect on 

the final output. On the other hand, in a numerically unstable algorithm, errors in 

the input cause a considerably larger error in the final output. The selected 

method is also recommended by Autodesk for geometries with many internal flow 

obstructions such as that present in the windcatcher model [201]. 

4.2.6.2 Ansys Fluent 

Ansys Fluent v14 also allows different upwind schemes to interpolate advection 

terms in the flow equations being solved. In the simulations carried out here, 

second order discretization scheme was used. This is essential when using 

tetrahedral meshes or when flow is not aligned with grid. Generally, higher order 
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discretization schemes ensure the solution is less diffusive. When the flow is 

aligned with the grid as can be found in a laminar flow simulation meshed with 

structured hexahedral elements, first-order upwind discretization may be 

acceptable. When the flow is not aligned with the grid (i.e., when it crosses the 

grid lines obliquely), first-order convective discretization increases the numerical 

discretization error (numerical diffusion) [233]. For triangular and tetrahedral 

grids, since the flow is never aligned with the grid, accurate results are generally 

obtained by using the second-order discretization. For structured grids, better 

results are also obtainable by using the second-order discretization, especially 

for complex flows [234]. 

Gradients of solutions variables are required to evaluate diffusive fluxes, velocity 

derivatives and for higher order discretization schemes; to obtain values of a 

scalar at cell faces. The Green Gauss node-based method was generally 

selected for Ansys Fluent v14 simulations. Here the value at each node of a cell 

are taken from a weighted average of the surrounding cell and the node values 

are averaged to obtain the face values before the Green Gauss theorem is 

applied. This scheme reconstructs exact values of a linear function at a node from 

surrounding cell-centred values on unstructured meshes by solving a constrained 

minimization problem, preserving a second-order spatial accuracy [235]. This is 

more accurate and recommended by Ansys for unstructured meshes [233]. In 

fluent it is good practice to start out a simulation with a rough solution to provide 

some initialisation of the numerical solution before proceeding on to higher order 

more accurate discretization solutions to prevent convergence stalling. Hence 

150 iterations were done in all cases with first order schemes before switching to 

second order.  

4.2.7 Solver Settings 

Discretization produces matrix-form algebraic equations at the nodes. These 

must be solved in an iterative manner using a matrix solver. Algorithms are used 

in implementing this solver and solving the matrix. In using an algorithm, the 

missing pressure equation in the discretized equations must be determined.   
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Autodesk CFD 2013 implements an iterative matrix solver i.e. the iterative 

conjugate gradient solver using a segregated velocity-pressure algorithm where 

the variables are calculated separately in a sequence. A variant of the SIMPLE-

R pressure-velocity coupling algorithm [201] is used to determine the pressure 

equation in the discretized equations. The iterative solving procedure produces 

residual norms which should get smaller as the solution converges.  

Ansys Fluent v14 presents two solvers options i.e. the density based solver and 

Pressure Based Solver (PBS). The PBS was chosen for all simulations. The PBS 

takes its name from the way mass continuity is achieved in the numerical solution. 

The numerical algorithms couple pressure and velocity and express the continuity 

equation in terms of a pressure correction. The pressure correction equation is 

then solved and used to correct the velocity field obtained by the solutions to the 

momentum equations to ensure continuity is satisfied. There are two versions i.e. 

the segregated and the coupled versions. In the segregated solver, the 

momentum equations are solved in turn and then the continuity pressure 

equation. In the coupled version, all the equations are solved simultaneously. For 

both, every other present equation of energy or turbulence is solved in a 

sequential manner afterwards. The PBS coupled solver yields superior 

performance in low-speed incompressible flow calculation especially in cases 

where there’s a strong coupling between pressure and velocity [236]. It also 

generally converges with less iteration [236]. Hence, it was used in all Ansys 

Fluent v14 Simulations. 

CFD requires all variables be given an initial value before iteration can begin. A 

realistic initial guess improves solution stability and accelerates convergence. 

Autodesk CFD 2013 offers an Auto-Start-up function that provides initial guesses 

for the simulation by running 10 iterations using a constant eddy viscosity model, 

before the selected turbulence model is started. This function is ‘on’ by default. 

In Ansys Fluent v14 Hybrid initialization was utilized. It solves Laplace’s equation 

to approximate the velocity and flow fields. All other variables are patched based 

on domain averaged values. 
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4.2.8 Convergence 

In use, any CFD solver must perform enough iterations to achieve a converged 

solution. At convergence, 

a. All discrete conservation equations (momentum, energy etc.) are obeyed 

in all cells to a specified tolerance in the decrease of residuals, or the 

solution stops changing. 

b. overall mass, momentum energy and scalar balances are achieved 

c. target quantities reach constant values 

Autodesk CFD 2013 uses an Intelligent Solution Control for convergence control. 

This was enabled and set at the default level. Intelligent Solution Control function 

uses control theory to examine the trends of each degree of freedom and 

automatically adjusts the convergence controls and time step size to attain a 

solution without any manual intervention.  Automatic Convergence Assessment 

works out when the solution stops changing and stops the calculation. This 

considers the value of 4 different parameters. Instantaneous Convergence Slope 

evaluates the slopes of the convergence quantities from one iteration to the next. 

Time Averaged Convergence Slope does the same over several iterations using 

the mean values to satisfy a value of a set tolerance. The third criterion, Time 

Averaged Convergence Concavity, takes the derivative of the maximum time 

averaged convergence slope to measure the concavity of solution variables; 

when the concavity falls below the set value, this criterion is satisfied. Lastly, Field 

Variable Fluctuations measures the standard deviation of variables about a mean 

value to determine convergence. In the wind catcher simulations carried out in 

this research with Autodesk CFD, solution variables were deemed to be 

converged when fluctuations are generally below 1e-05 [237]. 

In Ansys v14 CFD, solution monitors were set to monitor the integrated quantities 

of heat transfer coefficient and flow velocity at the heat exchanger surface and 

flow inlets and outlets. The values recorded at these points were used to judge 

the convergence state of the solution in addition to absolute values of scaled 

residuals of the velocity vectors, continuity, energy and turbulence parameters 
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i.e. the solution was thought to have converged when the solution remained 

unchanged, the solution residuals were below a 10-3 tolerance, and for energy, 

below 10-6. Mass balance between inflow and outflow was specified to a tolerance 

of 10e-4. 

4.2.9 Post Processing 

Post processing of simulation results from Autodesk CFD is carried out from the 

“Result” tab on the software. Summary planes were created at surfaces of interest 

from which mass-weighted average values of pressure, temperature and velocity 

were calculated using the “Bulk calculator” function. Velocity vectors can also be 

displayed and contoured with other variables on surfaces and planes. The 

software has a plot function that allows simulation variables to be plotted along 

planes and surfaces by manually selecting points on the model. Particle traces 

are conceptually similar to an injected dye stream in the flow domain. They are 

used to visualize flow movement and Autodesk CFD allows for different types of 

traces to reflect different flow variables in its contouring along the flow path. 

Traces can be seeded from existing surfaces or planes created in the model. 

Individual traces can be created by selecting points on the model, or patterns 

created by using the pattern function. It also has functions to display iso-surfaces 

which can be contoured with other variables and vectors. An iso surface is a 

surface of constant value. The iso-surface shape indicates everywhere in the 

model that has the same specified value of a variable. The iso-volume improves 

on this by showing the volume of a model that falls within a specified range of a 

result quantity value. These functions were used on each model to create the 

corresponding features on planes and surfaces of interest. Then the summaries 

are used in the “Decision Centre” to visually compare results from multiple 

scenarios for the same feature. 

The Autodesk CFD Decision Centre tab is the environment for comparing design 

alternatives. Dynamic images were also created from this tab which can be 

viewed and manipulated using Autodesk CFD viewer software for creating 

visualizations. The Autodesk CFD Viewer reads Dynamic Images which contain 

the model geometry, results, display attributes, and animation settings. They are 
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fully navigable unlike static images, and allow direct interaction for a deeper 

understanding of the results. 

Ansys Fluent also offers all the post processing feature described for Autodesk 

CFD. A similar process was followed to visualize simulation results. Contours and 

vectors were created on planes and surfaces of interest and features like vector, 

contours and pathlines were added to visualize flow and thermal properties in the 

simulation domain. Results of variables from surface and planes were taken as 

mass-weighted averages of the variables. Post processing was completed in 

Ansys CFD-Post. CFD-Post enables easy visualization and quantitative analysis 

of CFD simulation results from Ansys Fluent. 

4.2.10 Validation 

Windcatchers in literature are intended as energy efficient ventilation units for 

new buildings, or purpose built structures for summer cooling of vernacular 

buildings in arid regions [35]. It follows from these purposes that the main aim in 

windcatcher development has largely been in optimizing the induced air flow into 

these units. Numerical and experimental works in scientific literature has shown 

that while cylindrical windcatchers perform adequately, square sided 

windcatchers generally induce more incident air flow compared to other 

geometries [36]; [35]; [238]. This is due to the sharp edges of the square 

geometry which causes a big region of flow separation when wind is incident on 

it. This results in a large pressure difference across the unit that drives air flow. 

Thus, it is no surprise that most available works in literature are on developing 

square-sided windcatchers [35]. The unique requirements of the proposed 

system in this research to be omnidirectional and suitable for integration into 

disused chimneys of heritage dwellings has informed the trade-off between these 

requirements and the enhanced flow performance of square sided windcatchers. 

There is a dearth of research around cylindrical windcatchers. 

In validating the windcatcher CFD results in this study, reference is made to 

qualitative results from the experimental work conducted by Montazeri  [36] when 

he investigated the flow performance of 5 cylindrical windcatchers with different 

numbers of openings to quantify the amount of supply air flow induced and 
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determine the effect of incident wind angles on the induced air flow. In his 

experiment, scaled versions of the windcatchers were studied in a uniform flow 

wind tunnel at a wind speed of 19m/s to replicate full scale Reynold’s number. 

Induced air flow through the windcatcher channels were measured with multiple 

small pitot and static tubes installed at the top and bottom of the channels to 

measure inflow and outflow. The air flow decreased as the number of channels 

increased, and outflow was observed from leeward end windcatcher channels. 

His work made no observation of the flow path of this outflow to reveal whether it 

is short-circuited flow which recirculates directly into the extract channels at the 

base of windcatcher when the attached room is air-tight. However, he identified 

the windcatcher channels in supply and extract modes for each channel number 

configuration. He also presented data on the sensitivity of the number of 

windcatcher channels to incident wind angle and concluded that the sensitivity 

decreases as the number of channels increases, with the 12 channels 

windcatcher displaying a variance of approximately 5%.  

Qualitative results from heat exchanger results are compared with experimental 

work carried out by Simonetti et al [86] on a 1m long low Reynold’s flow multi-

channel plate heat exchanger intended for natural ventilation applications in 

buildings. Thermal and pressure drop performance was investigated for a 50𝐶 

outdoor temperature and 200𝐶 indoor temperature entering on either side of the 

heat exchanger in a counter flow configuration at a volume flow rate of 300𝑚3/ℎ𝑟. 

They also investigated the effect of different turbulators to determine an optimal 

geometry to enhance heat transfer in the device without causing excessive 

pressure drop. In their numerical simulations the hot air stream reduced to an 

average of 140𝐶 while the cold air stream gained an average of 50𝐶 with average 

pressure drop of 5.5 Pa. Heat exchanger effectiveness was an average of 38%.  

They followed with an experimental setup to investigate the system performance. 

The heat exchanger was coupled to two air handling units equipped with heating 

elements on either side and tested at volume flow rates between 100𝑚3/ℎ𝑟 and 

500𝑚3/ℎ𝑟. Pressure drop increased from approximately 1Pa to 19 Pa as flow 

rate increased. Heat exchanger efficiency calculated at 200𝑚3/ℎ𝑟, 300𝑚3/ℎ𝑟, 
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400𝑚3/ℎ𝑟 and 470𝑚3/ℎ𝑟 decreased from 45% to 42% with a +/-5% error band 

which gives good agreement with their CFD results at 300𝑚3/ℎ𝑟. They concluded 

that the low velocity in these type of heat exchangers achieves higher outflow 

temperature differences for the fluid streams, but lower amounts of energy is 

exchanged. The size of the fluid passage cross-sections also affects the thermal 

performance. As the cross-section size increases, the thermal performance 

reduces due to the fluid flow at the core being shielded from the effect of the 

thermal boundary layer at the walls.  
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5 WINDCATCHER DEVELOPMENT 

The proposed windcatcher was developed by an iterative process whereby its 

characteristic constraints are firstly defined both in performance and geometry, 

then innovative initial concepts are developed from first principles within these 

constraints. The initial concepts are put through a series of iterative prototyping 

and rapid analysis with Autodesk CFD 2013 to arrive at a Base Model that largely 

satisfies defined basic requirements. This Base Model is then further analysed 

using Ansys Fluent v14 to understand and present information on fluid flow 

interactions in the system. Afterwards, refinements are carried out to overcome 

identified deficiencies in performance before a final prototype is presented and 

simulated in Ansys Fluent. The following headings present this development 

process for the windcatcher. 

5.1 Theory and Concept 

While design inspirations can be taken from the pros and cons of existing types 

of windcatchers, to effectively cater to the retrofit needs common to heritage 

dwellings, the characteristics of the windcatcher component of the heat recovery 

system proposed in this research need to satisfy the following functional 

requirements. 

a. It must be a supply and extract unit i.e. the supply of ventilation air to the 

connected living space and its extract from same, must be accomplished 

within the physical dimensions of the single windcatcher.  

b. The windcatcher must be able to do its air supply and extract function in 

varying wind speed conditions and constantly changing wind directions. 

This necessitates an omnidirectional windcatcher that also has a fixed air 

supply and extract flow path i.e. there must be dedicated supply and 

extract flow channels without the possibility of them alternating between 

supply and extract modes. This is to enable the addition of a heat 

exchanger with distinct hot and cold fluid paths. 

c. It must respect the aesthetic and historic value of heritage dwelling in user 

expectations and space requirement. This is to preserve the character of 
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the building and facilitate easy installation that does not require extensive 

building fabric modifications. It is also crucial to commercial success; 

gaining housing authority approval and easy uptake of the system. Thus, 

it needs to closely mimic the appearance of chimney pots in appearance, 

fundamental form and size; since this is the feature it is meant to replace.  

d. Though chimney tops are not easily accessible locations, regular 

maintenance of any component fitted atop a chimney will require working 

at height. Working at height is major cause of fatalities and injuries. The 

work at height regulations 2005 [239] discourages it and places an onus 

on designers to avoid it where reasonably practicable. Hence a need has 

been established to have, as close as possible, a zero-maintenance 

windcatcher to reduce maintenance to the barest minimum, eliminate 

mechanical breakdown and consequently reduce noise. To this end, it has 

been concluded that the windcatcher should contain minimal moving parts.  

e. Also, the windcatcher needs to supply air to, and extract air from, the 

connected living space at an acceptable flow rate for ventilation. 

In a room containing temperature stratified air, air movement out of an 

opening located at high level is largely influenced by the force of buoyancy 

generated above the neutral level in the room. The neutral level is the level 

at which the pressure inside the room and that of the ambient are equal. 

Generally, air will naturally flow out of the room through openings above 

the neutral level and into the room via openings below the neutral level. 

When the room air is not stratified, the neutral level is erased and 

buoyancy force is largely diminished in its ability to drive air movement. 

The room air is said to be well mixed in this scenario [240]. Within the living 

space it is desirable to keep the temperature relatively constant by 

providing a well-mixed room air condition or ensuring the living space 

remains below the neutral layer. The latter being largely applicable to 

spaces with high ceilings [240]. 

Supplying warm air at high level in a room does little to upset natural 

temperature stratification. However, warm ventilation air supply at low 

level mixes up the denser low level cold air and brings it close to the 
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temperature of higher air layers. Consequently, the available buoyancy 

force to drive natural extract through an opening at height is reduced [240]. 

This is the case with the proposed system because warm air will be 

supplied at room level through a disused chimney opening. Therefore, the 

flow needs to be largely driven by other natural means. Apart from the heat 

in the room air, only the external wind brings energy into the system 

interactions. Hence, the windcatcher must be able to harness incident 

wind energy to drive both the supply and extract flows.  

The cooling down of the extract air through the heat exchanger and 

consequent loss of buoyancy also necessitates air extraction to be aided 

by the windcatcher. 

To arrive at a Base Model for the windcatcher, the requirements stated under 

points a, b, c and d above were prioritised. The main challenge was achieving a 

fixed channel supply and extract flow independent of incident wind direction within 

a passive cowl-like geometry.  

17 initial concepts for the windcatcher were modelled in 3D CAD and simulated 

in Autodesk CFD 2013 by the Author at 3.5m/s wind speed (see Appendix A). 

Successive geometries were remodelled with features aimed at achieving the 

correct flow directions in the supply and extract channels. The ensuing base 

geometry is shown below in Figure 5-2. It consists of two coaxial cylinders and a 

dome cap. The supply channel is annular surrounding a central channel which 

acts as the extract channel. The annular section is divided into 8 equal channels 

by plate sections which extend upwards into the dome cap further dividing the 

area under it into 8 sections with a slight extension into the central extract 

channel.  

The total supply channels area is 0.023m2 which is approximately twice that of 

the extract channel at 0.011m2. This ratio was chosen to take into consideration 

that in operation, approximately half of the supply channels will be facing the 

prevailing wind direction. Effectively this makes the extract and supply channel 

equal. This is important to minimize the pressurization of the connected living 

space to reduce infiltration. When positive or negative pressure is created in the 
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dwelling, some volume of air enters passes through leaks in the dwelling rather 

than via the ventilation system. A ventilation system with heat recovery should 

always operate in balanced way that do not pressurize the dwelling.  

The channel areas correspond to an outer body diameter of 220mm when the 

material thickness is 5mm. This is limited by the size of existing flues and 

aesthetics since the proposed system is supposed to mimic the appearance of 

traditional chimney cowls. It is expected that most flues will be compatible with 

this dimension as the minimum flue diameter specified for open fireplaces is 

200mm according to Approved Document J of the UK building regulations [241]. 

The windcatcher has an overall height of 600m, and dome cap diameter of 

345mm. These are in line with the average dimensions of chimney pots currently 

available on the market [242] and were chosen for aesthetic reasons. Although, 

outside the scope of this research work, it is envisaged that the dome cap 

overhang can be exploited to provide passive protection against driving rain for 

the wind catcher by determining applicable rain fall trajectories and implementing 

design and performance refinements. Driving rain is defined as the quantity of 

rain that passes through a vertical plane in the atmosphere. It occurs because 

raindrops which are falling to the ground at their terminal velocity are blown 

sideways by the speed of the wind at any given height above grade. The work 

done by Straube [243] is useful in this respect. 

Incident air on the windcatcher from any direction flows down into the facing 

annular channel to supply the living space. Part of this incident flow also flows 

through the constriction under the dome created by the dividing plates. This 

creates a venturi effect that drives air extraction through the central channel. In 

operation, this will be boosted by additional buoyancy force within the ventilated 

space. 
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Figure 5-1 System Flow Structure 

 

The task of optimising the flow rates through the windcatcher to meet required 

ventilation flow rates at foreseeable operating conditions was undertaken and is 

reported under subsequent sub-headings. Analysis of the windcatcher extract 

mechanism and investigation into the problem of flow short-circuiting at the base 

of the windcatcher are also presented. 
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Figure 5-2: Windcatcher Base Model 

 

5.2 Analysis and Results 

5.2.1 Air Flow Rate Analysis 

As stated under point “e” of heading 5.1, the ability of the windcatcher to supply 

ventilation air to the connected living space and extract it from same at an 

acceptable flow rate, is a functional requirement. Table 3.1 of CIBSE guide B2 

[23] recommend an air exchange rate of 0.5ach–1ach for domestic dwellings in 

England. In the light of the above, a need was established for the windcatcher to 

provide at a minimum of 0.7ach for a room of 2.75m x 4.18m x 2.33m (W x D x 

H).  This is according to the UK Technical housing standard for a double room 

[244]. The floor dimensions also correspond to the minimum standards for living 

rooms in a single bed house in 10 London boroughs [245]. The air flow into the 

room to satisfy the condition is calculated as follows: 

𝑅𝑜𝑜𝑚 𝑉𝑜𝑙𝑢𝑚𝑒 ≈ 27𝑚3 
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 𝑉𝑒𝑛𝑡𝑖𝑙𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 = 0.7𝑎𝑐ℎ = 0.7 ∗ 27 = 18.9𝑚3 ℎ𝑟⁄

= 0.00525 𝑚3 𝑠⁄  

(1) 

𝑇ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑐𝑟𝑜𝑠𝑠 𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑡ℎ𝑒 𝑤𝑖𝑛𝑑 − 𝑐𝑎𝑡𝑐ℎ𝑒𝑟 𝑖𝑛𝑙𝑒𝑡 𝑎𝑛𝑛𝑢𝑙𝑢𝑠 = 0.023𝑚2  

𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑎𝑖𝑟 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝑤𝑖𝑛𝑑 − 𝑐𝑎𝑡𝑐ℎ𝑒𝑟 𝑖𝑛𝑙𝑒𝑡 

 
=

0.00525 𝑚3 𝑠⁄

0.023𝑚2 
= 0.2𝑚 𝑠⁄  

(2) 

Five refinements were carried out on the windcatcher Base Model to arrive at a 

final prototype that satisfies this ventilation air flow rate requirement as a 

minimum. For larger rooms the adequacy of the system can be assessed by 

calculating the required ventilation rate for the room and extrapolating the air flow 

performance figures for the windcatcher at the prevailing wind speed where the 

room is located. 

5.2.1.1 Simulation Models 

All models of the windcatcher and physical test scenario were modelled and 

assembled in 3D using Autodesk Inventor 2013. As shown in Figure 5-3, the wind 

catcher is fixed atop a 1m tall chimney at the centre of a 14m x 8m x 52m (Width 

x Height x Depth) wind tunnel. The domain size and location of model were based 

on the best practice guideline by Franke et al. [246] for environmental wind flow 

studies. This suggests a maximum blockage of 3%, where the blockage is defined 

as the ratio of the projected area of the object of interest in flow direction to the 

free cross section of the computational domain. They also recommend a 

minimum of 8H for the distance between the inflow boundary and the object of 

interest, where H is the height of the structure on which the object is positioned. 

Recommendation for the wake region is an extension of at least 15H to allow for 

flow redevelopment as fully developed flow is normally used as a boundary 

condition in steady RANS calculation. Domain vertical expansion should be at 

least 5H. 

The solid windcatcher and chimney parts were removed to derive a 3D section 

representing just the air flow fluid part. To reduce the computational effort 
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required for the simulations, the model was divided at the vertical midsection. The 

surface created by dividing the whole model is that of symmetry and flow 

properties on either side mirrors the other. The outlet and inlet air sections of the 

windcatcher channels were extended downwards (Inlet/supply channel =8m, 

Outlet/extract channel =5m) to model air flow lengths in a single storey building 

installation with the air extract terminal at high level on the ground floor room 

above a chimney opening which serves as the air supply vent. Calculated 

blockage for the chosen domain size is approximately 2%. 

Simulations were carried out using Autodesk CFD 2013 at steady state wind 

speeds of 0.5m/s, 1.5m/s, 2.5m/s, 3.5m/s and 4.5m/s incident on the windcatcher 

at 90 degrees. The wind speeds are a conservative take on the average wind 

speeds 10m above ground level in the UK. This is to understand and design for 

optimal performance at low wind speeds especially in cases where the urban 

terrain largely inhibits air flow. Wind speeds vary rapidly over very short periods 

of time. This transient behaviour cannot be easily replicated in validation 

exercises. Experimental investigations into air flow in windcatchers have also not 

revealed significant transient behaviour. Variation between small intervals of 

incident wind speeds produce linear relationships between air flow supply and 

the incident wind speed [168]. Steady state wind speeds are widely used in the 

investigation of windcatcher ventilation systems [35]; [149]; [168]; [203]; [247]; 

[248]. 
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Figure 5-3: Simulation Model Domain 

A summary of the windcatcher geometries simulated is shown on Table 5-1 

below. The columns summarize the subsequent geometric refinement made to 

each model based on the analysis of CFD results from preceding designs. 
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Table 5-1: Simulated Models for Windcatcher Supply and Extract Flow Rate Optimization 

Model Geometry Equal 

Annular 

Inlet 

Channels 

Equal 

Sections 

Under 

Dome 

Geometry of Dividing Plates Rationale 

Model 1  

8 8  8 in total. 

 Slanted from dome edge to the 

inlet annulus. 

 Rigidly jointed to dome and 

annulus divisions. 

 Base Model 

This model geometry fulfils the requirements for the 

windcatcher as listed under heading 2.2.2. It is 

completely passive with no moving parts. The annular 

channel is omnidirectional and open to incident wind 

from all directions. The central outlet is also fixed and 

supported within the annulus by dividing plates which 

narrow the facing air flow towards the centre of the 

unit. The narrowing terminates on the outside of the 

central channel for it straight length. However, at its 

funnel section the dividing plates extend into the 

extract channel to narrow the incident air flow part 

towards the centre of the funnel. This area is covered 
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Model Geometry Equal 

Annular 

Inlet 

Channels 

Equal 

Sections 

Under 

Dome 

Geometry of Dividing Plates Rationale 

by the dome which provide a low-pressure region to 

drive extraction when wind is incident on the 

windcatcher. The narrowing flow paths created under 

the dome by the dividing plate provides a venturi-like 

flow path for air flow under the dome to also aid 

extraction. The combined effects of these extractive 

pressures is intended to drive air extraction without 

requiring buoyancy. The dome cap has been extended 

downwards over the funnel to provide covering and 

maintain a low-pressure area over the extract channel 

surface to prevent air inflow into the channel. The 

entire unit maintains the external appearance of 

traditional chimney pots.  
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Model Geometry Equal 

Annular 

Inlet 

Channels 

Equal 

Sections 

Under 

Dome 

Geometry of Dividing Plates Rationale 

 

Model 2 

4 4  4 in total. 

 Slanted from dome edge to the 

inlet annulus. 

 Rigidly jointed to dome and 

annulus divisions. 

 Each annular inlet channel size is increased to 

increase the amount of incident air captured 

and boost inlet flow rates. This model is similar 

in geometry to the Ventive system [24]. 

 

Model 3 

4 8  4 in total. 

 Extended outwards squarely 

and cut flush with the inlet 

annulus. 

 Rigidly jointed to annulus 

divisions.  

 Rigidly jointed to every second 

division under the dome. 

 Each annular inlet channel size is increased to 

boost inlet flow rates. 

 Fully extended dividing plates to induce more 

air flow into the inlet channels by capturing air 

that would otherwise flow past the sides of the 

windcatcher. 
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Model Geometry Equal 

Annular 

Inlet 

Channels 

Equal 

Sections 

Under 

Dome 

Geometry of Dividing Plates Rationale 

 8 dome sections to assist air extract flow 

through the central outlet. Extract flow 

mechanism is discussed under heading 5.2.2 

 

Model 4 

8 8   8 in total. 

 Rigidly jointed to annulus 

divisions 

 Not jointed to any division under 

the dome. 

 The rigidly jointed dividing 

plates and annulus divisions are 

free to rotate in the annulus 

around the central extract 

channel.  

 On impact, incident wind will 

rotate the relevant plate(s) to a 

 The number of inlet channels is increased back 

to 8 to reduce supply flow rate sensitivity to 

incident wind direction [95].  

 Actively increased inlet channel size at every 

prevailing wind direction. 

 8 dome sections to assist air extract flow 

through the central outlet. 
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Model Geometry Equal 

Annular 

Inlet 

Channels 

Equal 

Sections 

Under 

Dome 

Geometry of Dividing Plates Rationale 

maximum extent thereby 

enlarging the corresponding 

inlet channel through the 

annulus. Simulations are 

carried out for a fully extended 

plate. 

 

Model 5 

8 8  8 in total. 

 Rigidly jointed to annulus 

divisions 

 Jointed to division under the 

dome with a retractable blind. 

 Rigidly jointed dividing plates 

and annulus divisions are free 

to rotate around the central 

extract channel.  

 8 dome sections with blinds to restrict air flow 

into dome to only windward sections in line with 

the impacted dividing plates before impact. This 

is to aid extract flow through the central outlet. 

 Actively increased inlet channel size at every 

incident wind direction.  
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Model Geometry Equal 

Annular 

Inlet 

Channels 

Equal 

Sections 

Under 

Dome 

Geometry of Dividing Plates Rationale 

 On impact, incident wind will 

rotate the relevant plate(s) to a 

maximum extent thereby 

enlarging the corresponding 

inlet channel through the 

annulus. 

 Retractable blind fans out to 

cover adjacent dome section as 

any windward plate rotates 

under the impact of incident 

wind. 
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5.2.1.2 Simulation Set-up 

The following sub-sections discuss the Autodesk CFD settings applied in carrying 

out the windcatcher performance simulations. 

5.2.1.2.1 Material 

The material was set as air with fixed properties at 101325Pa and 19.85℃. As 

the windcatcher investigation does not involve temperature or density changes, 

material properties will not vary significantly.  This is a safe assumption in 

incompressible flow simulations where air velocities are well below Mach 0.3. 

5.2.1.2.2 Boundary Conditions 

Boundary conditions are needed to bound the simulation domain and define its 

interaction with the environment beyond it. The following boundary conditions 

were generally applied for all simulations. 

By default, all boundaries between solid and fluid were treated as smooth walls 

where a no-slip condition is enforced and the viscous fluid has zero velocity 

relative to the wall. No values were entered for shear stress and surface 

roughness because flow losses in the simulated models are largely produced by 

form drag due to prototype geometry as opposed to shear losses along the walls.  

Symmetry boundary condition is applied at the vertical symmetry surfaces, top 

and opposite sides of the simulation domain. This defines a slip wall with zero 

shear and zero normal velocity and gradients. Flux across the symmetry plane is 

zero and the halves of the model are a mirror of each other. 

As the windcatcher is supposed to drive both extract and supply air flows itself, 

the surfaces of the supply and extract channels at the base of the windcatcher, 

were set at a static gauge pressure of 0Pa i.e. pressure outlet, to allow inflow or 

outflow. To aid numerical convergence, the back-flow direction was 

correspondingly specified for the extract channel. The CFD code calculates the 

flow direction in the adjacent cell layer to the boundary to determine flow direction. 

The outlet from the simulation domain was also set as a pressure outlet. 

Turbulent viscosity and turbulent intensity at this point were set at 10 and 10% 
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respectively, to account for flow disturbance experienced through the simulation 

domain.  

Only the normal component of velocity was used to compute the mass flow rate 

and fluxes into the domain in all simulated scenarios. The quantity specified at 

the velocity inlet is applied uniformly across the boundary surface. Therefore, the 

elongated upstream air section allowed the flow to develop properly before 

impacting the windcatcher. The inlet to the simulation domain was set at the 

different simulated incident wind speeds in directions normal to its surface. 

Earlier experimental and simulations carried out by Montazeri [36] on the 

performance of cylindrical multi-opening windcatchers has already revealed that 

the sensitivity of these windcatchers against incident wind angle decreases as 

the number of openings increases. In his experiment the flow rate per channel of 

4-opening windcatcher only varied by a maximum of ~10% as the incident wind 

angle was varied between 0𝑜 and 180𝑜. This variation decreased to ~5% for a 

12-section model. The proposed windcatcher in this study is an 8-sided 

windcatcher with a similar geometry to that investigated by Montazeri. As such, 

the variation of flow performance with incident wind angle is expected to be 

minimal and within the range observed in his experiment. 

Turbulent intensity and viscosity ratios at all incident wind speeds were set to 5% 

and 10 respectively. These are typical prescribed values for external flows [130]; 

[249]; [250]; [251]. 

5.2.1.2.3 Meshing 

Autodesk CFD’s automatic sizing and adjustment function concentrate smaller 

elements in areas of strong curvature, gradient and close proximity to 

neighbouring geometry. This function was used to define an optimum tetrahedral 

mesh which was adjusted using the size slider to give a finer element factor of 

0.73. The mesh enhancement function was used in defining uniform inflation 

layers on wall boundaries. The height of these layers is uniform across a surface 

and based on the smallest length scale on that surface. This in turn transitions 

smoothly across the model surfaces. 10 inflation layers were specified and the 
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enhancement blending option was chosen to cause a gradual transition between 

the inflation layers and adjacent tetrahedral elements. The layer factor controls 

the total height of inflation layers on each surface depending on local isotropic 

length scale while the layer gradation function controls the rate of growth of 

inflation layers. A layer factor of 0.2 and gradation of 1.3 was specified. Mesh 

refinement regions were created to cover the windcatcher and wake region 

behind it. This provides a better resolution of flow properties variations in this 

region. Meshing resolution, volume growth rate, limiting aspect ratio and other 

advanced meshing controls were left at their default values. 

 

 

Figure 5-4: Autodesk CFD Mesh (Wake region to the left) 
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Three mesh adaptation cycles which allowed mesh coarsening were specified for 

each simulation. Ordinarily the mesh is refined based on gradients of pressure 

and velocity (and temperature in heat transfer simulation). However, additional 

adaptation criteria of flow-angularity, free-shear layer and external flow were 

specified for the simulations. The Flow Angularity option enables refinement in 

regions that contain large amounts of flow separation. ‘Free Shear Layers’ 

adaptation enables adaptation in free shear layers occurring between the free 

stream velocity and much slower flows, as found in wake or separation regions. 

And, the ‘External Flow’ option factors in large domains of unbounded flow during 

free shear layer adaptation. The final element count was between 18million and 

20million for all simulated scenarios. 

 

Figure 5-5: Autodesk CFD Adapted Mesh 

 

5.2.1.2.4 Solving 

1000 iterations were specified in all cases using the k-epsilon turbulence model. 

For convergence control, Intelligent Solution Control was enabled and Automatic 

Convergence Assessment was set to ‘tight’ using the slider bar. The ‘tight’ setting 

is satisfied when the maximum instantaneous slope in all iterations is below 

0.0001, ‘Time Averaged Convergence Slope’ is below 0.01, the ‘Concavity’ of 

solutions falls below 0.01, and ‘Field Variable Fluctuations’ are below 1e-05.  All 

other settings for body force, advection scheme (ADV 1: Monotone streamline 

up) etc. were left at their default values. 
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5.2.1.3 CFD Simulation Results 

Below, Individual model results are compared with the desired flow rate 

calculated as 0.00525 𝑚3 𝑠⁄  for a single room size, and flow directions in both inlet 

and outlet channels are analysed. The analysis of each preceding model results 

is used as basis for the adjusted features of the subsequent model. 

5.2.1.3.1 Model 1  

Model 1 is the Base Model as shown on Table 5-1. It has 8 annular air supply 

channels. The dividing plates are fixed in place and slant from the dome to the 

inlet annulus. These plates also extend into the dome to divide the area 

underneath it into 8 sections. 

 

Figure 5-6: Model 1 (Base Model) 

A. Supply Air Flow 

Velocity vectors on the symmetry plane have been plotted in Figure 5-7 for the 

different incident wind speeds simulated. At all wind speeds, it is observed that 

the air stream entering the windcatcher separates into two flow paths. A 

proportion goes down into the front (windward) annular inlet channels and the 

other flows upwards into the dome.  

The central outlet channel exhibits the desired flow direction i.e. it shows an 

upwards extract flow facilitated by low pressure generated by the incident wind 
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accelerating over its upper surface through the constricted sections under the 

dome. However, a vortex is developed around the outlet of the extract channel at 

all wind speeds. The vortex takes up a considerable area at the mouth of the 

outlet. This has the undesirable effect of reducing the extract air flow rate and 

consequently the windcatcher performance. 

 

 

 

Figure 5-7: Model 1 Velocity Vector Plots 
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A vortex is also developed at the leeward end of the windcatcher model. It can 

be observed that the combined effect of the leeward end vortex and low pressure 

in this wake region induces suction in the leeward end annular supply channel. 

Hence the upward flow direction in this channel. The resultant of this 

phenomenon is a short circuit, i.e. the flow recirculates at the base of the 

windcatcher directly into the leeward end inlet channel as shown Figure 5-8. A 

short circuit has the effect of significantly reducing the ventilation effectiveness of 

the supply air at removing the stale room air and contaminants. 

 

 

Figure 5-8: Model 1 Flow Short-Circuiting at 1.5m/s to 4.5m/s 
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Short-circuit flow was observed at all simulated incident wind speeds. However, 

it was more prominent at low wind speeds. At 0.5m/s incident wind speed, the 

captured air readily flows in a short circuit into leeward end channels. Thus, no 

air flow was delivered at the room level. Instead, a minimal extraction of air was 

observed. 

As the incident wind speed increases, the point of recirculation beneath the 

windcatcher is pushed further downwards and some air flow goes down the 

channel (into the room). Hence, the proportion of air short-circuited decreases as 

incident wind speed increases. This can be observed on Figure 5-9; the incident 

wind approaches from the right side of the model. This should theoretically flow 

down the annular supply channel and exit at the room level. Thus, a trace of the 

flow stream taken on the surface of the supply air inlet at room level should show 

fluid paths originating from the right side of the model which is where the wind is 

coming from. However, at 0.5m/s wind speed, the trace is observed to be towards 

the left side of the model. This is because the entire flow captured in the windward 

inlet channels is short-circuited and extracted at the leeward channels. At the 

same time, the general flow direction in the annulus is completely reversed and 

the channel is effectively in extraction mode. For this reason, the flow path lines 

shown for the 0.5m/s wind speed scenario actually represent flow in the upwards 

direction as opposed to downwards for the other scenarios. The flow direction is 

magnified in Figure 5-10 
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Figure 5-9: Model 1 Annular Inlet Channel Flow Path 

 

 

Figure 5-10: Model 1 Annular Inlet Flow Path at 0.5m/s Wind Speed (Zoomed) 

 

Figure 5-11 gives a plot of the volume flow rates through the annular supply 

channel at room level. It can be observed that at low wind speed i.e. 0.5m/s the 

volume flow rate is very minimal and in the opposite direction. This validates the 

earlier observation of a reversed direction flow in the supply channel. Overall, the 

induced flow rate into the room increases linearly as the incident wind speed 

increases and peaks at 0.72m³/hr for an incident wind speed of 4.5m/s. This is 

very small compared with the limiting flow rate of 18.9m³/hr (Equation 1). Thus, 

the current design doesn’t perform well in air supply. 

0.5m/s 
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Figure 5-11: Model 1 (Base Model) Supply Air Volume Flow Rate 

In Figure 5-12 below, a plot of incident wind flow path reveals an appreciable 

portion of air flow by-passing the windcatcher. Air capture into the annular supply 

channel occurs only at the channel directly facing the incident wind direction. The 

separated air flow at the windward dividing plate does not encounter appreciable 

redirection by the side dividing plates into the side annular channels. This 

suggests that the area of the dividing plate available to capture and induce air 

into the supply channel is limited. 
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Figure 5-12: Incident Wind By-Passing Windcatcher 

B. Extract Air Flow 

The extract flow through the central channel of the windcatcher performed 

significantly better than the supply (Figure 5-13). The flow rate increased linearly 

as the wind speed increased reaching a maximum value of 18m³/hr at 4.5m/s 

wind speed. In an ideal airtight room, this high flow rate will serve to induce more 

flow down the supply channel into the room. Hence, the inadequate volume inlet 

flow rate observed earlier will be marginally enhanced.  However, it is noted that 

as the extract opening will be located above the disused chimney supply point in 

the room, a significantly stronger extract will tend to enhance short-circuiting of 

air flow at the room level and inhibit adequate air distribution within the occupied 

zone. Furthermore, as buildings themselves are not absolutely air tight, the low 

pressure created because of the extract flow rate may also induce external air 

into the room through cracks and openings thereby reducing the efficiency of the 

entire system in operation. The air supply flow rate induced by the windcatcher 

into the room should closely match that of the extract without any significant 
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requirement for pressure interactions at room level to aid it. This will limit air room 

infiltration rates and ventilation air short circuiting within the room. 

 

Figure 5-13: Model 1 Central Outlet Flow Rate 

 

5.2.1.3.2 Model 2 

H. Montazeri [36] in his experimental study of the performance of a cylindrical 

wind catcher with different numbers of flow channels concluded that the induced 

air flow rate decreases by increasing the number of channels. Therefore, the first 

approach employed in this CFD study was to reduce the number of channels to 

increase the air flow rate delivered at room level. In Model 2, the number of 

windcatcher supply channels has been decreased to 4 while keeping all other 

dimensions constant. Consequently, the size of each supply channel has been 

increased. The dividing plates slant from the dome to the inlet annulus. These 

plates also extend into the dome to divide the area underneath it into 4 sections. 

The outlet channel has remained unchanged from Model 1.  
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Figure 5-14: Model 2 

A. Supply Air Flow 

Supply flow rates are taken at the supply/inlet surface at room level. A significant 

increase in the supply flow rate was observed as shown on Figure 5-15. The flow 

rate increased linearly and peaked at 3.6m³/hr compared to 0.72m³/hr for the 8 

channel Model 1. It performed significantly better at all incident wind speed 

scenarios. This follows from earlier observations made in experiments with similar 

cross-section windcatchers [36].  However, the supply flow rate values are still 

significantly lower than the limiting value of 18.9m³/hr required for adequate 

ventilation. Hence, further geometrical alterations are required to enhance the 

flow rate. 
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Figure 5-15: Supply Air Flow Rates for Models 1 and 2 

 

A significant level of flow short-circuiting still occurs due to the low pressure on 

the leeward side (Figure 5-16). Compared to Model 1, the point along the supply 

channel where the flow recirculates to the leeward end does not change with wind 

speed. This is chiefly due to the larger inlet channels which does not constrict the 

flow path as in Model 1. Consequently, the flow down the supply channel is not 

as accelerated. As such, it quickly flows into the low pressure leeward side at the 

base of the windcatcher. 
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Figure 5-16: Model 2 Supply Air Short- Circuit Flow Path 

B. Extract Air Flow 

Vector plots indicating flow direction reveals an abnormality for this model. At all 

incident wind speeds, the flow in the central extract channel is in the reverse 

direction as shown on Figure 5-17. 

 

Figure 5-17: Model 2 Extract Air Flow Vector Plot 
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This is due to the reduced number of sections under the dome cap. For Model 1 

with 8 sections under the dome, the incident wind is accelerated through the 

smaller divisions and over the central extract channel, consequently inducing 

negative suction pressure at its surface under the dome cap. Figure 5-18 is a plot 

of the pressure variation over the surface of the extract channel along its diameter 

in the incident flow direction as indicated with the red line. 

For Model 2, the low-pressure suction effect is significantly reduced. Over a 

greater part of the surface, the pressure is high (and positive), causing flow down 

into the extract channel. This is contrast to the plot for Model 1 which shows 

negative suction pressure at most points along the surface diameter. Thus, the 

presence of eight sections under the dome enabled the extract channel to 

function in extract mode 

. 

 

Figure 5-18: Pressure Variation over Extract Channel Surface 
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5.2.1.3.3 Model 3 

In Model 3, four annular supply channels are combined with eight dome sections 

to achieve a functional extract channel as observed in Model 1 and the increased 

supply flow rate observed in Model 2. The dome geometry remained same with 

eight sections under it. Only every second dividing plate is extended downwards 

beyond the underside edge of the dome into the supply channel. Thus, the 

windcatcher maintained 8 sections under the dome and 4 supply channels at the 

annulus. Furthermore, to curtail the phenomenon of air bypassing the 

windcatcher as observed in Model 1 (Figure 5-12), the dividing plates are larger 

in this model. They are not slanted towards the annulus; they are extended 

downwards squarely and cut flush with the inlet annulus. This is to induce more 

air flow into the annular supply channels by capturing air that would otherwise 

flow past the sides of the windcatcher. The central extract channel has remained 

unchanged. 

 

Figure 5-19: Model 3 

A. Supply Air Flow 

Model 3 showed a significant improvement in the supply flow rate which peaked 

at 8.3m³/hr for an incident wind speed of 4.5 m/s (Figure 5-20). Nonetheless, this 

value is still significantly lower than that required to adequately ventilate the 

subject room. The supply flow rate is twice as much, even though this model has 
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the same size of supply channels as Model 2. This is due to the increased area 

of dividing plates which captured more air and induced it into the annular 

channels. 

 

Figure 5-20: Inlet Air Flow Rates for Models 1, 2 and 3 

B. Extract Air Flow 

At all incident wind speeds, the flow in the windcatcher central extract was 

reversed i.e. air flowed down the channel instead of flowing out (Figure 5-21).  

 

Figure 5-21: Model 3 Extract Air Flow Vector Plot 
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This model has the same number of dome sections as Model 1. However, in 

contrast to Model 1, this has not aided extraction through the central extract 

channel. This can be explained by observing how the incident air flow is divided 

between the windward dome sections (in one half of a symmetric model as 

simulated). Figure 5-22 shows the flows ratios through the two windward dome 

sections for Model 1and Model 3 at 4.5m/s incident wind speed. This is measured 

on plane c-c as shown in Figure 5-2 as the mass-weighted average of volume 

flow rate through the area of the opening. For Model 1, 70% of the flow 

accelerates through the constriction at section 1 to induce a low suction pressure 

over the extract channel. Because this flow is significantly stronger, the disruption 

in flow path caused by the other flow from section 2 is not consequential. In 

comparison, for Model 3, the incident air flow is split almost evenly between the 

two dome sections. The velocities are almost the same for the two flows and are 

directed towards the centre of the extract channel. Consequently, both flows 

collide over the central extract channel causing turbulence and disrupting the 

setup of any pressure system that will aid extractive flow out of the central 

channel. Thus, the flow diverts into the outlet channel. 

 

Figure 5-22: Model 3 Flow Ratios through Windward Dome Sections 
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A plot of the pressure variation over the outlet channel surface revealed a 

variation similar to that of Model 2 with 4 sections under the dome (Figure 5-23). 

The pressure remained positive over a large portion of the extract channel 

surface with a small section of negative suction pressure at the leeward end. This 

confirmed that a sweeping negative suction pressure over the central outlet as 

exhibited by Model 1 is necessary for extraction flow and reinforces the option of 

8 sections under the dome as a prerequisite for the outlet channel to function in 

extract mode. 

  

 

Figure 5-23: Model 3 Pressure Variation Over Outlet Channel Surface 

 

5.2.1.3.4 Model 4 

It has been established in previous models, that a dome divided into 8 sections 

is necessary to generate the low pressure required to extract air through the 

central outlet. In the last section, an analysis of the flow ratios through the 

windward dome sections also revealed that air flow must be concentrated in one 

section, to effect this extraction. Hence, Model 4, like Model 1 has the annular 

inlet channel and dome sections divided into 8, except with non-slanting dividing 

plates. The plates are extended downwards squarely and cut flush with the inlet 

annulus to induce more air flow into the inlet channels. In this Model, however, 
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each plate is cut into two, level with the lower edge of the dome.  This separates 

each dividing plate into a rigid upper part, under the dome, and a loosely movable 

lower part. The rigid upper part keeps the original 8 dome sections intact, while 

the lower part is loosely movable and rotates in the annulus around the y-axis of 

the windcatcher. On impact, the incident wind rotates the relevant plate to its 

maximum extent thereby enlarging the corresponding inlet channel through the 

annulus. At its maximum extent, each dividing plate is set to expose its 

corresponding dome sections in a 70%-30% ratio with the directly windward 

facing section equating to 70% of the total   opening.  

This geometry introduces two things; 

 The flexibility of having larger inlets through the annulus depending on the 

force of incident wind; larger inlets have been established as a necessity 

for increased air flow through the annulus. 

 The incident air flowing into the dome section travels primarily through the 

windward dome section. This follows from the dome section flow ratio 

analysis done under Model 3, where it was observed that air flow into the 

dome must be primarily through one dome section to effect extraction 

through the windcatcher’s central outlet. 

The central outlet channel has remained unchanged from the Model 1.   

 

Figure 5-24: Model  
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A. Supply Air Flow 

As with previous Models, the amount of induced inlet air flow increased linearly 

with increasing wind speeds; peaking at around 6𝑚3/ℎ𝑟. Air flow rates through 

the annular inlet have been plotted on Figure 5-25. It shows how the annular inlet 

flow rates for Model 4 compares with that of all previous Models. An earlier 

investigation made by Montazeri et al [36] into the aerodynamics of a cylindrical 

windcatchers concluded that an increase in the number of inlet channels reduces 

the volume of air induced into a windcatcher at a given incident wind speed. A 

similar observation can be made here when Model 4 is compared with Model 2. 

An increase in the number of inlet channels from 4 to 8 has resulted into lower 

inlet flow rates at all simulated wind speeds. 

 

Figure 5-25: Supply Air Flow Rates for Models 1, 2, 3 and 4 

B. Extract Flow 

The extract flow through the central outlet was reversed at all incident wind 

speeds up to 3.5 𝑚/𝑠. However, at 4.5𝑚/𝑠, the outlet flow direction normalized 

and flowed upwards out of the outlet. An observation of the pressure distribution 

over the surface of the central outlet under the dome revealed that it was largely 
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positive at all wind speeds up to 3.5 𝑚/𝑠. At 4.5 𝑚/𝑠 , a slight negative pressure 

was seen and this produced a weak extract flow out of the central outlet. 

This observation can be explained by recognising a critical air velocity, above 

which air flow over the central outlet (under the dome) will gain enough 

momentum through the dome section constriction and generate low pressure to 

produce an extract flow through the central outlet [38]. In Model 4, incident air 

flow is divided between the windward dome sections. Consequently, the flow rate 

and velocity through the larger section (70% opening) is reduced. This slow-

moving air does not produce the negative pressure above the extract channel 

required to drive extraction at all incident wind speeds up to 3.5 𝑚/𝑠. However, 

at an incident air velocity of 4.5 𝑚/𝑠, the increased incident air velocity also 

increases the air flow over the central channel. Hence, the extract flow observed. 

5.2.1.3.5 Model 5 

Model 5 retained the geometry of Model 4 with a slight addition. A geometry has 

been imagined which incorporates a spring-loaded blind connecting the top and 

lower divisions of the dividing plate at the plane flush with dome edge. At rest the 

blind is wound up in its spring mechanism and the top and bottom plates are 

aligned. However, in operation the blind fan out to cover the adjacent dome 

section as the plates open under the pressure of the incident wind. This limits the 

incident air flow to one dome section when the dividing plates open. The velocity 

magnitude of this air flow through the relevant constriction is expected to be, at a 

minimum, equal to that present when the dividing plate has not moved from its 

rest position. Hence, at wind speeds high enough to move the relevant dividing 

plate, extract performance through the central outlet should be higher, while at 

the same time, presenting proportionally larger inlet opening at the annulus. 
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Figure 5-26: Model 5 

A. Supply Air Flow 

The inflow rate at room level through the annular inlet peaked at 5.4m³/hr for 

4.5m/s incident wind speed and compares with all other simulated geometries as 

shown on Figure 5-27.  

 

Figure 5-27: Supply Air Flow Rates for Models 1, 2, 3, 4 and 5 

ADJACENT DOME OPENING 
CLOSED BY BLIND WHEN 
DIVIDER IS MOVED INCIDENT WIND DIRECTION 

BLIND MECHANISM AT ALL 
LOWER AND UPPER DIVIDER 
JOINTS. PLATES ARE ALLIGNED 
WHEN AT REST. 
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Even though the area of annular opening on this model and Model 4 are the 

same, the supply/inlet air flow at room level is less. This can be explained by 

observing the short circuit flow. As seen on Figure 5-8, some of the air flow 

induced in the windward annular inlet recirculates into the leeward end inlets. This 

short-circuit flow reduces the volume of air available at room level. Thus, a model 

with high short-circuit flow will provide less air flow at room level when compared 

with a similar model with the same inlet opening but lesser short-circuit flow.  

For Model 5, the negative suction pressure induced at the leeward end annular 

channels of the windcatcher was much more than that for Model 4 which had no 

blinding under the adjacent dome section. Hence the percentage of the supply 

flow that went into short-circuit flow was larger as shown on Figure 5-28. 

 

Figure 5-28: Ratio of Supply and Short-Circuit Flows for Model 4 and 5 

B. Extract Flow 

The required flow performance was realised through the central outlet. The blind 

restricted air flow to only the dome section directly facing the prevailing wind 

making the flow concentrated and accelerated through it. Negative suction 

pressure regions were created at the other sections under the dome and over the 

extract channel surface. This assisted the extract flow rate considerably with 
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values reaching 30m³/hr at 4.5m/s incident wind speed. Previously, Model 1 

(Base Model) showed the highest extract flow rate, Figure 5-29 shows how it 

compares to that of Model 5.  

 

Figure 5-29: Extract Flow Rates for Models 1 and 5 

 

5.2.2 Extract Flow Analysis 

Models 1 is used here to understand the central outlet extract flow pattern and 

reveal the air flow characteristics under the dome. This is the same for the final 

prototype as the only significant difference in geometry is that of the bigger 

dividing plates which only serves to induce supply air into the annular inlets. With 

reference to Figure 5-30 below, when incident air flows under the windcatcher 

dome, negative pressure is generated at the side dome sections due to flow 

separation. This negative pressure induces suction over the central outlet. In 

comparison, the venturi effect created by the accelerated air flow over the extract 

channel has a smaller effect in trailing the extract air flow to the leeward exit 

region outside the dome. Consequently, the primary exit path(s) for the extract 

air flow is through the dome section(s) at the sides. 
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Depending on the flow velocity, incident air flow into the windward dome sections 

tends to flow directly over the central outlet into the leeward end dome section. 

Unavoidably, some goes into the central outlet and gets readily extracted through 

the side dome sections. 

 

 

Figure 5-30: Extraction Sections 

 

1 
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4 
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Figure 5-31 compares, the inflows and outflows at a converged time instant for 

all sections under the dome at the indicated cut plane c-c for one half of the 

symmetrical Model 1.  The total volume inflow at both windward sections (1&2) is 

31.4m³/hr with 28.8m³/hr of it coming in through Section 1. This stream exits at 

Section 4 and an outflow value of 27.1m³/hr can be read at the region. The 

difference of 4.3m³/hr is the part of the stream flowing downwards into the extract 

channel as shown on Figure 5-32.  The 13.37m³/hr flow recorded exiting at 

Section 3 comprises of the 4.3 m³/hr difference in the windward flow stream, and 

an additional 9.07m³/hr extracted from the extract channel. For a full model, this 

9.07m³/hr doubles up into 18.14m³/hr, which was the recorded extract rate for this 

Model 1 (see Figure 5-11). 

 

 

Figure 5-31: Model 1 Dome Sections Flow Rates 
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Figure 5-32: Model 1 Extract Channel Velocity Vector Plot 

 

5.2.3 Short Circuit Flow Analysis 

Short-circuiting of ventilation air flow in windcatchers have been shown to inhibit 

proper ventilation of an attached space [169]; [252]. An analysis of the short 

circuit flow phenomenon by observing the flow rates and pressures is presented 

below. 

 

 

Figure 5-33: Short Circuit Flow 
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5.2.3.1 Flow Rates 

A substantial percentage of the captured flows in all models escape via the 

leeward annular inlets of the windcatcher. The captured air stream goes down 

the windward inlets and short-circuits at the base of the windcatcher as shown on 

Figure 5-33, with only a proportion going down into the annular air supply 

channel. Figure 5-34 and Figure 5-35 shows the ratio of short-circuit air flow to 

that supplied at room level, for all the windcatcher models at 4.5m/s and 0.5m/s 

incident wind speed.  

 

Figure 5-34: Percentage Short Circuit Flow at 4.5m/s Incident Wind Speed 

 

 

Figure 5-35: Percentage Short Circuit Flow at 0.5m/s Incident Wind Speed 
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Figure 5-36 and Figure 5-37 shows the actual short circuit and air supply flow 

rates for all simulated windcatcher models at 0.5m/s and 4.5 m/s incident wind 

speed. 

 

Figure 5-36: Actual Short Circuit flow at 4.5m/s Incident Wind Speed 

 

 

Figure 5-37: Actual Short Circuit flow at 0.5m/s Incident Wind Speed 

 

Even though the 4 inlets geometry of Model 2 presented a larger surface area 

per annular inlet, Models 4 and 5 induced more flow than all other models. The 

acute angle presented by the moved plate in Models 4 and 5 plates, channelled 

most of the flow incident on it into the inflow channel. Same cannot be said of the 
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plate for Model 2 with 4 channels as some of the air stream incident on it flows 

sideways away from the supply channel. This phenomenon is illustrated in Figure 

5-38.  

 

Figure 5-38: Incident Wind Direction 

 

Models 2 and 3 both have their annular inlets divided into 4. However, the dividing 

plates on Model 2 are slanted while those on Model 3 are full and extruded to the 

extents of the dome. A look at the total volume flow rate induced into the supply 

channel for both, shows that the bigger dividing plates facilitated a higher flow 

rate at low incident wind speed (Figure 5-37) but this becomes less at the higher 

wind speed. As shown on Figure 5-36, at 4.5m/s wind speed, the total induced 

volume flow rates for both models are almost equal. The extended plates did not 

produce a significant increase in inflow; most flow streams incident on extra 

extruded section of plate escaped and flowed sideways along the side of the 

windcatcher as the stagnation pressure of the early fluid stream hitting the plates 

builds up and pushes the later streams further sideways. Since the extruded fins 

induced more flow at a low incident wind speed they can be thought of as a self 

-regulating feature of this windcatcher model which induces more air flow at low 

wind speeds and becomes less effective as wind speed increases. This serves 

to provide relatively constant air flow irrespective of the prevailing wind speed.  
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Model 1 captured the least total inlet volume flow rate. This is mainly due to the 

surface area presented by the dividing plates and smaller area per annular inlet 

compared to those on all other windcatcher models.  

Generally, a closer look at the total values of the induced flow rates into the supply 

channels shows them to be adequate for all geometries if the short-circuit flow 

can be eliminated. 

5.2.3.2 Pressure 

Short-circuit flow is largely due to flow separation which causes negative suction 

pressure to be generated at the leeward end annular inlets. Figure 5-39 shows 

the pressures at each annular inlet for Model 1. The values are taken just below 

the annular inlet surface for one half of the model. As discussed under heading 

5.2.1.1, all the models are symmetrical about the vertical plane and only one half 

was used in CFD simulations. 

 

 

Figure 5-39: Model 1 Reference 
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Figure 5-40: Model 1 Supply Channels Pressures At 4.5m/s Incident Wind Speed 

 

 

Figure 5-41: Model 1 Supply Channels Pressures At 0.5m/s Incident Wind Speed 

 

The negative pressures indicate that the relevant annular inlet is in suction while 

positive pressures indicate an inflow down into the inlet. In Model 1, the smallest 

suction pressure occurs at inlet 4 which is the leeward end inlet channel. (Figure 
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5-40and Figure 5-41). Inlets 2 and 3 have the highest suction pressures with that 

in inlet 2 as the lesser. This is caused by the little incident wind which gets into 

inlet 2 compared to inlet 3 which is totally shielded from the incident flow. This 

also follows earlier observation under heading 5.2.2, where it was observed that 

extract flow from the central outlet is mainly through the side dome sections 

because of the high negative suction pressure there. 

 

 

Figure 5-42: Model 2 & 3 Reference 
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Figure 5-43: Models 2&3 Supply Channels Pressures at 4.5m/s Incident Wind 

Speed 

 

 

Figure 5-44: Models 2&3 Supply Channels Pressures at 0.5m/s Incident Wind 

Speed 

 

Model 2 and 3 have the same number of annular inlets with the only difference 

being in the size of dividing plates and the number of sections under the dome. 
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As explained under heading 5.2.2, the dividing plates play a role in providing 

higher supply volume flow rates for Model 3 up to 4.5m/s incident wind speed, at 

which the total induced supply flow rate become almost equal with that of Model 

2. However, Figure 5-20 shows an annular inlet flow rate at room level for Model 

3 which is around twice as much as that for Model 2 at 4.5m/s wind speed. This 

is caused by a difference in the leeward end negative suction pressure for both 

models. The flow exiting the dome section at the leeward end also contributes to 

the negative pressure effect there. For Model 2, because a significant proportion 

of the incident flow stream under the dome is directly obstructed by the dividing 

plates at right angles to the flow path and it flows down into the central outlet, a 

higher negative pressure is induced at the leeward end. 

In contrast, the incident air flow in the windward dome section in Model 3 tapers 

the flow stream through the constriction and a larger proportion exits at the 

leeward end. The induced negative suction pressure at the leeward end is greater 

for Model 2 compared to Model 3. This has the effect of increasing the ratio of 

the captured incident flow that goes into short-circuit for Model 2 giving Model 3 

a higher inlet flow rate at room level (Figure 5-36 and Figure 5-37). 

 

 

Figure 5-45: Models 4&5 Reference 
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Figure 5-46: Models 4&5 Supply Channels Pressures at 4.5m/s Incident Wind 

Speed 

 

 

Figure 5-47: Models 4&5 Supply Channels Pressures at 0.5m/s Incident Wind 

Speed 
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A comparison of Models 4 & 5 (Figure 5-46 and Figure 5-47) show similar trend 

to that of Model 1 with the greatest suction occurring at the side inlets. However, 

in this case, the greatest suction occurs in inlet 2 because most of the incident 

wind is captured through inlet 1 and the smaller inlet 2 sees relatively lesser 

incident wind compared to that in Model 1. Thus, it experiences a greater negative 

pressure. 

The negative pressure induced in inlet 2 is marginally greater at all wind speeds 

for the Model 5, hence more of the inflow is lost for that geometry compared to 

Model 4. 

5.2.4 Final Prototype 

It is proposed that the inclusion of a lightweight not return valve mechanism in 

the annular inlets could help reduce or eliminate the short-circuit flow. The non-

return valve would take the form shown below, which consists of a simple 

lightweight rigid material hinged on the outer wall of the central outlet at one end 

and rested on a tiny wedge on the same outer wall at its other end. The rest 

position of this valve is in the fully open position. In operation, the valve 

arrangement will permit unrestricted flow downwards into the air supply inlets but 

any outflow pressure with swing it from its rest position to block the channel, 

thereby preventing further outflow.  It is expected that, with the mechanism 

described above, only the minimal outflow required to raise the valve plate to shut 

the relevant inlet will be lost in operation and the bulk of the flow values shown in 

Figure 5-36 and Figure 5-37 will be available at room level.  A 2D representation 

of the gate valve is shown below. 
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Figure 5-48 Valve at Rest Position 

 

 

Figure 5-49 Valve Action against Outflow 
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Figure 5-50 Valve in Closed Position Preventing Further Outflow 

 

To make the above the valve mechanism resilient to flow variations, a three-gate 

interacting arrangement can be used which locates one gate on the side walls 

and back wall of each channel. This arrangement will be able to utilise channel 

flow of varying intensity where the portion of the fluid flow containing the most 

energy is not close to the back wall (hinge location). While this introduces more 

moving parts into the windcatcher, it offers a better coverage of the annular 

channel for short-circuit flow regulation. A representation of the three-gate 

mechanism is shown below for one annular channel. 
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Figure 5-51 Three-Gate Valve Arrangement 

 

Though Model 5 presented the best air flow characteristics, the proposed 

mechanism of non-return valve is not suited to that geometry because of the 

moving plates. Hence, a variation of Model 1 has been resolved to be the most 

suitable. An extruded plate has been added to it to enhance the flow rates at low 

wind speeds.  The annulus has also been enlarged and a funnel section added 

to it. The windcatcher has a height of 600m, body diameter of 213mm and dome 

cap diameter of 336mm. The centre extract channel has a surface area of 

0.011𝑚2 and the annular supply channels have a total surface area of 0.023𝑚2. 

The final prototype windcatcher is shown below in Figure 5-52. 
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Figure 5-52: Final Prototype with Non-Return Valve (units in mm) 

 

This final model was simulated in Ansys Fluent v14 to investigate its flow 

performance.  

5.2.4.1 Simulation Set-up 

The following sub-sections discuss the Ansys Fluent v14 software settings and 

specifications applied in carrying out the final windcatcher performance 

simulations. 
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5.2.4.1.1 Simulation Model 

The simulation model is of the same general dimensions as used in previous 

Autodesk CFD 2013 simulations (shown in Figure 5-3). Albeit, with this final 

windcatcher inserted. To mimic a closed valve situation in all annular inlets 

normally in extraction without the valve arrangement, those inlets were blocked. 

These were mainly the leeward end ones. As before only the air part was used in 

simulation. All solid parts were disabled. 

 

Figure 5-53: Simulation Model 

 

5.2.4.1.2 Material 

The material was set as air with fixed properties at 101325Pa and 19.85℃. This 

is a safe assumption in incompressible forced flow simulations where air 

velocities are well below Mach 0.3 as the little variations in material properties will 

not significantly affect the flow results 

5.2.4.1.3 Boundary Conditions 

Boundary conditions were the same as discussed under heading 5.2.1.2.2. Flow 

outlets were all set to zero-gauge pressure to simulate an inflow/outflow surface 

and velocity values were applied at the domain inlet. Symmetry boundary 

condition was applied at the mid-section plane, top and opposite side of the 

simulation domain. All other surfaces were treated as walls by default. 
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5.2.4.1.4 Meshing 

Ansys v14 Meshing Advanced Sizing Function defines optimum element sizes to 

capture areas of strong curvature, and close proximity to neighbouring geometry 

in the model. This function was used to define a patch conforming tetrahedral 

mesh for the assembly. This was adjusted using the high smoothing and a “fine” 

setting for Relevance Centre. 10 inflation layers were specified on the wall 

boundaries to adequately resolve gradients at the walls. This provides a better 

representation of flow in this region and increases accuracy of the simulation 

results. Other meshing controls were left at their default values. The resultant 

mesh had ~19.3 million cells. 

 

 

Figure 5-54: Ansys Windcatcher Mesh 

 

5.2.4.1.5 Solving 

As this model will be used in combination with the heat exchanger, steady state 

simulation was done using the SST 𝑘 − 𝜔 turbulence model and the coupled 

Pressure-Based Solver (PBS) to carry out 1000 steps of calculation. The PBS 
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coupled solver yields superior performance and generally converges with less 

iteration. Hybrid initialization was utilized to give an initial value before iteration 

can begin. A realistic initial guess improves solution stability and accelerates 

convergence.  Solution monitors were set to monitor air flow rate at the bottom 

surfaces of the central and annular channels. The values recorded at these points 

were used to determine the convergence state of the solution i.e. the solution was 

thought to have converged when the solution remained unchanged, the solution 

residuals are below a 10-3 tolerance and mass balance between inflows and 

outflows was below a tolerance of 10e-4. 

A mesh independence study was conducted at 0.5m/s domain inlet velocity to 

determine the optimum mesh for the simulation. At converged solutions, 4 

subsequent mesh refinements were performed based on scaled gradients of 

velocity in the entire domain. All regions with gradients higher than 10% of the 

maximum were marked and adapted. As shown on Table 5-2, solutions of flow 

mass-weighted average velocities taken at the channel surfaces were broadly 

similar for all meshes. Nevertheless, Mesh 3 was chosen as it is close to the 

number of cells used in previous Autodesk CFD simulations, and it gives a good 

balance between computational effort and mesh refinement in areas of high 

gradient. 

 

Table 5-2: Mesh Independence Test results 

 

5.2.4.2 CFD Simulation Results and Discussion 

The windcatcher model was simulated at incident wind-speeds of 

0.5𝑚 𝑠⁄ , 1.5𝑚 𝑠⁄ , 2.5𝑚 𝑠⁄ , 3.5𝑚 𝑠⁄  and 4.5𝑚 𝑠⁄ . Converged values of air flow rate 

through the annular and central channels were recorded at each wind speed. The 

measurement was taken at the respective surfaces of each channel at room level. 

Mesh 1 Mesh 2 Mesh 3 Mesh 4

Cell Count (Millions) 9.5 16.8 19.3 21.0

Annular Channel Air velocity (m/s) -0.084 -0.083 -0.083 -0.083

Central Channel Air velocity (m/s) 0.125 0.099 0.124 0.124
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Velocity values are mass-weighted average values over the measurement 

surface. 

 

Figure 5-55: Windcatcher Channel Velocities 

 

 

Figure 5-56: Windcatcher Flow Performance 
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At all wind speeds, the windcatcher exhibited the desired flow pattern with no 

short-circuit. Incident air flow captured in the annular inlet flowed downwards and 

extract flow through the central outlet flowed upwards. Values of flow rates 

through both channels increased steadily as the incident wind speed increased. 

The ventilation performance was compared in Figure 5-56 with the limit of 0.7ach 

set under section 5.2.1. The air changes per hour values are also plotted for the 

design room. At all simulated incident wind speeds above ~1𝑚 𝑠⁄ , the 

windcatcher provided adequate levels of ventilation (limit is 0.7ach). This 

increased almost linearly to 5 ach at an incident wind speed of 4.5𝑚 𝑠⁄ . Given 

that the typical low wind speed in UK urban areas is around 3m/s [253] 

corresponding to 3 ach for the test room, this result indicated that the windcatcher 

is capable of providing the required ventilation flow rate.  

Figure 5-56 also shows the air supply and extract flow rates at the simulated wind 

speeds. Across all scenarios, the central outlet extract flow rate was on the 

average 30% less than that of the inlet supply flow (Figure 5-56). This is desirable 

as buoyancy will add to the extract flow rate bringing it closer to the supply flow 

rate. A significantly stronger extract flow through the central channel can induce 

severe short-circuiting at room level. 

5.2.5 Autodesk CFD Results Comparison  

The final windcatcher prototype was simulated in Autodesk CFD to compare 

results from both CFD packages. The same 3D domain was utilized as in Ansys 

Fluent with the same boundary conditions and material specification. The 

intelligent adaptation in Autodesk CFD works by running a specified number of 

times to convergence, then using the gradient of velocity, pressure and 

temperature to refine the mesh in the simulation domain at the end of each run. 

The mesh independence values are reported in the output bar for pressure, 

velocity and temperature. Three adaptation cycles were specified for the 

simulations and carried out to achieve a mesh independence value of 95% for 

pressure, 98% for velocity and 97% for temperature. The final mesh had 18million 

cells. The simulations were carried out as an incompressible flow using the SST 

𝑘 − 𝜔 turbulence model at 0.5m/s, 1.5m/s, 2.5m/s, 3.5m/s and 4.5m/s wind 
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velocity at the domain inlet. All windcatcher channel flow measurements were 

taken at the surface of the annular and centre channels as mass-weighted 

average values. Vector plots of the flow direction at the lowest and highest wind 

speed simulated are shown below. 

 

 

Figure 5-57 Autodesk CFD Windcatcher Velocity Vectors at 0.5m/s Wind 

 

 

Figure 5-58 Autodesk CFD Windcatcher Velocity Vectors at 4.5m/s Wind 
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The channel flow directions performed as desired in a same fashion as the Ansys 

simulation. Flow directions in the annular channels was downwards at all wind 

speeds simulated and that in the central channel was extractive and upwards. A 

comparison of the flow velocities for both software packages is presented in 

Figure 5-59. 

The predicted annular and central channel velocities in Autodesk CFD were more 

than those predicted by Ansys Fluent at all wind speeds. The mass-weighted 

average velocities in the annular supply channel were on the average 5% less in 

Ansys Fluent, and those in the central extract channel were 10% less. Within the 

range of quantities, these are minor differences. Especially as the compared 

values are surface averages. Differences can be due to many factors within the 

simulation setup, mesh count and software algorithm. 

 

 

Figure 5-59 Comparison of Predicted Channel Velocities
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6 HEAT EXCHANGER DEVELOPMENT 

A heat exchanger is any device between two or more materials at different 

temperatures for the purpose of transferring heat energy between the materials. 

In most heat exchangers, the materials are never in direct contact. They are 

separated by a wall which acts as the heat transfer surface. When the heat 

exchange happens in transient manner, the heat exchanger is broadly known as 

a recuperator. In contrast, devices which transfer heat at intervals between 

materials are known as regenerators [40]; [254]. In most recuperators, the heat 

is simply conducted through the separating wall. In others like heat pipe heat 

exchangers, a combination of working fluid conduction and convection is involved 

[255]; [256]. Further classifications of heat exchangers are made based on 

different characteristics of the device, fluid and heat exchange mechanism. While 

it is possible to have moving parts such as fans, agitators and stirrers within heat 

exchangers. Most heat exchangers are passive devices, mainly consisting of the 

heat transfer element and the fluid distribution element [257].  

Existing heat exchanger technologies are discussed under following sections to 

highlight their pros and cons and examine their suitability for the heat recovery 

ventilation system proposed in this research. 

6.1 Design Considerations 

Heat exchangers are very common and different configurations already exist with 

different modes of operation. Under this heading, existing heat exchanger 

technologies are reviewed to determine their suitability for the proposed natural 

ventilation system. While pressure drop and thermal properties are of paramount 

importance in quantifying the unit performance of heat exchangers, the proposed 

system presents geometrical and application restrictions which must be satisfied 

to establish suitability.  
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6.1.1 Heat Transfer Process in Heat Exchangers 

Depending on whether fluid streams come into direct contact or not during heat 

exchange, heat exchangers can be divided into indirect-contact and direct-

contact types [122]. 

6.1.1.1 Indirect Contact Heat Exchangers 

In indirect-contact heat exchangers, fluid streams are kept separate from each 

other, only exchanging heat through impervious conductive surfaces. These type 

of heat exchangers can further be divided into direct-transfer and storage types 

[40].  

Direct-transfer indirect-contact heat exchangers are basically recuperators. 

Transient heat transfer is achieved by the continuous flow of fluids in channels 

on opposite surfaces of the impervious primary heat transfer surface. They have 

no moving parts and can come with fins to provide extended heat exchange 

surfaces. Common examples are the plate heat exchangers, tubular heat 

exchangers etc. [41]. Plate heat exchangers have seen many uses in ventilation 

systems. Many commercially available mechanical heat recovery systems 

contain plate heat exchangers at their core.  

In storage-type indirect-contact heat exchangers, the thermally interacting fluids 

are intermittently passed through a heat storage medium. During the hot blow 

phase, when hot fluid is passed through the heat exchanger, heat energy is 

extracted and stored. The cold blow phase introduces the cold fluid which extracts 

the stored heat. In most cases, parts of the fluids are inevitably retained in the 

storage medium and a small degree of mixing is present [64]. Hence, this 

technique is only applicable to processes in which minimal levels of mixing is 

tolerable. Such applications can be found in processes exchanging heat between 

similar gases at different temperatures. The heat storage medium usually 

consists of a matrix of tiny cells of conductive material. However, phase change 

materials can be used in low-quality heat applications with extended hot/cold blow 

periods [42]; [258]. This technique is employed in rotary heat exchangers such 

as can be found in many commercial air handling units for ventilation applications. 

The heat exchange matrix is rotated by a small variable speed electric motor for 



 

131 

performance control. In natural ventilation systems requiring no electrical power 

input, the electrical power requirement of this technique makes it unsuitable 

unless natural means are employed in driving the thermal wheel. In cases where 

the storage medium is stationary, an intermittent control of the cold and hot air 

streams is also needed to effect the heat transfer. All these inevitably complicates 

the system. In a system such as that proposed in this study, the heritage 

application and physical dimensions of the system makes this onerous to 

achieve. 

6.1.1.2 Direct Contact Heat Exchangers 

As the name implies, these types of heat exchangers bring the fluids in contact. 

This technique is commonly employed when the fluids are chemically compatible 

and immiscible. Therefore, this technique does not lend itself to use in air to air 

heat exchangers such as that required for the proposed system. Condensation 

of oil vapour with water is a common example using immiscible fluids. In addition 

to heat transfer, mass transfer also occurs as part of the heat transfer process. 

An example of this can be found in cooling towers of large HVAC systems where 

water is used to directly cool air with associated evaporation of the water. The 

absence of a heat transfer surface nullifies the problem of fouling. With the mass 

transfer inherent in direct contact heat exchangers, very high heat transfer rates 

are possible [40].  

6.1.2 Heat Exchanger Construction 

Based on the physical construction, heat exchangers can be broadly classified 

into tubular, plate, extended surface and regenerative heat exchangers [40].  

6.1.2.1 Tubular Heat Exchangers 

Tubular heat exchangers generally consist of one or more tubes. They are 

primary surface heat exchangers and are mostly used in liquid-liquid/gas 

applications to take advantage of high specific heat capacities of one or both of 

the heat transfer fluids. They can be found in process industries, where they are 

used extensively as condensers, boilers, steam generators, evaporators etc. 
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Common examples of tubular heat exchangers are spiral tube, shell and tube, 

and double pipe heat exchangers.  

Spiral tube heat exchangers are shell and tube in their basic form. However, the 

tubes are wound in a spiral form to accommodate more heat transfer surface 

area. They suffer from cleaning problems and are mostly applied in processes 

where fouling is very little [42]. 

Shell and tube heat exchangers are particularly very common; they generally 

consist of a tank or shell containing one process fluid surrounding a bank of tubes 

carrying the other. Depending on their design, fluids can be made to go through 

the channels in single or multiple passes to enhance performance. This is easily 

achieved by bending or coiling the tubes in the tube channel or introducing baffles 

in the in the shell.   High pressure drops are inherent in this technique and it does 

not lend itself to naturally driven air flows.  

Double pipe heat exchangers are relatively better in terms of pressure drop for a 

heat exchange performance. They are simply concentric tubes with the fluids 

flowing separately in the central and annular channels, and are usually designed 

for counter flow applications. However, longer channels are usually required for 

similar heat exchange performance, and they quickly become relatively 

expensive per unit heat transfer [42]. The chimney cavity and flow configuration 

of the proposed system lends itself to the utilization of this heat exchanger 

construction. However, this must be balanced with allowable pressure drop in the 

heat exchanger module. The available chimney cavity length available is not 

limitless. A good design should be compact to facilitate ease of installation and 

also be efficient in recovering heat per unit length of heat exchanger material or 

chimney cavity length employed. 

6.1.2.2 Plate Heat Exchangers 

Plate heat exchangers consist of plate banks with the process fluids flowing on 

alternate sides of the plates. In common applications, the plates are tightly 

packed with small channels created between them by patterns of grooves on the 

plates. High heat transfer rates are achievable as the fluid flow through the 
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onerous channels and experience high pressure drop [41]. There are several 

patterns available based on the heat transfer rate and pressure drop desired.  

Owing to their construction, plate heat exchangers generally, cannot 

accommodate high pressures or temperatures and are seldom used in such 

applications [41]; [257]. The low pressures and temperatures of ventilation air 

flow makes plate heat exchangers especially suitable. In turbulent flows, the 

turbulent moving fluids readily attach and detach from the heat exchange 

surfaces and fouling is seldom a problem [40]; [41]. Plate heat exchangers are 

also relatively flexible. Common types can be easily taken apart and expanded 

with more plates to adjust their performance. Also, due to their high heat transfer 

rates, tubular heat exchangers with comparable performance are usually 6 times 

larger in size [42]. 

If the properties and relative simplicity of plate heat exchangers can be combined 

with the concentric flow path configuration offered by tubular exchangers, an 

optimal geometry which offers the advantages of both constructions can be found 

for the ventilation system proposed in this research. Common materials for the 

plates include stainless steel and copper. In ventilation applications, polymer-

based materials have received a lot of attention because of their resistance to 

fouling and corrosion and potential use for humidity control. [74]; [259]; [260]; 

[261]. They have been concluded to hold significant promise in ventilation heat 

recovery applications [67]. However, their relatively low  thermal conductivity 

compared to traditional metallic materials makes their application unfavourable in 

natural ventilation situations requiring high heat transfer with low pressure drop 

within a compact geometry [262]. 

6.1.2.3 Extended Surface Heat Exchangers 

The previous heat exchangers discussed under this section are all primary 

surface heat exchangers. When higher performance is required, especially in a 

limited space, the primary heat transfer surfaces can be increased by the addition 

of extended surfaces i.e. fins. Fins can increase performance by up to four times 

and are particularly useful when one or both of the process fluids is a gas [42]; 

[263]. Primarily because gases have smaller heat transfer coefficients compared 
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to liquids. These types of heat exchangers are referred to as extended surface 

heat exchangers. Careful design is necessary to develop extended surfaces. The 

additional pressure drop that will be experienced by the fluid must be taken into 

consideration. Also, depending on where the fins are located, they can either 

enhance or hinder general heat exchanger performance. In a tubular heat 

exchanger, fins located inside the tube, can reduce the heat transfer coefficient if 

not spaced properly. On the other hand, fins on the tube will, in all cases improve 

the heat transfer coefficient [42]. The fins can be plain, patterned or corrugated 

to induce turbulence and increase heat transfer.  

6.1.2.4 Regenerative Heat Exchangers: Heat Pipe 

Heat pipes heat exchangers are vacuum sealed tubular sections partially filled 

with a working fluid in liquid form. When one end of the section is exposed to hot 

fluid and the other to colder fluid, the working fluid goes through cycles of 

condensation and evaporation to do the heat transfer. The fluid at the hot end, 

absorbs heat from the hot fluid, vaporises and travels through the centre of the 

tube to the cold end where it releases the heat to the cold fluid and condenses 

back into liquid. This liquid adheres to the walls of the tube and travels back to 

the evaporator section. The liquid phase travel can either be driven by gravity, 

capillary action or a combination of both. Saturated Wick structures incorporated 

into the inner wall of the tube encourages adhesion and experiences capillary 

pressure as the liquid is vaporised at the evaporator end. This capillary pressure 

effectively pumps the liquid phase into the evaporator end. When capillary action 

is combined with gravity, the orientation of the heat pipe can speed up the 

capillary pumping or retard it. Hence, tube orientation can be used to regulate 

heat transfer rate in a heat pipe heat exchanger. In gas to gas applications, fins 

are usually added to external wall of the pipe to increase the heat transfer surface 

area and improve performance[255]. 

Working fluids in heat pipes are chosen based on the temperature of the 

application and compatibility with the tube material. Popular working fluids include 

water, ammonia and refrigerants [255]. Heat pipes have found numerous 

applications in natural ventilation heat recovery due to their high unit thermal 
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conductance [52]; [139]; [145]; [150]. When employed in natural ventilation 

systems, an extended heat transfer surface is usually required to effect 

reasonable heat transfer. Consequently, a balance must be established between 

pressure drop and thermal performance. The integration of heat pipes into 

windcatchers also presents its own geometrical problems. On the scale of the 

system proposed in this research, the integration must be carefully designed to 

avoid excessive flow obstruction. Overall, a heat pipe design of comparable 

thermal performance would present a lesser heat transfer surface for air flow. 

When fouling is considered, small surfaces can be quickly rendered ineffective 

compared to larger ones, thereby negatively affecting the long-term performance 

and maintenance requirement in a natural ventilation application. The cost of 

manufacture of heat pipes is also relatively higher when compared to plate heat 

exchangers. 

6.1.3 Heat Exchanger Compactness 

Space restriction in many process applications demands for progressively 

smaller heat exchangers. Light weight heat exchangers with performance values 

comparable to larger sized ones are not only attractive but tend to be more 

structurally robust [42]. A parameter which can be used as a basis for comparing 

heat exchangers based on their physical sizes is “compactness” [40]; [42]. 

 𝑈𝐴 = 𝑈𝛽𝑉 =
𝑄

∆𝑇𝑚
⁄  𝑤ℎ𝑒𝑟𝑒 𝛽 = 𝐴

𝑉⁄  (3) 

𝑊ℎ𝑒𝑟𝑒 𝑇𝑚 = 𝑡𝑟𝑢𝑒 𝑚𝑒𝑎𝑛 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒,  

𝐴 = 𝐻𝑒𝑎𝑡 𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒𝑟 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑎𝑟𝑒𝑎(ℎ𝑜𝑡 𝑐𝑜𝑙𝑑)⁄ , 

𝑉 = ℎ𝑒𝑎𝑡 𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒𝑟 𝑣𝑜𝑙𝑢𝑚𝑒(ℎ𝑜𝑡 𝑐𝑜𝑙𝑑)⁄  𝑎𝑛𝑑 

𝛽 = 𝑐𝑜𝑚𝑝𝑎𝑐𝑡𝑛𝑒𝑠𝑠/ℎ𝑒𝑎𝑡 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑎𝑟𝑒𝑎 𝑑𝑒𝑛𝑠𝑖𝑡𝑦. 

 

Actual classification across the different types of heat exchanger configurations 

is based the value of compactness"𝛽" present in the equation above. It follows 

from this definition that; a compact heat exchanger will not necessarily be small 

in size. However, it will have to be bigger to give the same performance in a 
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specific application [42]; [264]. This classification is applied differently for gas-

fluid and liquid-liquid/multiphase heat exchangers. 

Gas-fluid heat exchangers with compactness greater than 700𝑚2/𝑚3 are 

classified as compact if the other fluid is a gas. For heat exchange with a liquid 

or multiphase fluid, compactness implies a density of 400𝑚2/𝑚3 or more. 

However, 400𝑚2/𝑚3 in a liquid-liquid/multiphase heat exchanger, on any side of 

the heat transfer surface, classifies it as a compact heat exchanger  [42]. 

Since gases are generally less dense with smaller heat capacities than liquids. 

To achieve a good level of heat exchange, gas-gas heat exchangers generally 

fall in the compact category. They are characterised by multiple flow passages 

making pressure drop an important factor in their design. To obtain uniform flow 

along the numerous passages, the design of the fluid distribution element 

(commonly the header or cap) is also very important.[40]; [42]; [264]. 

6.1.4 Heat Exchanger Flow Patterns 

Depending on the flow direction of the hot and cold stream in heat exchangers, 

they can be classified into parallel-flow, counter-flow and cross-flow types. An 

important aspect of the performance of heat exchangers in the different 

categories is the temperature variation along the heat exchange surfaces. This 

provides an important tool for establishing the thermal performance of heat 

exchangers. 

6.1.4.1 Parallel-Flow Heat Exchangers 

In a parallel-flow heat exchanger, the fluid streams travel in the same direction 

along the heat exchange surfaces. At the entrance to the heat exchanger, it 

brings the hottest state of the hot stream, together with the coldest state of the 

cold stream causing a high temperature differential and heat transfer. This 

temperature differential gradually reduces asymptotically and approaches the 

same value along the flow direction. Consequently, only a limited thermal 

efficiency can be achieved by using a parallel-flow configuration in heat 

exchangers. 
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6.1.4.2 Counter-Flow Heat Exchangers 

In counter-flow heat exchangers, the hottest state of the hot fluid is brought in 

contact with the hottest state of the cold fluid. Conversely the both streams are in 

contact at their coldest states at the other end of the heat exchanger. The thermal 

efficiency of this flow configuration is relatively high because it provides a nearly 

constant temperature differential along the heat exchange surface. However, 

they may require bigger sizes because of the small temperature difference 

between the fluid streams [43]; [44]; [45]. The counter-current flow configuration 

of the supply and extract air in the proposed natural ventilation system lends itself 

to a heat exchanger of this flow type. Therefore, only this flow configuration is 

considered for the system. 

6.1.4.3 Cross-Flow Heat Exchangers 

In a cross-flow heat exchanger, one fluid streams flow across the other. The 

temperature variation pattern in them is more is far more difficult to analyse 

beyond the scope of this work. They are commonly used as evaporative and 

condensation heat exchangers, and many different configurations are possible 

[265]. 

6.2 Modelling Heat Exchanger Performance 

The performance of a heat exchanger can be quantified with some well-

established parameters; these are discussed in the following sub-sections. This 

is an essential part of the design process. It enables design development from 

first principles and can often provide a good starting point for any heat exchanger 

design process. The discussion in this section will be in most parts, restricted to 

the heat exchanger type of interest i.e. counter-flow heat exchangers. The 

following assumptions are made. 

 The mass flow rate of each air stream is constant throughout the process 

 The energy-absorbing capacity of each air stream can be represented by 

a constant value of specific heat capacity over the range of operating 

temperatures. 
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 The air at each section across a flow passage is well mixed, so that a 

single temperature can be found to relate to its energy content. 

These restrictions are not of great significance when the temperature ranges are 

modest, the heat exchange surface is impervious, and the flow channels are 

generally tube-like cavities along which temperature changes slowly. The 

parameters useful in modelling and design are discussed below. 

6.2.1 Capacity Ratio 

The product of the mass flow rate “�̇�" and specific heat capacity"𝑐" at a constant 

pressure is known as the thermal capacity rate for a given fluid.  

 𝐹𝑜𝑟 𝑎 ℎ𝑜𝑡 𝑓𝑙𝑢𝑖𝑑 𝑠𝑡𝑟𝑒𝑎𝑚, 𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑟𝑎𝑡𝑒 = �̇�ℎ𝑐ℎ (4) 

 𝐹𝑜𝑟 𝑎 𝑐𝑜𝑙𝑑 𝑓𝑙𝑢𝑖𝑑 𝑠𝑡𝑟𝑒𝑎𝑚, 𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑟𝑎𝑡𝑒 = �̇�𝑐𝑐𝑐 (5) 

The thermal capacity rate for the hot and cold air determines the maximum 

amount of heat that may be transferred by a heat exchanger. The ratio of the 

thermal capacity rate for the hot and cold fluid is defined as the Capacity ratio. 

Capacity ratio is more important where the heat exchanger fluids are different. 

Hence, if hot fluid with a larger heat capacity rate is used to heat a cold fluid in a 

heat exchanger, the hot fluid temperature change will be much lesser than that 

of the cold fluid [266]. 

 
𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑟𝑎𝑡𝑖𝑜 C =

�̇�𝑐𝑐𝑐

�̇�ℎ𝑐ℎ
 𝑖𝑓 �̇�𝑐𝑐𝑐 < �̇�ℎ𝑐ℎ       

 𝑜𝑟           
�̇�ℎ𝑐ℎ

�̇�𝑐𝑐𝑐
 𝑖𝑓 �̇�ℎ𝑐ℎ < �̇�𝑐𝑐𝑐 

 

(6) 

6.2.2 Heat Exchanger Effectiveness 

This is defined as the ratio of actual heat transfer to the maximum possible heat 

transfer for a given configuration [267]; [266] i.e. the heat transfer which would 

result if the fluid with the smallest thermal capacity undergoes a temperature 

change equal to the maximum temperature difference available(𝑡ℎ − 𝑡𝑐).  
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 𝐻𝑒𝑛𝑐𝑒,𝑀𝑎𝑥𝑖𝑚𝑢𝑚 ℎ𝑒𝑎𝑡 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟  �̇�𝑚𝑎𝑥 = �̇�𝑐𝑐𝑐(𝑡ℎ𝑖 − 𝑡𝑐𝑖)     

𝑖𝑓     �̇�𝑐𝑐𝑐 < �̇�ℎ𝑐ℎ        

𝑂𝑅           �̇�ℎ𝑐ℎ(𝑡ℎ𝑖 − 𝑡𝑐𝑖)    𝑖𝑓    �̇�ℎ𝑐ℎ < �̇�𝑐𝑐𝑐 

(7) 

 𝐴𝑐𝑡𝑢𝑎𝑙 𝐻𝑒𝑎𝑡 𝑇𝑟𝑎𝑛𝑠𝑓𝑒𝑟 �̇�𝑎𝑐𝑡𝑢𝑎𝑙 = �̇�ℎ𝑐ℎ(𝑡ℎ𝑖 − 𝑡ℎ𝑜) 𝑜𝑟 �̇�𝑐𝑐𝑐(𝑡𝑐𝑜 − 𝑡𝑐𝑖) (8) 

  
𝐻𝑒𝑛𝑐𝑒 𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠 𝐸 =  

(𝑡𝑐𝑜 − 𝑡𝑐𝑖)

(𝑡ℎ𝑖 − 𝑡𝑐𝑖)
    𝑖𝑓     �̇�𝑐𝑐𝑐 < �̇�ℎ𝑐ℎ  

𝑂𝑅           
(𝑡ℎ𝑖 − 𝑡ℎ𝑜)

(𝑡ℎ𝑖 − 𝑡𝑐𝑖)
    𝑖𝑓    �̇�ℎ𝑐ℎ < �̇�𝑐𝑐𝑐 

(9) 

𝑊ℎ𝑒𝑟𝑒 𝑡ℎ𝑒 i 𝑎𝑛𝑑 𝑜 𝑠𝑢𝑏𝑠𝑐𝑟𝑖𝑝𝑡𝑠 𝑑𝑒𝑛𝑜𝑡𝑒 𝑖𝑛𝑙𝑒𝑡 𝑎𝑛𝑑 𝑜𝑢𝑡𝑙𝑒𝑡 𝑟𝑒𝑠𝑝𝑒𝑐𝑡𝑖𝑣𝑒𝑙𝑦 

 

6.2.3 Logarithmic Mean Temperature Differential 

In general, the temperature differential that drives heat transfer from the hot fluid 

to the cooler fluid will vary along the flow passage. The single temperature 

difference that is representative of the entire process is the logarithmic mean 

temperature difference (LMTD). 

𝐼𝑓 𝜃1 = 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡ℎ𝑒 𝑓𝑙𝑢𝑖𝑑 𝑠𝑡𝑟𝑒𝑎𝑚𝑠  

𝑎𝑡 𝑜𝑛𝑒 𝑒𝑛𝑑 𝑜𝑓 𝑡ℎ𝑒 ℎ𝑒𝑎𝑡 𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒𝑟  

𝑎𝑛𝑑 𝜃2 = 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑎𝑡 𝑡ℎ𝑒 𝑜𝑡ℎ𝑒𝑟 

  
𝐿𝑀𝑇𝐷 = 𝜃𝑚 =

𝜃1 − 𝜃2

𝑙𝑛 (
𝜃1

𝜃2
⁄ )

 
(10) 

 𝐼𝑛 𝑃𝑎𝑟𝑎𝑙𝑙𝑒𝑙 𝐹𝑙𝑜𝑤 𝐻𝑒𝑎𝑡 𝐸𝑥𝑐ℎ𝑎𝑛𝑔𝑒𝑟𝑠: 𝜃1 = (𝑡ℎ𝑖 − 𝑡𝑐𝑖)   𝑎𝑛𝑑   𝜃2 = (𝑡ℎ𝑜 − 𝑡𝑐𝑜) 

𝐼𝑛 𝐶𝑜𝑢𝑛𝑡𝑒𝑟 𝐹𝑙𝑜𝑤 𝐻𝑒𝑎𝑡 𝐸𝑥𝑐ℎ𝑎𝑛𝑔𝑒𝑟𝑠: 𝜃1 = (𝑡ℎ𝑖 − 𝑡𝑐𝑜)   𝑎𝑛𝑑   𝜃2 = (𝑡ℎ𝑜 − 𝑡𝑐𝑖) 

𝐼𝑛 𝑡𝑒𝑟𝑚𝑠 𝑜𝑓 𝑜𝑣𝑒𝑟𝑎𝑙𝑙 ℎ𝑒𝑎𝑡 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑓𝑜𝑟 𝑎 ℎ𝑒𝑎𝑡 𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒𝑟,  
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𝜃𝑚 =

𝑄

𝑈𝑡𝐴
 

(11) 

The derivation of the last equation is based on a pure parallel of counter flow of 

the fluid streams. To allow the equation to be evaluated for a wider range of heat 

exchangers, it can be generalised as [263]: 

 𝑄 = 𝐹𝑈𝑡𝐴𝜃𝑚 (12) 

𝑊ℎ𝑒𝑟𝑒 𝐹 = 𝐸𝑚𝑝𝑖𝑟𝑖𝑐𝑎𝑙 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟 

The correction factor compensates for departures from the simple model in 

geometry, internal temperature variations and configuration. 

6.2.4 Heat Transfer Units 

The response of the heat exchanger to flow rates and temperatures needs to be 

quantified. The dimensionless parameter which helps in this regard is the number 

of heat transfer units (NTU). NTU is the ratio of heat transfer capacity of the 

surface to the smaller of the thermal capacities of the two streams [266]. 

 
𝐻𝑒𝑛𝑐𝑒 𝑁𝑇𝑈 = 

𝑈𝑡𝐴

�̇�𝑐𝑐𝑐
   𝑖𝑓     �̇�𝑐𝑐𝑐 < �̇�ℎ𝑐ℎ 

𝑂𝑅       𝑁𝑇𝑈 =  
𝑈𝑡𝐴

�̇�ℎ𝑐ℎ
   𝑖𝑓     �̇�ℎ𝑐ℎ < �̇�𝑐𝑐𝑐 

(13) 

𝑊𝑒 𝑚𝑎𝑦 𝑟𝑒𝑙𝑎𝑡𝑒 𝑁𝑇𝑈 𝑡𝑜 ℎ𝑒𝑎𝑡 𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒𝑟 𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠 𝐸  

𝑎𝑛𝑑 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑟𝑎𝑡𝑖𝑜 𝐶 𝑎𝑠 𝑏𝑒𝑙𝑜𝑤 

 
𝑃𝑎𝑟𝑎𝑙𝑙𝑒𝑙 𝐹𝑙𝑜𝑤      𝐸 =

1 − 𝑒−𝑁𝑇𝑈(1+𝐶)

1 + 𝐶
 

(14) 

 
𝐶𝑜𝑢𝑛𝑡𝑒𝑟 𝐹𝑙𝑜𝑤      𝐸 =

1 − 𝑒−𝑁𝑇𝑈(1−𝐶)

1 − 𝐶𝑒−𝑁𝑇𝑈(1−𝐶)
 

(15) 
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6.3 Theory 

6.3.1 Heat Transfer over Flat Plates 

Heat can be transmitted in three ways i.e. via conduction, convection and 

radiation. In many practical problems, these 3 mechanisms combine in different 

degrees to generate the total energy flow. 

One dimensional heat flux via conduction can be written as [263]: 

 
𝑞 =

𝑄

𝐴
= 𝑘

∆𝑇

𝐿
 

(16) 

𝑊ℎ𝑒𝑟𝑒 𝑞 = ℎ𝑒𝑎𝑡 𝑓𝑙𝑢𝑥 (ℎ𝑒𝑎𝑡 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑝𝑒𝑟 𝑢𝑛𝑖𝑡 𝑎𝑟𝑒𝑎),  

𝑄 = ℎ𝑒𝑎𝑡 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑟𝑎𝑡𝑒 𝑖𝑛 𝑊𝑎𝑡𝑡𝑠 (𝑊),  

𝐴 = 𝑎𝑟𝑒𝑎 𝑖𝑛 𝑚2, 

 ∆𝑇 = 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑖𝑛 𝐾𝑒𝑙𝑣𝑖𝑛𝑠, 

𝐿 = 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 𝑜𝑓 𝑠𝑜𝑙𝑖𝑑 𝑚𝑒𝑑𝑖𝑢𝑚 𝑖𝑛 𝑚𝑒𝑡𝑟𝑒𝑠  

𝑎𝑛𝑑 𝑘 = 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑖𝑛 𝑊 𝑚. 𝑘⁄  

 

  
𝐼𝑛 3 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑠, 𝑖𝑡 𝑐𝑎𝑛 𝑏𝑒 𝑠ℎ𝑜𝑤𝑛 𝑡ℎ𝑎𝑡 ∇2𝑇 +

�̇�

𝑘
=

𝜕𝑇

𝛼𝜕𝑡
 

(17) 

 
𝑊ℎ𝑒𝑟𝑒 ∇2𝑇 =

𝜕2𝑇

𝜕𝑥2
+

𝜕2𝑇

𝜕𝑦2
+

𝜕2𝑇

𝜕𝑧2
 

(18) 

The thermal diffusivity 𝛼 symbol in the equation above is a measure of how fast 

a medium can transmit heat and it depends on the conductivity of the medium as 

well as the volumetric heat capacity 𝑐𝑣 of the particles. 

 
𝛼 ≡

𝑘

𝜌𝑐𝑣
 

(19) 

Convection is heat energy travel in moving currents through fluids; molecules 

move away from the heat source carrying heat energy with them. In convection, 
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the fluid particles in contact with a hot medium move more quickly, become less 

tightly packed together and spread out, rising through the denser particles and 

making the cooler particles sink towards the hot surface. Those in turn get heated 

up and move up again. This sets up a convective current. 

In convective heat transfer, the heat transfer rate 𝑄 is proportional to the 

difference between the temperature of a body 𝑇𝑏𝑜𝑑𝑦 and that of the surrounding 

fluid 𝑇∞. This constant of proportionality is usually derived from experiments and 

is called the heat transfer coefficient/film coefficient for the body. 

 𝑞 = ℎ̅(𝑇𝑏𝑜𝑑𝑦 − 𝑇∞) (20) 

𝑊ℎ𝑒𝑟𝑒  

ℎ̅ = 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 ℎ𝑒𝑎𝑡 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑣𝑒𝑟 𝑡ℎ𝑒 𝑏𝑜𝑑𝑦 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑖𝑛 𝑊 𝑚2𝐾⁄  

In this equation, ℎ is over-simplified as it is not always independent 

of (𝑇𝑏𝑜𝑑𝑦 − 𝑇∞). However, in cases where the pressure gradient is small and the 

fluid is experiencing a forced flow, it can be safely considered as independent 

[263]. This also applies to 𝑘 in conduction. Within the temperature range of 

interest, 𝑘 or ℎ must be assessed to be relatively constant for steady state heat 

transfer equations to hold. 

In dealing with the transient convective cooling of a body in fluid, the following 

equation can be derived using the first law of thermodynamics. 

 𝑇 − 𝑇∞

𝑇𝑖 − 𝑇∞
= 𝑒−𝑡 𝑻⁄  

(21) 

 
𝑊ℎ𝑒𝑟𝑒 𝑻 𝑖𝑠 𝑡ℎ𝑒 𝑡𝑖𝑚𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 =  

𝜌𝑐𝑉

ℎ̅𝐴
 

(22) 

𝑇∞ = 𝐹𝑙𝑢𝑖𝑑 𝑇𝑒𝑚𝑒𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒, 𝑇𝑖 = 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝐵𝑜𝑑𝑦 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒, 𝑡 = 𝑡𝑖𝑚𝑒 𝑖𝑛 𝑠𝑒𝑐𝑜𝑛𝑑𝑠,  

𝑉 = 𝐵𝑜𝑑𝑦 𝑉𝑜𝑙𝑢𝑚𝑒 𝑎𝑛𝑑 𝐴 = 𝐵𝑜𝑑𝑦 𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝐴𝑟𝑒𝑎 
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This equation assumes that that body has a uniform temperature and the 

measure of this state is call the Biot Number. Uniformity can be assumed in 

situations where the Biot number is less than 1 [263]. 

 
𝐵𝑖𝑜𝑡 𝑁𝑢𝑚𝑏𝑒𝑟 =

ℎ̅𝐿

𝑘
 

(23) 

The special case of fluid flow over a flat plate is very relevant to this research 

work. When fluid particles make contact with a plate surface, a boundary layer 

develops. The boundary layer profile varies with vertical distance from the wall. 

In convective heat transfer problems, it is necessary to determine whether the 

boundary layer is laminar or turbulent. The convective heat transfer coefficient 

strongly depends on which of these conditions exists. The irregular fluid motion 

in turbulent boundary layers results in mixing of the flow and enhances ℎ̅ 

significantly [268]; [269]. In contrast, in laminar boundary layers, the fluid motion 

is highly ordered. For a flat plate experiencing forced fluid flow over its surface, 

the boundary layer is initially laminar. At some distance from the leading-edge 

fluid fluctuations begin to develop. This is the transition region. Eventually with 

increasing distance from the leading edge, transition to turbulence occurs. This 

is followed by a significant increase in the boundary layer thickness and the 

convective heat transfer coefficient. Also, at this stage, three different zones can 

be observed in the turbulent boundary layer; the laminar sub layer, the buffer 

layer and the turbulent zone where mixing dominates. The location where 

transition to turbulence exists is determined by the Reynold’s number of the 

boundary flow using the distance from the leading edge as the characteristic 

length. For Reynolds number less than 5 𝑋 105 flow is generally laminar. Above 

this value, it becomes turbulent [263]. 

A thermal boundary layer must develop similar to the velocity boundary layer if 

the fluid free stream temperature and that of the flat plate are different. The fluid 

particles that come in contact with the warmer plate achieve thermal equilibrium 

with the plate’s temperature and exchange energy with particles above them. A 

temperature gradient is therefore established. This temperature gradient 
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decreases with distance from the leading edge. Hence, ℎ̅ decreases with 

distance. 

6.3.2 Heat Transfer Coefficient in Heat Exchangers 

The analogy between conductive heat transfer and Ohm’s law in electricity helps 

in analysis of resistance to thermal energy transfer as shown below [263]. 

 
𝑖. 𝑒  𝑄 =

∆𝑇

𝐿
𝑘𝐴⁄

≈ 𝑄 =
∆𝑇

1
𝐴ℎ̅

⁄
≈ 𝑄 =

∆𝑇

∑𝑅
≈ 𝐼 =

𝐸

𝑅
 

(24) 

In the design of heat exchangers, it is often desirable to quantify the total heat 

transfer resistance of the system. Thus, an overall resistance is defined in terms 

of the overall heat transfer coefficient "𝑈𝑡"of a unit. The heat transfer coefficient 

is independent of the system variables and is defined as shown below. 

 
𝑈𝑡 = 𝐴

1

∑𝑅
 (𝑊 𝑚2⁄ )         𝐻𝑒𝑛𝑐𝑒, 𝑄 = 𝑈𝑡𝐴∆𝑇 

(25) 

𝑈𝑡 relates to the total heat flow resistance in the system which comprises of 

conductive, radiative and convective elements depending on the system under 

consideration. Following from this, it can be deduced that heat exchanger fluids 

with low heat conductivity will generally reduce 𝑈𝑡 and vice versa. During design, 

we seek to maximise 𝑈𝑡 by minimising resistance.  

The long-term performance of the unit at duty conditions must be accounted for 

in designing heat exchangers. While most of the material characteristics might 

not change depending on the type of heat exchanger, fouling of the heat 

exchange surfaces of the unit usually occurs in the long term. An empirical value 

called the fouling resistance is thus added to the overall unit resistance when 

computing the heat transfer coefficient for a unit. Tables of typical fouling 

resistance values are available in text for different combinations of fluids, 

operating temperatures, fluid velocities, heat exchanger surfaces and 

maintenance regimes. Fouling resistances varies widely with operating 

conditions. Generally, it would increase with age and decrease with increasing 

fluid velocities [41]. Highly accurate values for fouling resistance can only be 
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gotten from exact replicas of a heat exchanger system in operation and care must 

be taken to account for fouling resistances on all surfaces prone to fouling. In gas 

to gas heat exchangers, it can be observed that fouling does not significantly 

reduce heat transfer coefficient because of the already relatively low values 

compared to cases like liquid-liquid heat transfer with high values of 𝑈𝑡. As shown 

below, in conditions where  𝑈𝑡 < 100 𝑊 𝑚2𝐾⁄ , it can be safely ignored [42]; [263]. 

𝑖𝑓 𝑈𝑡 = 100 𝑊 𝑚2𝐾⁄  

𝐹𝑜𝑢𝑙𝑖𝑛𝑔 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑜𝑟 𝑚𝑜𝑠𝑡 𝑠𝑡𝑎𝑏𝑙𝑒 𝑔𝑎𝑠𝑒𝑠 𝑖𝑛 𝑠ℎ𝑒𝑙𝑙 𝑎𝑛𝑑 𝑡𝑢𝑏𝑒 ℎ𝑒𝑎𝑡 𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒𝑟

=  0.0005𝑚2𝐾 𝑊⁄  

𝐴𝑐𝑐𝑜𝑢𝑛𝑡𝑖𝑛𝑔 𝑓𝑜𝑟 𝑓𝑜𝑢𝑙𝑖𝑛𝑔 𝑖𝑛 𝑡ℎ𝑖𝑠 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 𝑔𝑖𝑣𝑒𝑠 𝑎 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 𝑈𝑡 − 𝑣𝑎𝑙𝑢𝑒 

 
= 

1

1
100 + 0.0005

=  95.23𝑊 𝑚2𝐾⁄  
(26) 

Typical fouling resistance values are given on Figure below 

 

Figure 6-1:  Typical Fouling Resistances [263] 
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6.3.3 Heat Transfer Surfaces 

In heat exchangers, the heat transfer elements are the primary surfaces in direct 

contact with the hot and cold fluids and are responsible for the heat transfer. 

Since heat transfer is directly proportional to the area available for the process, 

the heat transfer elements can also include features, such as fins, used to 

increase the available area for heat transfer. Fins can also be added for structural 

strength, to direct fluid flow or promote mixing of the material to enhance heat 

transfer [270]. Factors that influence surface thermal resistance include: 

 The thermal conductivity, specific heat and fluid viscosity 

 The nature of the fluid flow (laminar/turbulent) 

 Surface roughness of the heat exchange surface [42] 

The nature of a chosen fluid can’t be reasonably changed. Hence, only the last 

two factors provide an opportunity to augment heat transfer in a heat exchanger. 

Fins can be introduced to induce turbulence in the flow field and increase surface 

roughness thereby reducing resistance to the flow of heat [270]. There are 

reasons for considering very carefully the practicality of using fins in the design 

of heat exchangers. The introduction of fins obviously leads to an increase in fluid 

friction [257]; [270]; [271]. With the lack of external pumping power in natural 

ventilation applications, the avenue for this is very limited. Rather the emphasis 

should be on improving or increasing the surface available for heat transfer. 

The equation below defines the temperature along a thin straight fin of uniform 

thickness in the flow direction in a heat exchanger and can be used to evaluate 

the effectiveness of a fin. It is based on the following assumptions [42]. 

 The convective coefficient is uniform over the fin surface. 

 The flow of heat is one dimensional. 

 Heat transfer from the outer thickness of the fin is negligible. 

 𝑇(𝑥) − 𝑇∞

𝑇𝑜 − 𝑇∞
= [

cosh[𝑚(𝐿 − 𝑥)]

cosh(𝑚𝐿)
] 

(27) 
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𝐴𝑛𝑑        𝑚 = √
𝑃ℎ𝑐

𝑘𝐴
 

(28) 

𝑊ℎ𝑒𝑟𝑒 𝑘 = 𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝐶𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦, ℎ𝑐 = 𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑣𝑒 ℎ𝑒𝑎𝑡 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡,  

𝑃 = 𝐹𝑖𝑛 𝑝𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟, 𝐴 = 𝐴𝑟𝑒𝑎, 𝐿 = 𝐹𝑖𝑛 𝑙𝑒𝑛𝑔ℎ𝑡 𝑖𝑛𝑡𝑜 𝑡ℎ𝑒 𝑓𝑙𝑜𝑤,  

𝑇∞ = 𝐹𝑙𝑢𝑖𝑑 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒,  

𝑇𝑜 = 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑎𝑡 𝑡ℎ𝑒 𝑟𝑜𝑜𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑓𝑖𝑛 𝑎𝑛𝑑  

𝑇𝑥 = 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑎𝑡 𝑎 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑥 𝑎𝑙𝑜𝑛𝑔 𝑡ℎ𝑒 𝑓𝑖𝑛   

The fin efficiency relates the performance of a fin to an ideal fin for which the 

temperature is uniform over the entire length and is defined below [42]. 

 
𝐹𝑖𝑛 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 = 𝑛𝑓𝑖𝑛 =

tanh(𝑚𝐿)

𝑚𝐿
 

(29) 

6.4 Heat Exchanger Concept 

Design was defined by Shah et al [257] as an activity aimed at providing complete 

unambiguous description of an engineering system, part of a system or 

component. This description must include a clear specification of the system size, 

component, performance, function and other characteristics important for 

subsequent manufacture and utilisation. Depending on the design project, a 

number of variables are present e.g. cost, size, pressure drop, heat duty, flow 

configuration, number of passes, shape etc. The design process is an iterative 

one to get an optimised solution. This process is often carried out in industry using 

different optimisation techniques. Different combinations of genetic algorithms 

[119]; [272], constructal theory [267]; [273], particle swarm optimization [274], 

biogeography-based optimization [275], have all seen uses in heat exchanger 

design.  

The sheer number of variables to be considered in designing conventional heat 

exchangers (e.g. shell and tube heat exchangers) necessitates the utilisation of 

these mathematical techniques. In simpler applications, where a small number of 
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variables can be prioritised, simpler techniques can be employed. Parametric 

techniques have been used in the development of heat exchangers with good 

correlation with experimental results [276]; [62]; [277]; [278]; [279]; [280]; [281]. 

The method presented in this study uses parametric plots as graphical means of 

quick optimisation. It is based on earlier work done by T.K Poddar et al [282] for 

the optimisation of a shell and tube heat exchanger. The graphs show the 

relationship between the geometry and values of pressure drop and heat duty to 

provide headway in the design process. 

For the ventilation system proposed in this research, spatial restriction is 

prominent since the heat exchanger has to fit within the chimney space below the 

windcatcher. Hence, the development process starts with a preliminary 

geometrical design. Following this, a thermal and pressure preliminary sizing of 

the heat exchanger will be carried out. Lastly, CFD will be used to investigate and 

enhance the preliminary design. These activities are discussed below. 

6.4.1 Problem Specification 

The problem specification provides the basis on which the heat exchanger will be 

designed. The properties that need to be defined at this point are discussed 

below. 

6.4.1.1 Geometry 

The concentric air supply and extract channels of the chimney windcatcher places 

a restriction on applicable heat exchanger geometry. The Base Model design 

produced by the Author for the heat exchanger is shown below. It is cylindrical 

with radial plates around a perforated central tubular core. The design features 

an innovative fluid distribution element. These are end caps on both ends which 

splits the flow through the heat exchanger making it a counter flow configuration 

(Figure 6-2). 
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Figure 6-2: Heat Exchanger and End Caps 

 

Inlet air flow from the windcatcher annular section is split into alternate sections 

of the heat exchanger passages while flow out of the central outlet is through 

passages in the heat exchanger adjacent to those of the inlet. This is illustrated 

in Figure 6-3 below; the blue and red sections represent opposite air streams 

through the end cap. The end caps have been designed by the author to have 

streamlined surfaces to minimize flow resistance. It is also proposed as a future 

design addition that grooves as shown can be added on the heat exchanger plate 

on the side exposed to the outgoing extract air to slant towards the central tubular 

core. This can act to channel condensate in the heat exchanger towards the 

perforated tubular core which can hold an inert chemical desiccant to absorb any 

condensate in the system. The heat exchanger considered in this research is 

without grooves and condensation is not modelled.  
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Figure 6-3: Supply and Extract Flow Paths Through End Caps 

 

6.4.1.2 Operating Conditions 

Since the primary purpose of the system is to recover otherwise lost ventilation 

heat, the environmental design point has been chosen to be a winter case with 

an outdoor temperature of 20𝐶. The response of the heat exchanger to other flow 

rates and temperatures can be quantified by dimensionless parameter of heat 

transfer units discussed under heading 6.2.4. CIBSE recommended indoor 

design conditions for winter in the UK are at an average temperature of 220𝐶 and 

50% relative humidity [23].  

As the temperature of air is reduced at this pressure, its capacity to hold water in 

vapour state reduces and relative humidity (RH) goes up. At 100% RH, the air 

reaches its dew point. Continual heat recovery from the outgoing indoor air at this 

point causes its water vapour content to condense in the heat exchanger. 

Condensation is an efficient heat recovery process. However, it is undesirable in 

this system. In a heat exchanger mounted outdoors and exposed to cold weather, 

condensate freezing can occur. Frost formation over the heat exchanger surfaces 

reduces efficiency and increases pressure drop through the system [45]; [283]; 

[284]. To this end, the heat exchanger is required not to cool the outgoing indoor 

air below dew point, which is 11◦C at the indoor conditions. Hence  140𝐶 has 

been chosen by the author as the desired hot stream outlet temperature. The 

design conditions for the air streams through the heat exchanger is summarised 
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below. The hot stream flows from the room through the heat exchanger and exits 

the system through the windcatcher central outlet. While the cold stream is 

incident air captured through the windcatcher annular inlet and channelled 

through the heat exchanger into the room. As expected, the cold stream rises in 

temperature through the heat exchanger. The thermal energy for this rise is 

derived from the hot stream. Hence, the hot stream reduces in temperature 

through the heat exchanger. 

Hot stream Inlet temperature 𝑇ℎ𝑖 = 220𝐶/295.15𝐾 

Hot stream outlet temperature𝑇ℎ𝑜 = 140𝐶/287.15𝐾 

Cold stream Inlet temperature 𝑇𝑐𝑖 = 20𝐶/275.15𝐾 

The Author chose 𝑇𝑐𝑜 = 200𝐶/293.15𝐾 as the desired temperature to raise the 

cold stream to. This closely matches the existing indoor comfort temperature and 

in operation will minimize the experience of cold draughts within the living space. 

An initial design with the 16 heat exchanger channels has been arbitrarily chosen.  

𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝑎𝑟𝑒𝑎 𝑜𝑓 ℎ𝑒𝑎𝑡 𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒𝑟 𝑒𝑛𝑑 = 0.032𝑚2. 

𝐻𝑒𝑛𝑐𝑒, 𝑡𝑎𝑘𝑖𝑛𝑔 𝑎 𝑠𝑖𝑛𝑔𝑙𝑒 𝑐ℎ𝑎𝑛𝑛𝑒𝑙; 

 
𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝐴𝑟𝑒𝑎 𝐴 =

0.032

16
= 0.002𝑚2 

(30) 

 𝐴𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 ℎ𝑒𝑎𝑡 𝑡𝑜 𝑏𝑒 𝑟𝑒𝑗𝑒𝑐𝑡𝑒𝑑 𝑄 = �̇�𝑐𝑝( 𝑇ℎ𝑖 − 𝑇ℎ𝑜) (31) 

𝐴𝑠𝑠𝑢𝑚𝑖𝑛𝑔 𝑎 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 1𝑚 𝑠⁄ 𝑎𝑠 𝑡ℎ𝑒 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 "V"𝑜𝑓 𝑒𝑥𝑡𝑟𝑎𝑐𝑡 𝑎𝑖𝑟 (𝑖. 𝑒. 𝐻𝑜𝑡 𝑆𝑡𝑟𝑒𝑎𝑚) 

𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝑡ℎ𝑒 𝑐𝑜𝑤𝑙 𝑐𝑒𝑛𝑡𝑟𝑎𝑙 𝑐ℎ𝑎𝑛𝑛𝑒𝑙, 

 𝑀𝑎𝑠𝑠 𝑓𝑙𝑜𝑤 𝑅𝑎𝑡𝑒 �̇� = 𝑉𝐴𝜌 

�̇� = 1 ∗ 0.002 ∗ 1.2305 = 0.0025𝑘𝑔/𝑚3 

(32) 

 𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝐻𝑒𝑎𝑡 𝐷𝑢𝑡𝑦 𝑄 = 0.0025 ∗ 1.00435 ∗ 8 = 20W (33) 

𝑊ℎ𝑒𝑟𝑒 𝜌 = 𝐴𝑖𝑟 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 𝑎𝑡 𝑡ℎ𝑒 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒,  

𝑐𝑝 = 𝐴𝑖𝑟 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 ℎ𝑒𝑎𝑡 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑎𝑡 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒  
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6.4.2 Pressure Drop 

The heat exchange rate in a heat exchanger is highly dependent on the air 

velocity over the heat exchange surfaces. The velocity also relates to the 

pressure drop through the heat exchanger [263]. Hence, successful design of a 

heat exchanger relies on being able to optimise the pressure drop and the heat 

transfer for a given operating condition. Pressure drop in the heat exchanger is 

contributed by fluid friction through the heat exchanger core.  However, due to 

the low velocities of induced air flow through the ventilation system, the pressure 

drop is expected to be low. This is beneficial because there is no pumping power 

available to drive air flow through the heat exchanger. It is essential the pressure 

drop is kept to bare minimum to avoid a stall in the air flow through the system. 

One channel of the heat exchanger has been approximated to a rectangular tube 

section with the longer side of the cross-section fixed at the radius length of the 

cylinder. 

 

Figure 6-4: Heat Exchanger Channel 

A value of 1 Pa has been chosen as the maximum allowable pressure drop per 

channel of the heat exchanger. Assuming a developed flow, pressure drop is 

calculated using the Darcy-Weisbach equation. 
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∆𝑃 =

𝑓𝑙𝜌𝑉2

2𝐷ℎ
 

(34) 

𝑊ℎ𝑒𝑟𝑒 𝑙 = 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 ℎ𝑒𝑖𝑔ℎ𝑡, 𝐷ℎ = 𝐻𝑦𝑑𝑟𝑎𝑢𝑙𝑖𝑐 𝐷𝑖𝑎𝑚𝑒𝑡𝑒𝑟 𝑜𝑓 𝑐ℎ𝑎𝑛𝑛𝑒𝑙,  

𝑓 = 𝑓𝑟𝑖𝑐𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟 𝑎𝑛𝑑 𝑉 = 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 

 
𝐹𝑜𝑟 𝑎 𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑠𝑒𝑐𝑡𝑖𝑜𝑛 𝑤𝑖𝑡ℎ 𝑠𝑖𝑑𝑒 𝑙𝑒𝑛𝑔ℎ𝑡𝑠 𝑎 𝑎𝑛𝑑 𝑏, 𝐷ℎ =

2𝑎𝑏

𝑎 + 𝑏
 

(35) 

 𝑎𝑛𝑑 𝑓 = 70/𝑅𝑒 (36) 

  𝑉 =
�̇�

𝜌𝐴
=

�̇�

𝜌(𝑎𝑏)
 (37) 

 
𝑅𝑒 =

𝜌𝑉𝐷ℎ
𝜇⁄ =

𝜌 ∗ (
�̇�

𝜌(𝑎𝑏)
) ∗ (

2𝑎𝑏
𝑎 + 𝑏

)

1.8𝑒−5
 

(38) 

 𝑓 =
70

𝑅𝑒
=

70

(
𝜌 ∗ (

�̇�
𝜌(𝑎𝑏)

) ∗ (
2𝑎𝑏
𝑎 + 𝑏

)

1.8𝑒−5 )

 (39) 

 

𝐻𝑒𝑛𝑐𝑒 𝑤𝑟𝑖𝑡𝑖𝑛𝑔 𝑡ℎ𝑒 𝐷𝑎𝑟𝑐𝑦 − 𝑊𝑒𝑖𝑠𝑏𝑎𝑐ℎ 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 𝑖𝑛 𝑡𝑒𝑟𝑚𝑠 𝑜𝑓 𝑎 𝑎𝑛𝑑 𝑏 𝑔𝑖𝑣𝑒𝑠: 

 

∆𝑃 =

[
 
 
 
 
 
 
 
 
 70

(
𝜌 ∗ (

�̇�
𝜌(𝑎𝑏)

) ∗ (
2𝑎𝑏
𝑎 + 𝑏

)

1.8𝑒−5 )

∗ 𝑙 ∗ 𝜌 ∗ (
�̇�

𝜌(𝑎𝑏)
)
2

2 ∗ (
2𝑎𝑏
𝑎 + 𝑏

)

]
 
 
 
 
 
 
 
 
 

 

(40) 

𝑊𝑒 𝑘𝑛𝑜𝑤 𝑎𝑠 𝑠𝑡𝑎𝑡𝑒𝑑 𝑎𝑏𝑜𝑣𝑒, ∆𝑃 = 1𝑃𝑎, 𝑎 = 0.096𝑚(𝑖. 𝑒 𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 𝑟𝑎𝑑𝑖𝑢𝑠),  

𝑓𝑟𝑜𝑚 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 32, �̇� = 0.0025𝑘𝑔/𝑠 

𝑎𝑛𝑑 𝜌 = 1.2305𝑘𝑔/𝑚3 

𝑇ℎ𝑖𝑠 𝑙𝑒𝑎𝑣𝑒𝑠 𝑜𝑛𝑙𝑦 𝑙 (= 𝐻𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑢𝑙𝑎𝑟 ℎ𝑒𝑎𝑡 𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙) 

𝑎𝑛𝑑 𝑏 (= 𝑏𝑟𝑒𝑎𝑑𝑡ℎ 𝑜𝑓 ℎ𝑒𝑎𝑡 𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑐𝑟𝑜𝑠𝑠𝑠𝑒𝑐𝑡𝑖𝑜𝑛)𝑎𝑠 𝑡ℎ𝑒 𝑜𝑛𝑙𝑦 𝑢𝑛𝑘𝑛𝑜𝑤𝑛𝑠 
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6.4.3 Heat Duty 

The thermal design is based on Newton’s law of cooling equations which relates 

the heat transfer rate with the heat transfer coefficient in an isobaric open non-

adiabatic system [257]. Assuming a thermally developed flow; 

 𝑄 = ℎ𝐴(𝑇𝑠 − 𝑇∞) (41) 

𝑊ℎ𝑒𝑟𝑒 𝐴 = 𝐻𝑒𝑎𝑡 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑎𝑟𝑒𝑎, ℎ = 𝐻𝑒𝑎𝑡 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 

𝑇∞ = 𝐹𝑙𝑢𝑖𝑑 𝑏𝑢𝑙𝑘 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑎𝑛𝑑 𝑇𝑠 = 𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 

Using this equation, designing a heat exchanger can be a case of finding the right 

heat exchanger surface area to satisfy a required value of ℎ and ∆𝑇. 

When analysing the heat transfer from a surface exposed to a fluid, the Nusselt 

number 𝑁𝑢 quantifies the ratio of conductive thermal resistance 𝑙/𝐾 to the 

convective thermal resistance 1/ℎ [285]. This can be used to calculate the value 

for ℎ as shown below. 

 𝑖. 𝑒. 𝑁𝑢 =
ℎ𝐷ℎ

𝑘
 , 𝐻𝑒𝑛𝑐𝑒, ℎ =

𝑁𝑢𝑘

𝐷ℎ
 (42) 

𝑊ℎ𝑒𝑟𝑒 𝑘 = 𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑓𝑙𝑢𝑖𝑑 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝑎𝑡 𝑓𝑖𝑙𝑚 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑖. 𝑒. (𝑇𝑠

+ 𝑇∞)/2 

𝑆𝑡𝑖𝑙𝑙 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑖𝑛𝑔 𝑡ℎ𝑒 ℎ𝑜𝑡 𝑠𝑡𝑟𝑒𝑎𝑚 𝑎𝑠 𝑤𝑒 𝑑𝑖𝑑 𝑖𝑛 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 31, 𝑤𝑒 𝑎𝑠𝑢𝑚𝑒 𝑡ℎ𝑎𝑡 𝑡ℎ𝑒 𝑝𝑙𝑎𝑡𝑒  

𝑟𝑒𝑚𝑎𝑖𝑛𝑠 𝑎𝑡 𝑡ℎ𝑒 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑜𝑙𝑑 𝑠𝑡𝑟𝑒𝑎𝑚  

 𝑖. 𝑒. 𝑇𝑠 =
𝑇𝑐𝑜 + 𝑇𝑐𝑖

2
=

293.15 + 275.15

2
= 284.15𝐾 (43) 

𝑎𝑛𝑑 𝑡ℎ𝑒 𝑓𝑙𝑢𝑖𝑑 𝑏𝑢𝑙𝑘 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑖𝑠 𝑡ℎ𝑒 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑜𝑓 𝑡ℎ𝑒 ℎ𝑜𝑡 𝑠𝑡𝑟𝑒𝑎𝑚 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 

 𝑖. 𝑒. 𝑇∞ =
𝑇ℎ𝑜 + 𝑇ℎ𝑖

2
=

295.15 + 287.15

2
= 291.15𝐾 (44) 

 
(𝑇𝑠 + 𝑇∞)

2
=

284.15 + 291.15

2
= 287.65𝐾 (45) 

𝐼𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑛𝑔 𝑓𝑜𝑟 𝑘 𝑎𝑡 287.65 𝑔𝑖𝑣𝑒𝑠;  𝑘 = 0.02526 𝑊/𝑚𝐾 [23] 

From the above definition of the Nusselt number, it can be deduced that, when 

the convective thermal resistance is high, the Nusselt number tends to unity and 

conduction dominates the heat transfer process. This is typical of laminar flows. 

On the other hand, in turbulent flows, the convective thermal resistance is low 

and convective heat transfer dominates the process [268]; [285]. 
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Many empirical correlations are available for quantifying the Nusselt number for 

different cross-sections. For laminar forced flow heat transfer in vertical 

rectangular tubes, the Nusselt correlation is given below [286]. 

 𝑁𝑢 = 1.94 + 0.659𝑟 − 0.02496𝑟2 = 1.94 + 0.659
𝑎

𝑏
− 0.0249(

𝑎

𝑏
)
2

 (46) 

𝑊ℎ𝑒𝑟𝑒 𝑟 = 𝑎/𝑏 

 
𝑇ℎ𝑢𝑠 ℎ =

(1.94 + 0.659
𝑎
𝑏

− 0.0249(
𝑎
𝑏
)
2
) ∗ 𝑘

2𝑎𝑏
𝑎 + 𝑏

 
(47) 

𝑊𝑟𝑖𝑡𝑖𝑛𝑔 𝑡ℎ𝑒 𝑁𝑒𝑤𝑡𝑜𝑛′𝑠 𝐿𝑎𝑤 𝑜𝑓 𝐶𝑜𝑜𝑙𝑖𝑛𝑔 𝑖𝑛 𝑡𝑒𝑟𝑚𝑠 𝑜𝑓 𝑎 𝑎𝑛𝑑 𝑏 𝑔𝑖𝑣𝑒𝑠: 

 
𝑄 = (

(1.94 + 0.659
𝑎
𝑏

− 0.0249(
𝑎
𝑏
)
2
) ∗ 𝑘

2𝑎𝑏
𝑎 + 𝑏

) ∗ (2(𝑎 + 𝑏) ∗ 𝑙) ∗ (𝑇𝑠 − 𝑇∞) 
(48) 

6.4.4 Sizing 

It has been possible to express the thermal and pressure duty of the heat 

exchanger by taking a single channel and approximating it to a rectangular 

channel with the breath fixed at the radius of the cylindrical geometry. The two 

resultant equations are given below: 

 

∆𝑃 =

[
 
 
 
 
 
 
 
 
 70

(
𝜌 ∗ (

�̇�
𝜌(𝑎𝑏)

) ∗ (
2𝑎𝑏
𝑎 + 𝑏

)

1.8𝑒−5 )

∗ 𝑙 ∗ 𝜌 ∗ (
�̇�

𝜌(𝑎𝑏)
)
2

2 ∗ (
2𝑎𝑏
𝑎 + 𝑏

)

]
 
 
 
 
 
 
 
 
 

 

Equation 

40 

 
𝑄 = (

(1.94 + 0.659
𝑎
𝑏

− 0.0249(
𝑎
𝑏
)
2
) ∗ 𝑘

2𝑎𝑏
𝑎 + 𝑏

) ∗ (2(𝑎 + 𝑏) ∗ 𝑙)

∗ (𝑇𝑠 − 𝑇∞) 

Equation 

48 

 

𝑊ℎ𝑒𝑟𝑒 ∆𝑃 = 1𝑃𝑎, 𝑎 = 0.096𝑚,  �̇� = 0.0025𝑘𝑔 𝑠⁄ , 𝑘 = 0.02526𝑊 𝑚𝐾⁄ , 𝜌

= 1.231𝑘𝑔 𝑚3, 𝑄 = 20W⁄  
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In these equations, the two geometrical parameters 𝑙 and 𝑏 are unknowns. These 

equations can be solved simultaneously and the relationships between the 

different variables can be explored. In reality, the relationship between these 

variables is far more complex and the rigorous equation development is beyond 

the scope of this work as this process is only intended to provide a start point for 

the heat exchanger development. The pressure drop performance will be 

prioritised over that of heat exchange. 

The graph in Figure 6-5 is a plot of the solution of equations 40 and 48 showing 

the relationship between pressure drop and heat transfer rate for 𝑙 = 0.8𝑚 at 𝑏 =

0.02𝑚. It can be observed that the heat transfer rate approaches a limiting value. 

 

 

Figure 6-5: Heat Exchanger Pressure vs Heat Transfer Rate Graph 

 

At the same length, the relationship between the channel breadth 𝑏 and pressure 

drop is shown in Figure 6-6. As expected, decreasing the value of 𝑏 progressively 



 

157 

narrows the channel cross-section and increases pressure drop through the 

channel.  

 

 

Figure 6-6: Heat Exchanger Pressure Drop vs Channel Breadth Graph 

 

Figure 6-7 shows the relationship between heat transfer rate and channel length 

𝑙 at fixed channel cross-sectional breadth 𝑏 = 0.02𝑚. Increasing channel lengths 

presents larger heat transfer areas which consequently increases the heat 

transfer.  
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Figure 6-7: Heat Exchanger Channel Length vs Heat Transfer Rate Graph 

 

In Figure 6-8, the pressure drop ∆𝑃 𝑖𝑠 1𝑃𝑎. The relationship between channel 

length 𝑙 and breadth 𝑏 is shown. When the channel length 𝑙 increases, to maintain 

the same pressure drop, channel breadth 𝑏 must also increase accordingly. 
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Figure 6-8: Heat Exchanger Channel Length vs Channel Breadth Graph 

 

This method provides a graphical means of optimising the heat exchanger 

geometry for rapid preliminary design when important design parameters are 

known. In Figure 6-9, the relationship between channel breadth 𝑏, heat transfer 

rate 𝑄 and Pressure drop ∆𝑃 at fixed length  𝑙 = 0.8𝑚 is shown. 
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Figure 6-9: Heat Exchanger Design Point Graph 

 

The optimal channel breadth 𝑏 can be deduced when the pressure drop 𝑃 = 1𝑃𝑎 . 

The corresponding heat transfer rate 𝑄 can also be read off the graph. 

𝑇ℎ𝑢𝑠 𝑤ℎ𝑒𝑛 𝑃 = 1𝑃𝑎,   �̇� = 0.0025 𝑘𝑔 𝑠⁄ , 𝑙 = 0.8𝑚, 𝑎 = 0.096𝑚, 

 𝑏 = 0.015𝑚, 𝑎𝑛𝑑 𝐷ℎ = 0.026𝑚, 

  𝑄 = 6.012𝑊 𝑓𝑜𝑟 𝑎 𝑠𝑖𝑛𝑔𝑙𝑒 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 (49) 

The sectional dimension of the cylindrical heat exchanger is fixed by that of the 

windcatcher and equal to the area of its base. 

𝑇ℎ𝑢𝑠, 

 𝐶𝑟𝑜𝑠𝑠 − 𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑎𝑟𝑒𝑎 𝑝𝑒𝑟 𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 = 0.015 ∗ 0.096 

= 0.00144𝑚2 

(50) 

 𝐶𝑟𝑜𝑠𝑠 − 𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑐𝑦𝑙𝑖𝑛𝑑𝑟𝑖𝑐𝑎𝑙 ℎ𝑒𝑎𝑡 𝑒𝑥𝑐ℎ𝑛𝑎𝑔𝑒𝑟

= 0.032𝑚2 

(51) 

𝐹𝑟𝑜𝑚 𝑡ℎ𝑒 𝑐𝑟𝑜𝑠𝑠 − 𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟, 𝑤𝑒 𝑐𝑎𝑛 𝑔𝑒𝑡  
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 0.032𝑚2

0.00144𝑚2
= 22 𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑠 𝑜𝑓 0.00144𝑚2 𝑒𝑎𝑐ℎ 

(52) 

Only half of these channels will carry the hot stream of air.  

Allowing a margin of 30%  to account for errors due to differences in channel 

geometry; the Author has chosen to have 8 channels for each flow stream. This 

approximation has prioritised the pressure drop performance to provide a start 

point for the heat exchanger design which is subsequently investigated with CFD. 

The heat transfer equation (48) is less accurate for the geometric approximation 

and its more accurate prediction is deferred to CFD analysis. 

6.5 Analysis and Results 

6.5.1 Heat Transfer Optimization 

The heat exchanger is required to temper cold air captured by the wind catcher 

and supply it to the living space at an acceptable rate. It can do this by satisfying 

the required heat duty within a band of expected air temperatures without stalling 

air flow through the central and annular flow channels. A minimum air flow rate of 

0.00525 𝑚3 𝑠⁄  is required for adequate ventilation as established in equation 1. 

Hence, pressure drop through the heat exchanger should guarantee this flow rate 

at most external wind conditions as a minimum.  

CFD is an established method in the development of heat exchangers [216]. The 

thermal and flow performance of the heat exchanger was investigated in Ansys 

Fluent v14. The simulation was carried out as a turbulent incompressible flow at 

steady state wind speeds. 

6.5.2 Final Prototype 

The heat exchanger prototype is shown on Figure 6-10. It has 0.8 meters in length 

with 16 channels; 8 in each flow direction. Staggered columns of 3mm concentric 

copper rings have been added as shown to induce turbulence in the fluid flow 

and break up the formation of boundary layers. Passive methods of heat transfer 

augmentation like this improve heat transfer performance of heat exchangers 

[270]. 
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Figure 6-10: Final Prototype 

 

In laminar fluid flow, heat transfer is largely limited to molecular conduction 

through the layers of fluid [42]. However, in turbulent flows, heat transfer is greatly 

enhanced by mixing which causes the bulk transport of heat and momentum by 

turbulent eddies in the fluid [263]. In fluid flow through a fixed length of channel, 

the onset of turbulent flow is governed by the Reynolds number; consequently, 

the velocity. Turbulent flows are readily achieved at high velocities. However, the 

velocity at which turbulence is achieved can be reduced by different means. One 

way is by introducing geometric features that constantly bursts the build-up of the 

boundary layer and causes significant mixing of the fluid [287]; [288]; [289]. This 

has the disadvantage of introducing flow obstructions, consequently increasing 

pressure drop. The right balance of tolerable pressure drop and heat transfer 

enhancement must be found. Generally, features like this should be introduced 

at points where boundary layer thickness build-up starts becoming excessive 

(e.g. at points well into the channel because boundary layer thickness at 

entrances are thin) and then at subsequent intervals to prevent downstream re-

attachment and build-up. 
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6.5.2.1 Simulation Set-Up 

The following sub-sections discuss the Ansys Fluent v14 software settings and 

specifications applied in carrying out the heat exchanger simulations. 

6.5.2.1.1 Simulation Model 

A 3D model of the heat exchanger was modelled and assembled in Autodesk 

Inventor 2013. The solid heat exchanger and end-cap parts have been removed 

to derive 3D sections representing just the air fluid parts. As the walls are 

relatively thin here, they were modelled as 0.3mm thick shells to reduce 

computational effort. With this option, one layer of virtual cells is created to 

compute conduction not only in the direction normal to the wall, but also in the 

plane of the wall.  

As shown in Figure 6-11, the resultant simulation model consists of two air 

sections. The annular air supply section receives inlet air flow from the 

windcatcher through the heat exchanger end caps. This flows through the heat 

exchanger interleaved with the central extract flow from the windcatcher central 

outlet.  

The air section in the extract and supply channels were extended by 

approximately 1m on both sides of the end-caps to allow for flow development 

before entering the heat exchanger. 
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Figure 6-11: Simulation Model (Rings not shown) 

 

To further reduce computational effort, only a quarter of the model was used. The 

model was divided at the vertical and horizontal planes shown. The surfaces 

created by dividing the model is that of symmetry where flow properties on either 

side mirrors the other.  

6.5.2.1.2 Material 

The material was set as air with the default properties of density, specific heat, 

thermal conductivity and viscosity. This is a safe assumption in incompressible 

forced flow simulations where air velocities are well below Mach 0.3 as the little 

variations in material properties will not significantly affect the flow and heat 

exchange results [195]. All heat exchange surfaces were specified as 0.3mm 

thick copper plates with a constant thermal conductivity equal to 387.6 𝑊 𝑚𝐾 ⁄ . 

6.5.2.1.3 Boundary Conditions 

Since the heat exchanger is a counter-flow configuration, each end has an inlet 

and outlet for opposite air streams. Flow outlets were set to zero-gauge pressure 

to simulate an inflow/outflow surface. This static pressure is held constant over 

these surfaces to represent that of the environment external to the simulation 
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domain. The two perpendicular symmetry surfaces were modelled as symmetry 

boundaries where the normal velocity and gradients of all variables are zero. 

At inlets, uniform profile of the simulated velocities was applied normal to the 

surface of each channel. The velocities were obtained from the results of the final 

windcatcher simulations as shown on Figure 5-55. They are mass-weighted 

averages taken at the relevant channel surfaces. “Annular Inlet velocities” were 

applied at the annular supply channel inlets and “Central outlet velocities” were 

applied at the central extract channel inlets. This is representative of average flow 

velocities through the heat exchanger at the corresponding incident air speeds. 

Two thermal boundary conditions were applied; the air through the annular 

channel was set at 20𝐶 at its inlet and that of the central channel was also set 

at 220𝐶 at its inlet at the opposite end.  

All other surfaces were left in their default state. Ansys Fluent v14 automatically 

model these surfaces as smooth non-slip walls where tangential fluid velocity is 

equal to that of the wall (equal to zero) and normal velocity component is zero. 

6.5.2.1.4 Meshing 

Ansys v14 Meshing Advanced Sizing Function defines optimum element sizes to 

capture areas of strong curvature, and close proximity to neighbouring geometry 

in the model. This function was used to define a patch conforming tetrahedral 

mesh for the assembly. This was adjusted using the high smoothing and a “fine” 

setting for Relevance Centre. 20 inflation layers were specified on the wall 

boundaries to adequately resolve gradients at the walls using a 𝑦+ value of 1. 

This provides a better resolution of flow in this region. Other meshing controls 

were left at their default values as summarised in Figure 6-12. The resultant mesh 

has 8.7 million cells. 
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Figure 6-12: Ansys Mesh Settings 

6.5.2.1.5 Solving 

1000 Steady state simulations were specified using the SST K-Omega turbulence 

model. The coupled Pressure-Based Solver was chosen for simulations. Hybrid 

initialization was utilized to give an initial value before iteration can begin. A 

realistic initial guess improves solution stability and accelerates convergence.  

Solution monitors were set to monitor air outlet temperatures and pressures. The 

values recorded at these points were used to determine the convergence state 

of the solution i.e. the solution was thought to have converged when the solution 

remained unchanged, the solution residuals are below a 10-3 tolerance and for 

energy, below 10-6. Mass balance between inflow and outflow was specified to a 

tolerance of 10e-4. 

A mesh independence study was conducted at 2.5 m/s flow velocity and inlet 

temperatures of 2◦C (annular channel) and 22◦C (central channel) to determine 

the optimum mesh for the simulation. At converged solutions, 4 subsequent mesh 

refinements were performed based on scaled gradients of velocity in the entire 

domain. All regions with gradients higher than 10% of the maximum were marked 

and adapted. As shown on Table 6-1 solutions of pressure drop and temperature 
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change for the flow streams were broadly similar for all meshes in both channels. 

Nevertheless, Mesh 3 was chosen as it gives a good balance between 

computational effort and mesh refinement in areas of high gradient. 

 

   Mesh 1 Mesh 2 Mesh 3 Mesh 4 

  Cell count (millions) 8.7 10.3 12.9 16.4 

Supply Channel 
Pressure Drop (Pa) 3.52 3.79 4.10 4.09 

Temperature Change 
(Kelvins) 2.78 3.33 3.56 3.56 

Extract Channel 
Pressure Drop (Pa) 1.22 1.54 1.88 1.86 

Temperature Change 
(Kelvins) 7.87 8.21 8.70 8.69 

Table 6-1: Mesh Independence Test results 

 

6.5.2.2 CFD Simulation Results and Discussion 

The following sub-sections discuss the thermal and flow results from CFD 

simulations  

6.5.2.2.1 Thermal Performance: 

Figure 6-13 below shows the temperature change for each air stream through the 

heat exchanger. At the lowest wind speed, a significant proportion of heat 

contained in the extract flow was recovered causing a fluid temperature drop 

of 140𝐶. This temperature difference readily decreases as the air flow rate 

increases. At flow rates generated by a 4.5𝑚 𝑠⁄  wind incident on the windcatcher, 

the temperature drop reduces to 6.960𝐶. 
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Figure 6-13: Supply and Extract Flow Temperature Change 

 

Incident Wind Speed 

(m/s) 

Annular Inlet Flow 

Velocity (m/s) 

Central Outlet Flow 

Velocity (m/s) 

0.50 0.08 0.12 

1.50 0.27 0.31 

2.50 0.48 0.77 

3.50 0.72 1.15 

4.50 0.92 1.64 

Table 6-2 Equivalent Channel Velocities at Wind Speeds 

 

The focus here is on the extract flow because it contains the heat energy to be 

recovered, and the performance of the heat exchanger is based on its ability to 

do this recovery. The temperature rise of the supply flow is largely dependent on 

0.5 1.5 2.5 3.5 4.5

Heat Exchanger Supply ∆T 5.55 3.37 3.56 3.25 3.24

Heat Exchanger Extract ∆T 14.18 11.60 8.70 7.85 6.96

0.00

2.00

4.00

6.00

8.00

10.00

12.00

14.00

16.00

∆
T

Incident Wind Speed (m/s)



 

169 

its flow rate. In the planned operation of this system, the air supply flow rate will 

be adjustable at room level inlet with a damper. It follows that at high flow rates, 

the temperature gain of the supply air will be low and at low flow rates, it will be 

high. This corresponds to results gotten by M. Simonetti et al [86] in their study 

of a low Reynolds number plate heat exchanger with rectangular channels. 

Figure 6-14 shows the heat exchanger effectiveness. At low flow rates equivalent 

to low incident wind speeds on the windcatcher, it is quite high at 71%. This 

readily reduces to 35% as the flow rate through the heat exchanger increases.  

 

Figure 6-14: Heat Exchanger Effectiveness 

 

Figure 6-15 to Figure 6-17 shows the distribution of temperature and flow through 

the heat exchanger at flow rates generated by a 2.5m/s incident wind on the 

windcatcher. Similar patterns were observed for all simulated scenarios. A 

gradual temperature change in each flow stream can be seen. Velocity 

distribution shows an area of flow separation towards the heat exchanger axis at 

the inlets. The heat flux at this location is very low and the heat transfer surface 
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is not efficiently used, thereby affecting overall performance of the heat 

exchanger [290]. The evidence of this can be seen on the heat flux contour in 

Figure 6-18 as the deep blue area. 

 

Figure 6-15: Annular Supply Flow Temperature Contour 
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Figure 6-16: Centre Extract Flow Temperature Contour 

 

 

Figure 6-17: Velocity Contour of Centre Channel Flow through Heat Exchanger 
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An observation of the heat flux distribution over the heat exchange surfaces 

shows that it is relatively constant along the flow direction. This is characteristic 

of counter flow heat exchangers. There is an increase at the flow inlet area where 

the air velocity is higher and, around the rings where turbulence is induced. In 

areas where the rings are absent, a reduced heat flux is observed. Therefore, the 

introduction of these features in these areas served to increase the heat flux.  

 

Figure 6-18: Heat Flux on Heat Transfer Surfaces of Heat Exchanger 

 

As expected the staggered arrangement of cylindrical ring turbulators introduce 

some turbulence into the flow as shown on the plot of turbulence intensity. This 

increases the average turbulence of the entire flow and consequently the heat 

transfer. This corresponds to results gotten by T. Tahseen et al [291] when they 

investigated different arrangement of cylindrical turbulators. This is more evident 

towards the flow outlets where it can be seen that turbulence is generally 

decreased except around the pins.  
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Figure 6-19: Turbulence Intensity Through Heat Exchanger Channel 

 

6.5.2.2.2 Pressure Performance: 

The graph in Figure 6-20 shows the pressure drop across the heat exchanger at 

the incident wind speeds shown. These are mass-weighted values of total 

pressure taken at planes parallel to the heat exchanger end cap outer end 

locations. As expected, the pressure drop is quite low at low flow velocities but 

increases as the incident wind speed increases. The trends for both annular and 

centre channels of the heat exchanger are also similar with the annular supply 

section experiencing a bigger pressure drop compared to the centre extract flow. 

Values for pressure drop are shown below on Figure 6-20. Pressure drop was 

less than 1Pa at 0.5m/s. This increased to a maximum of 13Pa through the 

Supply channel at 4.5m/s wind speed. 
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Figure 6-20: Heat Exchanger Pressure Drop  

 

 

Figure 6-21: Contour of Pressure Distribution at 2.5m/s Incident Wind Speed 
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6.5.2.3 Whole System Performance 

A CFD investigation was carried out on the proposed system as a unit consisting 

of the windcatcher with heat the exchanger attached to its base. This was 

simulated in Ansys Fluent in 3D and reported in the following sections.  

6.5.2.3.1 Simulation Model 

Some simplifications were carried out to reduce computational effort for this larger 

model. All solid parts have been removed to derive sections only representing the 

fluid flow. The simulation was also carried out for half of the entire system along 

its vertical symmetry as done for previous simulations in this study. The heat 

exchanger walls were modelled as 0.3mm thick copper shells. This allowed the 

computation of conduction in both the normal and planar direction of the wall. The 

heat exchanger’s cylindrical ring turbulators were also extracted from the model 

to reduce computational effort. The effect of the turbulators would be to increase 

thermal performance of the system with minimal pressure drop. This can be 

thought of as additive performance quantities that can be easily accounted for 

after a simulation without these features. The simulation domain is also reduced 

in size. The lower limits of domain size recommendations from Franke et al [246] 

has been adopted. In previous simulations, the domain size was generous and 

above these minimums. Following techniques adopted in previous simulations to 

make meshing easier, the domain has also been divided into 4 parts representing 

the annular, central, cowl and wind air sections. The interfaces of these parts 

have shared topology and are modelled as internal surfaces. With this option 

Fluent treat the interfaces as internal domains of the fluid and they are meshed 

together. The symmetry through the heat exchanger was cut at a plane through 

the fluid streams to create four cold stream of annular supply air flow bounded on 

both sides by three full and two halves of extract flow hot streams. The annular 

and central sections of air flow were extended by 1.5m below the heat exchanger 

to allow for flow development. All values for post-processing were taken at the 

relevant domain planes as mass-weighted average values of the quantity of 

interest. 
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Figure 6-22 Whole System Simulation Domain 

 

 

Figure 6-23 Symmetry through Heat Exchanger 
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6.5.2.3.2 Boundary Conditions 

The cell zone conditions were set as air. Uniform velocity boundary conditions of 

0.5m/s, 1.5m/s, 2.5m/s, 3.5m/s and 4.5m/s were applied normal to the domain 

inlet to create 5 simulation scenarios representative of these wind speeds. The 

opposite domain outlet and terminal surfaces of the annular and central channels 

were all set as pressure outlets. Symmetry boundary condition was also applied 

at the model symmetry plane, top and opposite side of the domain. Two thermal 

boundary conditions were applied. The applied air velocities at the domain inlet 

were all set at a temperature of 20𝐶. At the lower part of the domain on the surface 

of the central channel, a temperature of  220𝐶  was applied. These are 

representative of a cold outdoor winter condition and a heated indoor condition 

as defined in section 6.4.1.2 under operating conditions. All other surfaces were 

left in their default state. Ansys Fluent automatically model these surfaces as 

smooth non-slip walls.  

6.5.2.3.3 Meshing 

Ansys Meshing was used to define optimum tetrahedral element sizes for each 

part making up the model to capture areas of strong curvature and close proximity 

especially within the heat exchanger. The model was subsequently meshed 

sequentially starting with the annular section, the cowl section, the central air 

section, then the wind section. This allowed for optimum part-based mesh 

generation. 10 inflation layers were specified on all wall boundaries to adequately 

resolve gradients at the walls using a 𝑦+ value of 1. This provides a better 

resolution of flow in this region. The resultant mesh had 12 million cells. A mesh 

independence study was carried out at 2.5m/s wind speed where subsequent 

simulation were run to convergence and checked for the value of  𝑦+ within the 

cowl and heat exchanger flow sections. Mesh refinements were also carried out 

based on gradient and curvature of velocity within the general flow domain. The 

average through the channel sections were monitored alongside the air 

temperature change. Mesh 3 (Table 6-3) provided the best balance between 

computational resource and accuracy. The final mesh count after 4 refinements 

was 19.5 million cells.  
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   Mesh 1 Mesh 2 Mesh 3 Mesh 4 

  Cell count (millions) 12 17 19.5 23 

Supply Channel 

Mass-weighted average 
velocity(m/s) 0.6 0.45 0.48 0.47 

Temperature Change 
(Kelvins) 5 5.5 5.67 5.65 

Extract Channel 

Mass-weighted average 
velocity(m/s) 0.55 0.58 0.6 0.6 

Temperature Change 
(Kelvins) 2.02 2.24 2.26 2.25 

Table 6-3 Whole System Mesh Independence Study 

6.5.2.3.4 Solving 

2000 Steady state simulations were specified using the SST K-Omega turbulence 

model and coupled Pressure-Based Solver. Solution monitors were set to monitor 

air outlet temperatures and velocities. These were used in conjunction with the 

solution residuals to judge convergence. The solution was thought to have 

converged when the solutions remained unchanged, the solution residuals are 

below a 10-3 tolerance and for energy, below 10-6.  

6.5.2.3.5 Flow Performance 

At all simulated wind speeds the system channels showed the desired flow 

configuration i.e flow in the annular channels was downwards as supply and that 

in the central channel was upwards as extract flow. 
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Figure 6-24 System Windcatcher Velocity Vector at 0.5m/s Wind Speed 

 

 

Figure 6-25 System Heat Exchanger Extract Velocity Vector t 0.5 m/s Wind Speed 
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The flow through the supply channel increased from 0.07m/s at 0.5m/s incident 

wind speed to 0.94m/s at 4.5m/s incident wind speed (Figure 6-26). The extract 

flow was faster at all wind speeds. However, due to the difference in channel 

cross-sectional area (The annular supply channel total cross-sectional area is 

twice that of the central extract channel), the volume flow rates through both 

channels differ in value in the reverse order (Figure 6-27). Across all scenarios, 

the central outlet extract flow rate was on the average 37% less than that of the 

inlet supply flow. This is desirable as buoyancy will add to the extract flow rate 

bringing it closer to the supply flow rate. A significantly stronger extract flow 

through the central channel can induce severe short-circuiting at room level.  

 

Figure 6-26 System Channel Velocities 

Ventilation performance for 27𝑚3 test room is plotted on Figure 6-27. At every 

simulated wind speed above ~1m/s, the system was able to supply ventilation air 

flow above the CIBSE recommended minimum of 0.7ach. The ventilation 

performance was 0.3ach at 0.5m/s incident wind speed. This increased to 4.5ach 

at 4.5m/s incident wind speed. The ventilation performance of the system as a 

unit (windcatcher and heat exchanger) is compared on Figure 6-28 with that of 
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the windcatcher alone from Figure 5-56. The system ventilation performance was 

10% lower on the average due to the heat exchanger resistance in the flow path.    

 

Figure 6-27 System Ventilation Performance 
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Figure 6-28 System vs Windcatcher Ventilation Performance 

 

The flow through the system was also not uniform. The flow through the heat 

exchanger-only model was uniform across the cross-section compared to that of 

the system scenario where flow entry was through frontal annular supply channel 

with all others closed. The section facing the incident wind direction showed an 

overall faster air flow through the entire system. The heat exchanger did not 

temper this flow non-uniformity as high energy flow was still observed on the 

frontal side of the annular supply channel below the heat exchanger. In contrast, 

flow through the central extract channel was relatively uniform.  
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Figure 6-29 Velocity Contour 4.5m/s Wind Speed 

 

6.5.2.3.6 Thermal Performance 

Figure 6-30 shows the temperature change of each channel flow through the 

system. The slower annular supply flow gained 9 degrees as it flowed through 

the system when the wind was incident at 0.5m/s. This decreased to about 4.5 

degrees as the wind speed increased to 4.5m/s. The temperature change in the 

central extract flow varied in the reverse order by increasing from 1 degree to 

2.71 degrees. This is due to the flow rate variation (Figure 6-27). As the wind 

speed increases, the difference in flow rate through the channels become larger 

with the supply flow rate peaking significantly above that of the extract flow rate 

at 4.5m/s wind speed. This has the effect of removing more energy from the 

extract flow at higher wind speeds while decreasing the bulk temperature gain of 

the supply flow. 

Faster Flow in Frontal Section 
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Figure 6-30 System Channel Flow Temperature Change 

 

 In Figure 6-31, the heat exchanger effectiveness of the system has been plotted 

and compared with that of the heat exchanger alone from Figure 6-13. 

Effectiveness for the system peaked at 46% at 0.5m/s wind speed. This steadily 

decreased to 22% at 4.5m/s wind speed. In comparison with the heat exchanger 

unit performance. The thermal performance was reduced by an average of 27% 

when the system is integrated as a unit.  
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Figure 6-31 System vs Heat Exchanger Effectiveness 

 

This performance reduction can be attributed to the non-uniform pattern of 

annular supply flow through the system (Figure 6-29). In the heat exchanger-only 

simulation from Figure 6-13, the flow values were uniformly applied at the channel 

inlets. In this simulation, flow through the heat exchanger was unevenly 

distributed at all wind speeds with high energy flow towards the frontal portion of 

the supply channel. This created colder high heat exchange conditions in this 

region compared to hotspots at the back section (Figure 6-32, Figure 6-33 and, 

Figure 6-34).  
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Figure 6-32 Temperature Contour at 0.5m/s Wind Speed 

 

 

Figure 6-33 System Temperature Contour at 4.5m/s Wind Speed 
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Figure 6-34 Temperature Contour- Zoomed 

 

The temperature contour also confirmed an earlier observation made in section 

5.2.2 regarding the extract flow path. It was mentioned that the primary exit 

path(s) for the extract air flow is through the dome section(s) at the sides. 

Temperature contours of the windcatcher revealed this at every wind speed as 

the warm extract air flow warmed up the side dome sections of the windcatcher 

(Figure 6-35). 

 

Figure 6-35 Windcatcher Temperature Contour at 0.5m/s Wind Speed 
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6.5.2.3.7 Pressure Performance 

The pressure performance is plotted on Figure 6-36 below and compared with 

the heat exchanger-only scenario. As shown below, the pressure drop values are 

quite low at low flow velocities but increases as the incident wind speed 

increases. The trends for both annular and centre channels of the system are 

also similar to those of the heat exchanger alone. The pressure drop for the 

system as a whole was lower at all wind speeds compared to that of the heat-

exchanger. This difference can also be attributed to the non-uniformity of flow 

within the system compared to that of the heat-exchanger alone scenario. 

Pressure drop through the system was negligible and less than 0.1Pa at 0.5m/s 

and this increased to a maximum of 7.12 Pa through the Supply channel at 4.5m/s 

wind speed. 

 

 

 

Figure 6-36 System vs Heat Exchanger Pressure Drop 
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7 DESIGN OF VALIDATION EXPERIMENTS 

The need for experimental testing is borne out of the limitations imposed by 

numerical CFD techniques. These limitations are largely the range of 

assumptions made in CFD to make computation easier. Although, the theory and 

numerical approximations of incompressible flows in CFD has been highly 

developed and resilient, there are many important features of fluid flow and 

interactions like turbulence and boundary layer interactions that cannot be fully 

accounted for. While advanced CFD techniques like Large Eddy Simulation 

(LES) presents a more accurate method in theory to predict fluid behaviour, the 

computational resources required for it is immense. Investigative work such as 

carried out in this research will typically require up to 100million elements when 

meshed and will take up to 16 days to simulate a 30 second event [196]. Hence, 

experimentation is indispensable because it provides concrete data which can be 

used to further refine theories and determine the influence of various interactions 

within a fluid flow field. In general, therefore, numerical studies need to be 

supplemented by experiments. The following sections detail proposals for 

thermal comfort study, large-scale test, and wind tunnel testing of the 

windcatcher. 

The thermal comfort study extends the theoretical and numerical studies that can 

be performed on the proposed system to provide data on indoor conditions 

achievable with the system. Definitive data on thermal comfort are best achieved 

during in situ testing over an extended period. This calls for large scale 

experiments on which information has also been included to provide guidance on 

carrying out the task. Data from the large-scale test can be used in confirming 

the numerical thermal comfort model which can be more conveniently extended 

or modified for system performance prediction in different space and building 

configurations. 

Wind tunnel experiments which often is most convenient to conduct on scaled 

models, is proposed for the experimental investigation of the proposed 

windcatcher unit performance. From the perspective of design of fluid flow 

geometries, wind tunnel experiments have two principal uses. Firstly, they make 
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it possible to determine the influence of the various features of the design, and of 

modifications to them, in a manner which is relatively safe, quick, and cheap 

compared to in-situ tests in real life conditions. Such tests are usually very straight 

forward and conditions which can only materialize over a long period in situ can 

be replicated quickly and conveniently. The second use of wind tunnel 

experiments is for provision of information of a fundamental nature, usually in 

conjunction with theoretical work like CFD numerical modelling. By experimental 

means, the theoretical work is confirmed, so laying the foundation for further 

design improvements or refinement of the system under investigation. 

7.1 Thermal Comfort Study 

To study the impact of the ventilation system on thermal comfort, TRNSYS 17® 

can be used. TRNSYS 17® is computer simulation software that can simulate the 

transient performance of thermal systems in buildings. It works by employing a 

modular approach whereby the user specifies the components that constitute the 

system and the way they are connected [292]. The TRNSYS 17® library consists 

of many components called ‘Types’ found in thermal energy systems, as well as 

components to handle the input of different weather data for different locations 

around the world. Of relevance is the Type 56 Multi- Zone building. This 

component deals with the thermal balances of a building having up to 25 thermal 

zones. The building model in Type 56 is designed is such a way that its different 

physical characteristics and adjacencies of the zones can be specified. The 

flexibility of TRNSYS 17® allows the modelling of new technologies with Fortran 

compilers and quick incorporation into its software library [293]. Analytical models 

of similar technologies to the one in this research are available. 

TRNSYS 17® has been employed widely in the simulation of indoor environment 

when studying HVAC systems. S.Lu et al [294] validated a group of TRNSYS 

types when they simulated the performance of PCM panels in a room and 

concluded that both the trend and simulated data agreed with experimental 

values with 90%-98% accuracy. R. Chargui et al [295] further used TRNSYS in 

predicting the indoor environment performance of a dual source heat pump in 

winter and A. Hobbi et al [296] used it to study a solar water heating system for 
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residential unit in Canada. The versatility of TRNSYS was demonstrated by B.L. 

Gowreesunker et al [297] when they coupled it with Ansys Fluent CFD software 

to predict the performance of ventilation system in an airport departure hall. 

R.Eldeeb et al [298] expanded the use of the software to studying the humidity 

conditions in a room when heat and moisture transfer panels are employed, and 

A. Wills et al [299] and M.L. Sweet et al [300] both used TRSNSYS to study solar 

heating in a single house over yearlong seasonal variations. A. Wills et al [299] 

concluded that TRNSYS 17®’s flexibility and unit modular nature enables 

scientists to readily analyse new sustainable technologies. Further pointing out 

that this presents a big improvement over the modelling capabilities of similar 

software. 

7.2 Wind Tunnel Testing of Windcatcher. 

Wind tunnel testing has been widely applied in investigating the performance of 

ventilation systems [115]; [128]; [129]; [130]; [131]; [132]; [133]; [134]; [135]; 

[136]. Specifically, in the field of natural ventilation, it has been confirmed a robust 

technique in natural ventilation system development; H. Montazeri et al [95] used 

wind tunnel testing to study the flow through a wind catcher natural ventilation 

device, M. Esfeh et al [96] used it to determine the optimal wind catcher roof 

geometry for a natural ventilation system, Y. Su et al [70] used it in evaluating a 

commercially available wind catcher system, etc. 

The proposed system in this study can be tested in a wind tunnel at different wind 

speeds to quantify performance and correlate the results with those gotten from 

CFD simulations.  

7.2.1 Test Model 

The full-size prototype of the windcatcher measures 600mm in height. 

Considering the practical constraints in testing a full-size prototype in a wind 

tunnel, a reduced scale model; half of the full size can be used. The ability of 

measurements taken from reduced scale models in a wind tunnel to predict flow 

characteristics in a full-size model is highly dependent on being able to replicate 

aspects of the real flow in the scaled experiment. Although desirable, not all 
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aspects can be replicated at the same time. Thus, the properties of interest, if 

replicated successfully can suffice in wind tunnel experiments. 

The first obvious similarity criterion between reduced scale and full-size models 

is geometric. Scaled models must have geometric dimensions that are a ratio of 

the full-size dimensions on all dimensions. For the scaled model to properly 

replicate the fluid flow properties of a full-size model, they also must be 

kinematically and dynamically similar. Kinematic similarity requires that the 

velocity at corresponding positions have the same direction and a constant ratio 

of their magnitudes. Dynamic similarity on the other hand, requires that 

corresponding forces have the same directions and a constant ratio of their 

magnitudes. When two flows are similar, results collected from one can be used 

for prediction in the other after scaling. Scaling is the process of non-

dimensionalization of the experimental result quantities to produce quantities that 

are independent of the unit system [301]. In a system consisting of a model in a 

fluid flow stream, dynamic similarity between a scaled and full-size system can 

be established if the relationship between physical properties of both systems is 

the same. 

In steady incompressible subsonic viscous flows, the force experienced by a body 

in a moving fluid depends mainly on the relative velocity “𝑈”, the size of the body 

defined by a characteristic length “𝑙” and on the kinematic viscosity “𝑣” of the fluid. 

The theory of dynamic similarity shows that if the Reynolds number 𝑈𝑙 𝑣⁄  is the 

same for two fluid flow systems (i.e. a full and a scaled one), the pressures at the 

same points on both models is proportional to 𝜌𝑈2 [302]. Therefore, provided the 

Reynolds number for both flows is the same, the non-dimensional functions of 

fluid velocity components like pressure coefficient will be the same for scaled and 

full model. When other properties of the fluid play an important role in the fluid 

motion, other non-dimensional parameters must be matched in the scaled model. 

In flows heavily influenced by the weight of the fluid, it is important to match the 

Froude number. While those involving heat induced motion must consider the 

Prandtl and Grashof numbers [302]. These parameters are defined below: 
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 𝐹𝑟 =  𝑈 𝑔𝑙
1

2⁄⁄  (53) 

 𝜎 = 𝜇𝐶𝑝 𝑘⁄  (54) 

 𝐺𝑟 = 𝑙3𝑔∆𝑇 𝑣2𝑇0⁄  (55) 

Where 𝐹𝑟 = 𝐹𝑟𝑜𝑢𝑑𝑒 𝑁𝑢𝑚𝑏𝑒𝑟, 𝜎 = 𝑃𝑟𝑎𝑛𝑑𝑡𝑙 𝑁𝑢𝑚𝑏𝑒𝑟, 𝐺𝑟 = 𝐺𝑟𝑎𝑠ℎ𝑜𝑓 𝑁𝑢𝑚𝑏𝑒𝑟, 

𝑈 = 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦, 𝑔 = 𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑑𝑢𝑒 𝑡𝑜 𝑔𝑟𝑎𝑣𝑖𝑡𝑦, 𝑙 = 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 𝑙𝑒𝑛𝑔ℎ𝑡, 𝜇

= 𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦, 

𝐶𝑝 = 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 ℎ𝑒𝑎𝑡, 𝑘 = 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦, 𝑣 = 𝑘𝑖𝑛𝑒𝑚𝑎𝑡𝑖𝑐 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦, 

∆𝑇 = 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒, 𝑇0 = 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 

In the experimental setup of concern, only the Reynolds number is required to be 

matched. The test air speeds should be within the operational range of the 

available wind tunnel and representative of the UK urban average at 10m above 

ground. An example is calculated as shown below. 

𝑇ℎ𝑒 𝑘𝑖𝑛𝑒𝑚𝑎𝑡𝑖𝑐 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 𝑜𝑓 𝑎𝑖𝑟 𝑎𝑡 𝑟𝑜𝑜𝑚 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 = 15.11 ∗ 10−6 (𝑚2 𝑠⁄ ) 

𝐹𝑢𝑙𝑙 𝑚𝑜𝑑𝑒𝑙 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 𝑙𝑒𝑛𝑔ℎ𝑡 𝑙 =  0.6 𝑚  

𝑈𝐾 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑈𝑟𝑏𝑎𝑛 𝐻𝑖𝑔ℎ 𝑊𝑖𝑛𝑑 𝑆𝑝𝑒𝑒𝑑 𝑎𝑡 10𝑚 ℎ𝑒𝑖𝑔ℎ𝑡 = 7𝑚 𝑠⁄  

𝑅𝑒𝑦𝑛𝑜𝑙𝑑′𝑠 𝑛𝑢𝑚𝑏𝑒𝑟 𝑎𝑡 7𝑚 𝑠 = 277961⁄  

𝑈𝐾 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑈𝑟𝑏𝑎𝑛 𝑊𝑖𝑛𝑑 𝑆𝑝𝑒𝑒𝑑 𝑎𝑡 10𝑚 ℎ𝑒𝑖𝑔ℎ𝑡 = 5𝑚 𝑠⁄  

𝑅𝑒𝑦𝑛𝑜𝑙𝑑′𝑠 𝑛𝑢𝑚𝑏𝑒𝑟 𝑎𝑡 5𝑚 𝑠 = 198544⁄  

𝑈𝐾 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑈𝑟𝑏𝑎𝑛 𝐿𝑜𝑤 𝑊𝑖𝑛𝑑 𝑆𝑝𝑒𝑒𝑑 𝑎𝑡 10𝑚 ℎ𝑒𝑖𝑔ℎ𝑡 = 3𝑚 𝑠⁄  

𝑅𝑒𝑦𝑛𝑜𝑙𝑑′𝑠 𝑛𝑢𝑚𝑏𝑒𝑟 𝑎𝑡 3𝑚 𝑠 = 119126⁄  

Hence, the wind tunnel test velocities are as follows: 

𝑆𝑐𝑎𝑙𝑒𝑑 𝑚𝑜𝑑𝑒𝑙 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 𝑙𝑒𝑛𝑔ℎ𝑡 𝑙 =  0.3 𝑚  
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𝐴𝑡 𝑒𝑞𝑢𝑎𝑙 𝑅𝑒𝑦𝑛𝑜𝑙𝑑′𝑠𝑛𝑢𝑚𝑏𝑒𝑟,𝑊𝑖𝑛𝑑 𝑇𝑢𝑛𝑛𝑒𝑙 𝑇𝑒𝑠𝑡 𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑖𝑒𝑠

=  14𝑚 𝑠⁄ , 10𝑚 𝑠⁄ , 6𝑚 𝑠⁄  

In an ideal incompressible fluid, the criterion for similarity of the pressures at 

corresponding points in the flow field is [302]: 

 
𝐶𝑝 = 1 − (

𝑈1

𝑈0
)
2

= 1 − (
𝑈2

𝑈0
)

2

 
(56) 

𝑊ℎ𝑒𝑟𝑒 𝐶𝑝 =  𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝐶𝑜𝑒𝑓𝑓𝑐𝑖𝑒𝑛𝑡  

𝑈𝑜 = 𝐹𝑟𝑒𝑒 𝑠𝑡𝑟𝑒𝑎𝑚 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦, 

 𝑎𝑛𝑑 𝑡ℎ𝑒 𝑠𝑢𝑏𝑠𝑐𝑟𝑖𝑝𝑡𝑠 1 =  𝑓𝑢𝑙𝑙 𝑚𝑜𝑑𝑒𝑙 𝑎𝑛𝑑 2 =  𝑠𝑐𝑎𝑙𝑒𝑑 𝑚𝑜𝑑𝑒𝑙 

The generation of adequately high speeds may not be feasible in some wind 

tunnels. Reynold’s number effects on properly non-dimensionalized forces, 

pressures, etc., as well as on flow patterns like flow separation are known to be 

weak for large Reynold’s numbers [301]. Thus, it may be acceptable to conduct 

model tests at lower Reynold’s number and extrapolate trends to higher 

Reynold’s numbers. 

Another important property to measure and match between CFD simulation and 

the wind tunnel experiment, is the turbulence intensity. Mean flow velocity in a 

fluid flow speed is usually made up of little velocity fluctuations within the field. 

The ratio of the root mean square (𝑟𝑚𝑠) value of these fluctuations to the mean 

velocity is called the turbulence intensity (휀) of the undisturbed flow. Flow 

management devices can be used to generate flows with a desired variation in 

turbulence structure. The statistically simplest type of turbulence is homogenous 

and isotropic, namely a flow whose statistical moments and other averaged 

properties are independent of location and orientation. This is a good 

environment for studying the effect of turbulence on a variety of models [301]. 

Turbulence intensity can be measured with a hot wire anemometer. 
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Figure 7-1: Test Model 

 

A reduced scale test model is shown in Figure 7-1. It consists of the windcatcher 

attached to two concentric plastic pipes at the base. These are separated at a 

distance below the windcatcher to carry the opposing extract and supply flows in 

distinct ducts to allow for separate air velocity measurements. The windcatcher 

itself is made from clear acrylic and has tufts fixed in each annular channel plus 

the central channel to visualize flow direction during the experiment. Styrofoam 

cut-outs in the shape of the annular inlets can be used in sealing annular inlets 

to mimic the closing of sealed non-return valves in the full-scale prototype when 

in extraction mode. The disc around the base of the windcatcher is required to 

bolt it down in the wind tunnel during testing. 
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7.2.2 The Wind Tunnel 

Wind tunnels are ducts containing a controlled flow of air used for the study of air 

flow past models. General purpose wind tunnels are usually of the low speed type 

with wind speeds considerably lower than 100m/s to reduce compressibility 

effects. They can be of the suction open-circuit type where air is drawn into the 

duct by a fan located downstream of the test section. Suction wind tunnels are 

generally cheaper to build and occupy less physical space. While they are less 

prone to disturbances caused by an upstream fan, they are vulnerable to external 

disturbances from the environment. 

Another common arrangement for open-circuit wind tunnels is the blow down 

wind tunnel with the fan mounted upstream of the duct. While this seem to present 

more flow disturbances than the suction wind tunnel, it does allow for better flow 

control and utilization of various flow management devices. 

Open wind tunnels generally suffer from environmental contamination and are 

less suitable for studies that require smoke visualization or seeding of particles. 

Closed circuit wind tunnels feature a recirculating flow path and better flow 

management with higher power efficiency [301]. They have reduced noise and 

contamination levels but are prone to self-heating. This must be taken into 

consideration in experiments where thermal and aerodynamic effects are 

coupled. Some variants feature cooling units to eliminate this effect.  The wind 

tunnel available at Cranfield university where this research was carried out is an 

open circuit blow down type. A diagrammatic representation of the wind tunnel is 

given in Figure 7-2. Flow loses due to skin friction, vorticity and eddying motion 

etc. occur in wind tunnels. To provide air movement against these losses, the 

wind tunnel is equipped with a fan which accelerates the air to the required speed 

for the working section. 
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Figure 7-2: Wind Tunnel 

 

The working section of the wind tunnel is of the closed type. It is 2.4m by 1.2m in 

size with an observation glass on one side. The section upstream contains flow 

management objects to reduce turbulence and produce uniform airstream at the 

working section. Flow management objects are of different types to manage 

different aspects of the air flow before the working section. 

Flow straighteners are employed in the tunnel to remove air flow swirl in the 

tunnel. The most common device for flow straightening in wind tunnels is the 

honeycomb device which consists of an array of hexagonal cellular channel 

through which the flow is forced to pass. Common sizes range between 0.5mm 
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and 20mm in length with solidity between 1% and 5%. An alternative or cheaper 

arrangement can be made by packing plastic drinking straws. Flow straighteners 

pose little flow resistance in the wind tunnel, but they serve a useful purpose by 

obstructing transverse velocity components and swirl by producing flows that is 

nearly parallel to their walls. This does not remove streamwise velocity non-

uniformity in the flow. These properties are tempered by screens. 

Screens are used to improve streamwise flow and reduce turbulence. Especially 

in the vicinity of dominant eddies in the fluid path. They are mostly a fine mesh or 

grid of material mounted across the flow stream. A flow normal to a screen whose 

scale of spatially varying velocity is larger than the screen’s mesh size will 

experience a reduction in peaks of velocity and increase in valleys resulting into 

a more uniform flow by the breakdown of larger eddies into smaller ones. These 

smaller eddies are more prone to viscous dissipation downstream of the flow. 

Multiple screens should be utilized for better flow uniformity instead of one equal 

in pressure-loss to the two. These should be spaced sufficiently to allow the 

viscous dissipation of smaller eddies from an upstream screen. Downstream of 

the working section, the diffuser section serves to dissipate the kinetic energy of 

the fluid leaving the working section as efficiently as possible. 

7.2.3 Air Flow Measurement 

Velocity measurements will be required at different points in the experimental 

setup to quantify the tunnel mean speed required for each test scenario and to 

determine the air flow through the channels of the model. Descriptions of 

suggested techniques at the different locations are as follows. 

7.2.3.1 Tunnel Mean Velocity 

The tunnel mean velocity is defined as the mean speed in the working section 

when it is unoccupied. This measurement can be taken by Pitot - static tube 

measuring system usually integral to the wind tunnel.   

Pitot-static tubes consist of two concentric tubes i.e. the Pitot tube and the Static 

tube with a manometer attached at the end of their stems to record the pressure. 

The Pitot tube measures the total pressure while the static tube measures the 
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static pressure. These values of pressure are used to determine the velocity of 

air flow in the wind tunnel [303]. The relationship between pressure and velocity 

in subsonic fluid flow is given by the equation below. 

 𝑃𝑇 − 𝑃𝑆 = 𝜌𝑈2 2⁄  (57) 

𝑊ℎ𝑒𝑟𝑒 𝑃𝑇 = 𝑇𝑜𝑡𝑎𝑙 𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒, 𝑃𝑆 = 𝑆𝑡𝑎𝑡𝑖𝑐 𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒, 𝑈 = 𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦  

𝑎𝑛𝑑 𝜌 = 𝐷𝑒𝑛𝑠𝑖𝑡𝑦 

The Pitot-static tube is placed parallel to the axis of the flow direction with one 

opening facing the incoming flow. The opposite end of the tube is connected to a 

manometer which measures the pressure difference between the fluid and 

ambient. In most cases like this where point measurements are taken axially in a 

channel, mean velocity is determined by preliminary calibration e.g. by pitot 

transverse method [304]. This relationship should have been determined during 

wind tunnel commissioning and compensated for in the manometer readings.  

The arrangement used in the measurement of total head by pitot tubes rests on 

the premise that in subsonic fluid flow, the pressure generated at the stagnation 

point of a bluff body placed in a moving fluid is closely equal to the total head of 

the fluid flow [304]. While the accuracy of a pitot tube is independent of the head 

shape or the length of its downstream section, it is largely affected by yaw 

(inclination of the axis to the stream direction) in its placement. Hence, it is 

important for the axis to lie along the direction of an undisturbed stream of fluid 

to record accurate pressures [305]. A visual inspection should be done to verify 

the integrity of the positioning before experiments are performed. 

Generally, error in measurements with a pitot-static tube due to yaw reduces with 

an increase in the ratio of the tube bore to the external diameter [302].  Other 

factors that affect the accuracy of pitot readings include fluid viscosity [306] and 

turbulence [307]. The effect of fluid viscosity at low velocities is negligible if the 

product of the tube diameter (𝑖𝑛 𝑖𝑛𝑐ℎ𝑒𝑠) and air speed (𝑖𝑛 𝑓𝑡 𝑠⁄ ) exceeds 0.1 

[308]. 
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The hole(s) drilled around the surface of the tube on a common radial plane at a 

distance from a solid nose, constitute the static tube part of the Pitot - static tube. 

4 holes are usually sufficient for small diameter tubes to minimize the effects of 

yaw [302]. Since a boundary layer is also formed over the instrument surface, it 

is necessary for the pressure in the free stream to be transmitted without change 

across the boundary layer on the instrument surface. This is easily achieved in 

subsonic flows [302].  There is evidence that the ratio of the hole depth (thickness 

of the wall) of the tube to the diameter of the hole i.e. (thickness/diameter) doesn’t 

have an effect on pressure measurements as long as it exceeds a value of 2 

[302]. However, the distance of the holes from the nose and stem does. The nose 

serves to accelerate the flow over the holes thereby reducing the measured 

pressure relative to that in the free stream. Conversely, the bent stem does the 

opposite; it tends to slow the fluid flow down thereby increasing the measured 

pressure. Hence, the plane of the holes, in standard equipment, is chosen in a 

way to make this opposite effect balance out and improve accuracy. At subsonic 

flows, this can be achieved by locating the holes at a distance downstream of the 

nose of about 6 x the external diameter of the tube and the stem being situated 

8x diameters farther downstream [302]. The minimum air speed measurable with 

an accuracy of 1 percent is usually is usually around 5m/s. Static pressure 

measurements are more sensitive to yaw than pitot measurements. The effect of 

turbulent flow is also pronounced for static tubes [307]. 
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Figure 7-3: Pitot - Static Tube in Wind Tunnel 

 

Manometers are required to measure the pressures sensed by the Pitot - static 

tube. These pressure values are used to derive flow speeds. Manometers are 

available for a large range of pressures and one should be chosen within the 

range of expected pressures to obtain a good level of accuracy. Generally, as the 

pressure range decreases, the manometer becomes more sensitive and 

consequently more accurate. 

A good manometer is the KIMO® INSTRUMENTS CP302 electronic neutral gas 

pressure transmitter. It contains an interchangeable piezo-resistive strain gauge 

(SPI 500) which uses the piezo-resistive effect of bonded or formed strain gauges 

to detect strain due to applied pressure. This measuring element is very sensitive 

and responds quickly to pressure changes. In minimally unstable air streams, the 

fluctuating measurements can be problematic. Thus, it incorporates an 

integration coefficient (0 to 9) which serves to average out the measurements to 

present stable values. It is self-calibrating and capable of working with differential 

probes. Air velocity is calculated using the function below [309]. 
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𝐴𝑖𝑟 𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 (𝑚 𝑠⁄ ) = 𝐶𝑀 ∗ 𝐶𝐶 ∗ 𝐶𝑇 ∗ √(∆𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 (𝑝𝑎)) 

(58) 

𝑊ℎ𝑒𝑟𝑒 𝐶𝑀 = 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑓 𝑑𝑖𝑓𝑓𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑝𝑟𝑜𝑏𝑒 

𝐶𝐶 = 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑓 𝑎𝑑𝑎𝑝𝑡𝑎𝑡𝑖𝑜𝑛 

 𝐶𝑇 = 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑓 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝐶𝑜𝑚𝑝𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛

=  √
574.2 ∗ 𝑡𝑒𝑚𝑝(℃) + 156842.77

101325
 

(59) 

The instrument can be configured to make temperature compensations in real 

time by the addition of a thermocouple. This generally presents more accurate 

data for experiments. Since air temperature is not expected to vary significantly 

during the wind tunnel test, this function is not required. A single constant 𝐶𝑇 can 

be applied at the test ambient temperature.  

The properties of the unit are summarised below. 

Pressure Measurement Range:  -500/+500 Pa 

Air Velocity Measurement Range:  2 to 22m/s 

Working Temperature:   0 to +50 ◦C 

Response Time:    0.3 sec. 

Accuracy:     ±0.5% of reading ±1Pa 

Resolution:     1pa 

It is important that the flow pattern remains relatively undisturbed with the 

introduction of any measuring device. Care should be taken in positioning the 

tubes leading to the manometer to keep them clear of the air path. 



 

203 

 

Figure 7-4: Kimo cp302 Manometer 

7.2.3.2 Ventilation Flow Rate 

Because of the low flow velocities expected, it is important that the measuring 

system be non-intrusive. Also, the expected flows in the two pipes will be in 

opposite directions to indicate extract and supply ventilation air. Hence, the 

additional functionality of being able to determine the flow direction is required.  

Clamp-on Flexim FLUXUS® G601 Ultrasonic Flow Meters can be used at the 

separate inlet and outlet pipes of the test model to determine the overall 

ventilation flow rate achievable. The G601 Flowmeter uses the transit-time flow 

measurement technique. With this technique, a pair of transducer is clamped 

around each pipe; one at a location upstream and the other downstream of the 

flow. During measurement, each transducer sends and receives coded ultrasonic 

signals, which are analysed for transit times. When there is fluid flow in the pipe, 

the travel times of the signals downstream and upstream will differ depending on 

the fluid velocity i.e. a signal travelling downstream in the direction of the fluid 

flow will have a shorter transit time compared with one traveling upstream against 

the fluid flow. The difference between these transit times is proportional to velocity 

of air in the pipe. The calculated velocity is adjusted for the kind of pipe material 

before the flow rate is computed using the cross-sectional area of the pipe. 
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Depending on the application and pipe size, the transducer mounting can be 

chosen to improve accuracy in measurement. Generally, the transducers are 

mounted on the sides of the pipe in a Z, V or W pattern, which denotes the travel 

path of the measurement sounded waves emitted by the instrument transducers. 

In both V and W arrangements, the transducers are mounted on the same side 

of the pipe some distance apart. The spacing for the V arrangement allows the 

sound signal from one transducer to reflect once at the opposite pipe wall before 

reaching the other. In the W arrangement, the transducers are further apart and 

the signal transverses the fluid 4 times. These multiple signal reflections provide 

better accuracy in measurements [310]. The instrument can be configured to 

make temperature and pressure compensations in real time by using additional 

sensors. Since these values are not expected to vary significantly during the wind 

tunnel test, the operational pressure and temperature of the air can be entered 

directly as fixed values into the transmitter. 

The air flow rate can be deduced from the ultrasonic signal transit times as 

follows: 

 𝑄𝑣 = 𝑘𝑅𝑒 ∗ 𝐴 ∗ 𝑘𝑎 ∗ ∆𝑡
(2 ∗ 𝑡𝑓𝑙)

⁄  (60) 

𝑊ℎ𝑒𝑟𝑒: 𝑄𝑣 =  𝑉𝑜𝑙𝑢𝑚𝑒 𝐹𝑙𝑜𝑤 𝑅𝑎𝑡𝑒 

𝑘𝑅𝑒 = 𝐹𝑙𝑢𝑖𝑑 𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑠 𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟, 𝐴

= 𝐼𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝐶𝑟𝑜𝑠𝑠 − 𝑆𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝐴𝑟𝑒𝑎 𝑜𝑓 𝑡ℎ𝑒 𝑃𝑖𝑝𝑒,  

𝑘𝑎 = 𝐴𝑐𝑜𝑢𝑠𝑡𝑖𝑐𝑎𝑙 𝐶𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟, ∆𝑡 = 𝑡𝑟𝑎𝑛𝑠𝑖𝑡 𝑡𝑖𝑚𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒  

𝑡𝑓𝑙 = 𝑇𝑟𝑎𝑛𝑠𝑖𝑡 𝑇𝑖𝑚𝑒 𝑖𝑛 𝑓𝑙𝑢𝑖𝑑 
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Figure 7-5: Ultrasonic Flow Meter Set-Up [310] 

 

The unit comes with an integral LCD screen to view real time data and trends. 

100,000 data points can be logged with an accuracy of ±0.5% of reading ±0.01 

m/s repeatable with 0.15% of reading ±0.01 m/s. 

7.2.4  Fluid Motion Visualization 

7.2.4.1 Tuft 

The use of fine threads or tufts attached to the walls of the channels provides a 

general indication of the fluid flow direction close to their points of attachment. 

Tufts are made of fine fabric, frayed at one end and attached smoothly to the 

surface of the channels at the other. Tufts can also give a good indication of the 

boundary layer flow. A steady tuft generally indicates a laminar boundary layer, 

but they flutter considerably in areas of turbulence. The properties that affect the 

performance of tufts are their density, stiffness and length. The dynamic 

responsiveness of tufts increases as the value of these properties diminish [301]. 

To improve visibility, tufts may be dipped in fluorescent dyes and illuminated with 

monochromatic light during an experiment. In addition to being attached to 

surfaces, tufts can be installed mid-stream across the channels by using a tuft 
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screen which comprises of a thin mesh of wires stretched across a flow channel 

with tufts attached at the mesh nodes. This may also take the form of a single 

straight wire stretched across the flow channel. Tufts installed in each segment 

of the annular channel will help to observe the flow direction. Flow direction in the 

non-segmented central channel will be indicated by measuring equipment and 

can also be observed with the tufts installed in it. Generally, care should be taken 

to make sure the tufts do not introduce undesirable aerodynamic effects into the 

flow. 

7.2.5 Experimental Setup 

A sample experimental setup to investigate the windcatcher flow performance is 

shown in Figure 7-6. It consists of the reduced scale windcatcher fixed atop a 

wooden box to mimic a chimney. The box has a hole in the middle in line with a 

similar sized hole cut in a round table forming the base of the wind-tunnel test 

section. The ducts are bent 90 degrees below the wind tunnel and extended 

outside to allow clamp-on flow meter attachments. 
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Figure 7-6: Experimental Set-Up 

 

The arrangement above allows for various testing scenarios beyond that of a 

perpendicular incident wind on the windcatcher. The effect of incident wind angles 

can be investigated by rotating the turn table. Other objects can also be 

introduced into the wind tunnel to investigate the effect of structures in air flow 

path to the windcatcher. Smoke visualization can be particularly useful in 

visualizing flow patterns external to the windcatcher.  

7.2.6 Experimental Error Sources 

Although an acceptable level of similitude can be achieved by matching the 

Reynolds number between the scaled and actual fluid flow system, the boundary 

imposed by the limited cross-section of the tunnel introduces some errors in the 

wind tunnel experiment. Sound waves and other transit phenomena also 

introduces errors in wind tunnel measurements [302].  
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In closed section wind tunnels, when a solid model is inserted in duct flow, it 

blocks part of the stream which is diverted around the model. It may also alter the 

flow in ways that would not occur in unconfined flows. The general effect is an 

increase in the velocity intersecting the model compared to the reference velocity 

in the duct. Blockage also causes an increase in static pressure drop across the 

model in the wake region. In an open working section, the constraint can be 

thought of as a constraint to the pressure field and it is a complicated 

phenomenon to explain [302]. Generally, in allowing for tunnel interference 

effects of walls. it is acceptable to assume that these interactions are independent 

and additive. Hence they can be catered for simply adding quantities to the 

measured values [302]. To reduce errors, the various dimensionless parameters 

should be evaluated taking into consideration this increase. Several types of 

corrections for blockage effects are available in literature derived from theoretical 

and experimental studies on confined flows around bluff and streamlined bodies. 

However, in incompressible single phase flows where the projected frontal area 

of the test model is less than 1% of the test-section area, it is generally accepted 

that the effects of blockage may be neglected [301]. 

The measuring system consist of several interconnected components such as 

sensors, data acquisition and processing devices and software. All these are 

subject to undesirable inputs which can interfere with measurements inputs and 

bring about the modification of inputs. An interfering input is a property to which 

measurement systems are sensitive and a modifying input modifies the response 

to a desired input. A good example given by Tavoularis [301] involves the 

measurement of air velocity of a jet issuing from a nozzle in a room by a hot-wire 

anemometer. The draft of the air in the room acts as an interfering input because 

it distorts the jet’s velocity field. While a change in the room temperature will 

cause a modification of the anemometer’s heating circuit. Undesirable input 

cause measurement errors and may even produce outputs in the absence of 

desired inputs. For accurate measurements, these errors must be identified, and 

their effects estimated. If found significant, these must be accounted for or 

mitigated.  
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A measurable property has a true value that ideally matches the magnitude of 

the physical property of interest. The determination of this true value is the 

objective of measurements. The measured value is an estimate of this true value 

provided by the measuring system within a band of absolute measurement error. 

This inherent inaccuracy may be caused by errors in calibration, data acquisition 

or reduction in the measuring system. In calibrating, the values of inputs are 

measured independently by another instrument whose response is known and 

that serves as a standard. Therefore, the selection of the calibrating instrument 

is important as accuracy depends on it. It is good practice to maintain all 

interfering and modifying inputs at the same levels as those during actual 

measurement during calibration [301]. 

To minimize errors, instruments must also be selected with the right properties 

for the measurement regime. The dynamic range of measurement system is the 

ratio of the largest to the smallest values of input that the system can measure. 

This must be selected to suit the input range being measured with the right level 

of threshold and resolution. Threshold is the smallest input value that will produce 

a detectable output. Resolution defines the smallest input change that will 

produce a detectable input change. Scale readability of analogue instruments can 

also introduce human errors. It defines the minimum change in output that can 

be recognized by an observer. In this regard instrument with digital outputs are 

preferable.  

A common error in electronic measurement systems is due to signal conditioning 

which occurs in the translation of analogue measurement signals to discrete 

digital values. Care must be taken in processing electrical signals at low levels 

from instruments like transducers and thermocouples. It is advisable to amplify 

these signals using low noise instrument amplifiers before processing. Filters are 

also useful in removing undesirable effects like noise in electronic measuring 

equipment. 

The physical presence or operation of measurement instruments also introduce 

errors to the measurements. Common adverse effects include flow distortion, 

loading and instrument cross-talk. Instruments inserted in flows cause distortion 
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of a certain amount to the flow such as blockage, streamline displacement, 

instability, vortex shedding and turbulence. Loading occurs when the 

measurement equipment extracts power from the flow and alters the measured 

quantities. An example is the use of a measurement turbine for flow rates which 

may introduce resistance in the flow path and reduce flow rates. Proper design 

of experiments and utilization of non-obstructive measuring techniques can 

minimize this error. Cross-talk occurs when a measuring equipment is coupled in 

its operation with another measuring equipment. An example is the thermal cross-

talk between two closely positioned heated thermal anemometers in which the 

wakes from one can affect measurement from the other. Cross-talk in 

experiments must be identified and eliminated to reduce errors. 

7.3 Large Scale Testing 

Large scale tests will involve installing the proposed system in a chimney 

connected to a test room installed in a climate chamber to mimic winter 

conditions. The room should contain a means of mimicking indoor heat gains like 

an electric heater. The ventilation effectiveness can be evaluated using CO2 

decay measurements. Temperatures and air velocity measurements should be 

taken at the room level vents to evaluate thermal and flow performance of the 

ventilation system. All surface and air (indoor and outdoor) temperatures can be 

measured using RTD sensors. Mean radiant temperature in the room is an 

indicator of thermal comfort. This measurement can be taken at a height of 

100mm below the ceiling centre by a type K thermocouple at the centre of a 

101.6mm diameter black copper sphere as described by EN ISO 7726. The 

acquisition of real time data from the sensors can be done using Pico TC 08 data 

loggers or similar. Its real time graphical display will provide an avenue to monitor 

the experiment and ensure every sensor was in working order. 

The tests should be carried out in two sets; the first without the ventilation system 

to establish a baseline for comparison, and the second after the system is 

installed. This arrangement can also be utilized for the investigation of 

condensation and freezing in the proposed system by utilizing a humidifier in the 

test room. 
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8 CONCLUSION AND RECOMMENDATIONS 

8.1 Conclusion 

A review of available literature revealed that the UK housing stock contains a 

significant proportion of dwellings constructed pre-1945. These dwellings form 

part of the cultural heritage of the country. They currently make up 36% of the 

total dwellings for England, 32% for Scotland, 50% for Wales and 18% of those 

in Northern Ireland. Structural features incorporated at the time of their 

construction were intentional to create high infiltration rates conducive for the 

lifestyle of the period and method of indoor heating using fireplaces connected to 

chimneys.  

Modern heating systems have led to the disuse of many fireplaces and these 

dwellings are mostly fitted with central heating system. With their characteristic 

high infiltration rates and subpar fabric thermal performance, the issue of high 

energy consumption in these dwellings have become very important.  

Reviewed scientific literature revealed that heat loss through ventilation accounts 

for up to 30% of energy loss in these dwellings. Recent government incentives 

have contributed to improving thermal performance of these buildings through 

fabric insulation and making them airtight. Controlled ventilation is then provided 

for occupant’s thermal comfort and humidity control. Hence heat loss through 

ventilation has become very prominent.  

Systems available for controlled ventilation are mostly mechanical heat recovery 

systems that require extensive ducting and unwanted modifications. Numerous 

scientific studies revealed problems with energy and comfort performance 

claimed by the manufacturers of these systems and its variability with in-situ and 

human factors. Recent developments in improving their heat exchange 

performance have investigated the use membranes in the recovery of total 

energy. Studies in literature show these to be promising in improving the total 

efficiency, especially in climes with high humidity.  

Natural ventilation heat recovery systems are also an option for these dwellings, 

and literature revealed numerous scientific investigations into their design, 
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performance and analysis. These mostly consist of two functional parts; the 

windcatcher element providing ventilation, and the heat exchanger element 

extracting heat from extract flow and pre-warming supply air with it.  

Literature revealed many to be of satisfactory performance both in thermal and 

pressure terms. Available ones have a combination of functional characteristics 

but not one has all of those listed below in a unitary system. 

a. Aesthetic suitability for heritage dwellings 

b. Utilizing existing disused part of building fabric thereby not necessitating 

extensive modification. 

c. Fixed with no moving or rotating part. 

d. Omnidirectional; able to harvest incident wind from all directions. 

e. Supply and extract system; not requiring buoyancy of indoor air to drive 

extract flow. 

f. Incorporates an effective plate heat exchanger combined into the unitary 

system. 

g. Fixed supply and extract channel i.e. they do not alternate between extract 

and supply modes. 

The properties listed in a-f above are particularly important for applicability to 

heritage dwellings. As such, the Author’s original proposal is that of a novel 

system that combines all these properties.  

It consists of a windcatcher with a plate heat exchanger unit attached to it base 

and designed to sit atop a disused chimney with the heat exchanger within the 

chimney void. A central air path connected to a duct terminating at high level 

within the attached space, acts as the extract air flow path. While the connected 

fireplace acts as the supply air terminal supplied from an annular flow path around 

the central one. The heat exchanger maintains this configuration at its entry and 

exit terminals, but within, it is a plate heat exchanger with 16 counter-current flow 

paths. The external windcatcher element is fixed, omnidirectional and mimics the 

geometry of traditional chimney cowls. 
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An iterative procedure was carried out to develop the two system components 

using Autodesk Inventor 2013 3D modelling, parametric plots and CFD 

simulations. Many scientific works in literature agree that these are robust 

methods in the design and analysis of natural heat recovery ventilation systems.  

Two commercial CFD programs were employed namely Autodesk CFD 2013 and 

Ansys Fluent v14 to perform RANS simulation of models. The standard 𝑘 − 휀 

turbulence model was used in Autodesk CFD to investigate initial models of the 

windcatcher, while SST 𝑘 − 𝜔 was used in Ansys Fluent and Autodesk CFD to 

investigate final prototypes of the windcatcher and heat exchanger. 

8.1.1 Windcatcher 

For the windcatcher development, the Autodesk CFD software was used for 

analysis of 17 initial concepts to arrive at a Base Model. Five subsequent 

iterations of the Base Model (Model 1 - 5) were carried out to resolve identified 

deficiencies in performance and present information on fluid flow interactions in 

the system. A final prototype is then presented and simulated in Ansys Fluent 

and Autodesk CFD to present qualitative and quantitative performance data in 

terms of supply and extract air flow and ventilation rate, and also compare the 

performance of both software packages for the investigation of the ventilation 

heat recovery device. 

The chosen test room is 27𝑚3 in volume with a CIBSE prescribed ventilation flow 

rate of 0.7ach. This equates to a flow rate of 18.9m³/hr. 

The simulation model consisted of the relevant windcatcher model fixed atop a 

1m tall chimney at the centre of a flow domain. Simulations were carried out at 

steady state wind speeds of 0.5m/s, 1.5m/s, 2.5m/s, 3.5m/s and 4.5m/s incident 

on the windcatcher at 90 degrees on the vertical plane of symmetry through the 

unit. 

Model 1 (Base Model) central outlet channel exhibited the desired flow direction 

i.e. it shows an upwards extract flow facilitated by low pressure generated by 

accelerated flow its upper surface through the constricted sections under the 

dome. This was 1m³/hr at 0.5m/s incident wind speed and peaked at 18m³/hr for 



 

214 

4.5m/s incident wind speed. Low pressure in the windcatcher wake region 

induced suction in the leeward end annular supply channel causing the induced 

supply air flow to short circuit at the base of the windcatcher. This is consistent 

with the work of B. Hughes et al [311] when they investigated a square 

windcatcher. Although not of the same cross-section, the dividing plates in this 

cylindrical windcatcher also presents a wide stagnation surface for the flow as the 

square section they investigated. Short-circuit stalled air supply at incident wind 

speed of 0.5m/s and was observed at all other speeds. Supply air flow rates 

peaked at 0.72m³/hr well short of the 18.9m³/hr required. 

Model 2 sought to induce more flow into the annular inlet at all wind speeds to 

achieve the required flow rate despite the short-circuit phenomenon. To this end, 

the size of each annular channel was increased in line with the corresponding 

dome sections. The resultant windcatcher had 4 larger annular inlets and dome 

sections. The supply flow rate was increased peaking at 3.6m³/hr (still lower than 

required). This is in line with earlier observations made by H. Montazeri [36]. With 

this model, the extract flow was reversed at all wind speeds. Air flow into the 

dome section was direct onto the perpendicular dome plate divider and did not 

generate low extractive pressure over the central outlet. 

Model 3 combined the 4 larger annular channels of Model 2 with the 8 dome 

sections required for extract performance as observed for Model 1. It also 

incorporated a larger dividing plate to induce more air flow into the annular inlets. 

The dividing plates enabled higher supply air flow rate at increasing incident wind 

speed. This peaked at 8.3m³/hr for an incident wind speed of 4.5 m/s.  Despite 

the 8 dome sections, incident air flow was evenly divided between the windward 

dome sections compared to Model 1 where flow was concentrated in one dome 

section. This caused a failure in air extraction.  

Model 4 is a variation of Model 1 with the larger dividing plate observed to 

increase supply flow rates in Model 3. This design also sought to incorporate the 

larger supply channels of Model 2 by cutting the dividing plates into two, level 

with the lower edge of the dome.  This separated each dividing plate into a rigid 

upper part, under the dome, and a loosely movable lower part. The rigid upper 
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part keeps the original 8 dome sections intact, while the lower part is loosely 

movable and rotates in the annulus around the y-axis of the windcatcher to 

enlarge the corresponding annular channel on wind impact. Following from 

observations in Model 3, extract flow is allowed for by making sure the movable 

dividing plate only open to a minimal extent beyond its corresponding dome 

section plate to concentrate incident air flow into the dome section in the 

windward direction. 

Resultant supply air flow was reduced from Model 3 due to the smaller annular 

inlets. Performance was similar at 0.5 m/s incident wind speed but peaked lower 

at 6𝑚3/ℎ𝑟. 

This model failed in extract at all incident wind speeds except 4.5m/s when the 

increased incident air velocity also increases the air flow over the central channel 

enough to generate the low pressure required for extraction flow.  

Model 5 is the same as Model 4, only with a blind covering the adjacent dome 

section when the windward dividing plate moves to enlarge its corresponding 

annular inlet on wind impact. Supply flow rate peaked below that of Model 4, even 

though the annular channels are the same. This results from the blind which 

induced higher suction pressure in the leeward end annular channel for the same 

windward opening. Hence, short-circuit flow was stronger and supply flow rates 

reduced. 

As expected the extraction performed well reaching 30m³/hr at 4.5m/s incident 

wind speed. This is well beyond that of Model 1 (18m³/hr) which is the only model 

with a functional extraction up till this point. 

An analysis of the extract flow through the central channel using Model 1 showed 

that negative pressure generated at the side dome sections due to flow 

separation of incident air flow has a significant effect in driving the extract air flow 

in addition to the venturi effect of air flow through the dome constrictions.  The 

primary exit paths for the extract air flow was found to be through the side dome 

sections. 



 

216 

A comparison of short-circuit flow for all simulated models revealed significant 

proportion of induced air going into short circuit. Models 1 and 5 which both 

functioned in supply and extraction induced enough supply air flow to satisfy the 

limiting requirement of 18.9m³/hr, if not for short-circuit. Thus, a variation of the 

less complex and completely passive Model 1 was modified with bigger dividing 

plates and funnel shaped annular inlet and presented as the final prototype. This 

included a lightweight not return valve in the annular inlets to eliminate the short-

circuit flow. 

Ansys Fluent v14 simulation of this prototype with the valves closed exhibited the 

desired flow pattern with no short-circuit. At all simulated incident wind speeds 

above 1 𝑚 𝑠⁄ , the windcatcher performance provided sufficient levels of 

ventilation. Given that the typical low wind speed in UK urban areas is around 

3m/s corresponding to 3 ach for the test room, this result indicated that the 

windcatcher can provide the required ventilation flow rate.  

A comparison of flow results from CFD simulation using Autodesk CFD showed 

maximum difference of 10% in the average air flow values. The values predicted 

by this software were marginally higher than those from Ansys Fluent. This 

proved the comparable accuracy of this simpler and user-friendly software when 

compared with the more established Ansys Fluent. 

8.1.2 Heat Exchanger 

In investigating possible configurations for the heat exchanger, scientific literature 

revealed the different heat transfer processes available in heat exchangers. 

Counter-flow plate heat exchangers were found to be advantageous because 

high heat transfer rates are achievable, and they are comparatively compact. This 

makes them particularly suited to gases which generally have low heat capacities. 

The design of the fluid distribution element (commonly the header or cap) is also 

very important to achieve good heat exchange and flow performance. Pressure 

drop through common plate heat exchangers are generally high. Thus, the 

introduction of extended surfaces like fins that adds to pressure drop is 

undesirable. 
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For the heat exchanger development, the problem was specified in terms of 

geometry and operating conditions. Then parametric simultaneous equations 

representing the desired pressure and thermal duty were developed. Parametric 

plots were used for sizing the length and number of flow channels within the 

cylindrical geometry of the heat exchanger to satisfy the required pressure drop. 

This provided a Base Model which was further developed by simulation in Ansys 

Fluent v14 to present performance information in terms of heat exchange and 

pressure drop. 

The cylindrical geometry of the windcatcher placed a restriction on the shape of 

the applicable heat exchanger that can be attached to it. Hence, a cylindrical heat 

exchanger was chosen. The proposed heat exchanger Base Model has 16 

channels with grooved radial plates around a perforated central tubular core 

which holds an inert desiccant to remove condensate flow into it from grooves. 

The grooves are on the side exposed to the outgoing extract air which is likely to 

have higher humidity content. 

The annular and central air flow paths necessitated the design of a novel fluid 

distribution element that re-directs these flows into alternate channels of the 

cylindrical plate heat exchanger. 

Operating conditions were chosen to be representative typical of indoor and 

outdoor temperatures in UK winter, taking care not to cool the extract air to its 

dew point and induce condensation in the system. 

Hot stream Inlet temperature 𝑇ℎ𝑖 = 220𝐶/295.15𝐾 

Hot stream outlet temperature𝑇ℎ𝑜 = 140𝐶/287.15𝐾 

Cold stream Inlet temperature 𝑇𝑐𝑖 = 20𝐶/275.15𝐾 

The Author chose 𝑇𝑐𝑜 = 200𝐶/293.15𝐾 as the temperature to raise the cold 

stream to. 

The required heat duty to cool the hot stream in a single channel to its outlet 

temperature was calculated as 20W for a flow velocity of 1m/s. This equated to a 

mass flow rate of 0.0025𝑘𝑔/𝑚3. 
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The Author chose 1 Pa as the design pressure drop through a single channel and 

approximated one channel into a rectangular cylinder with the longer cross-

sectional dimension “a” fixed at the heat exchanger’s radius.  The pressure drop 

was expressed in terms of the channel cross-sectional dimensions “a” and “b” in 

an equation. The heat duty to cool the hot stream to its outlet temperature if the 

channel remains at the average temperature of the cold stream was also 

expressed in terms of “a” and “b”.  These two simultaneous equations 

representing the heat exchangers performance and geometric parameters was 

plotted to reveal the relationships between them. 

As plate exchangers suffer more in terms of pressure drop performance, the 

pressure drop was prioritised in sizing the heat exchanger using these equations. 

The equation for pressure loss is also more deterministic than that of heat transfer 

rate for the geometric approximations made. A more accurate prediction of heat 

transfer performance was deferred to the CFD simulation. 

The parametric plots of these equations showed that at fixed dimensions of 

channel length l = 0.8𝑚 and channel cross-sectional breadth 𝑏 = 0.02𝑚, the heat 

transfer rate increased with pressure drop. At the same fixed channel length, 

decreasing the value of 𝑏 progressively narrows the channel cross-section and 

increases pressure drop. When 𝑏 is fixed, increasing the channel length 

presented more heat exchange surface and higher heat transfer rates. An optimal 

channel breadth 𝑏 = 0.015𝑚 was chosen equivalent to 16 air flow passages 

through the heat exchanger; 8 for each stream  

Ansys Fluent v14 was used to simulate the heat exchanger performance using 

resultant channel velocities corresponding to the incident wind speeds from the 

windcatcher prototype simulation. 

At low incident wind speeds on the windcatcher, heat exchanger effectiveness 

was quite high at 71%. This readily reduces to 35% as the flow rate through the 

heat exchanger increased. This trend match that gotten by M. Simonetti et al [86] 

when they investigated a rectangular channel low Reynolds flow heat exchanger. 
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Pressure drop was less than 1Pa at 0.5m/s. This increased to a maximum of 

13Pa through the Supply channel at 4.5m/s wind speed. 

8.1.3 Whole System 

Lastly, a CFD simulation of the whole system was carried out using Ansys Fluent. 

At every simulated wind speed above 1m/s, the system was able to supply 

ventilation air flow above the CIBSE recommended minimum of 0.7ach. The 

ventilation performance was 0.3ach at 0.5m/s incident wind speed. This 

increased to 4.5ach at 4.5m/s incident wind speed. When compared with that of 

the windcatcher alone. The system ventilation performance was 10% lower on 

the average due to the heat exchanger resistance in the flow path. 

Heat exchanger effectiveness of the system was compared with that of the heat 

exchanger alone. Effectiveness for the system peaked at 46% at 0.5m/s wind 

speed. This steadily decreased to 22% at 4.5m/s wind speed. In comparison with 

the heat exchanger unit performance. The thermal performance was reduced by 

an average of 27% when the system is integrated as a unit. This performance 

reduction can be attributed to the non-uniform pattern of annular supply flow 

through the system. 

In this research process, the characteristics air flow through the proposed 

windcatcher revealed a novel method of generating counter-current supply and 

extract flow through an omnidirectional windcatcher suited to heritage dwellings. 

The heat exchanger development showed a novel fluid distribution element 

developed by the author for converting counter current annular and tubular flows 

for use in a plate heat exchanger. The developed cylindrical low Reynolds 

number plate heat exchanger also proved suitable for the proposed system and 

contributed to the dearth of information in this area of research.  

8.2 Recommendations for Future Work 

As the ventilation system studied in the thesis is an original proposal by the 

author, there is a dearth of research work into it. However, this thesis has made 

apparent different areas where further study would be immensely useful.  
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Immediately obvious is a lack of information on the performance of the system as 

a whole when indoor buoyancy is factored in. Information obtained from CFD 

simulation of this will present holistic assessment of the system’s performance.  

With the buoyancy of heated indoor air included in the simulation, it will further 

match real life operational scenarios. 

Condensation and freezing are possible conditions in the operation of ventilation 

heat recovery systems especially in very cold climes where the proposed system 

might be beneficial. A method of collecting the condensate with an inert descant 

was proposed under section 6.4.1.1. This can be further modelled in very cold 

climes to investigate freezing. 

The windcatcher models investigated in this research all have 4 or 8 annular inlets 

with wind incident on them at 900 to them on the vertical plane. It would be 

beneficial to study the performance of the windcatcher with different numbers of 

annular inlets in different operational scenarios to obtain an optimal configuration 

for possible operational conditions of incident wind speed angle, direction and 

other flow properties. 

The investigations carried out in this work were also done for steady state wind 

speeds. This is not ever the case for atmospheric winds. Varying strength of gusts 

may lead to unsteady conditions of air flow within the ventilation system and 

impact its performance and level thermal comfort achievable at room level. 

Investigation into these aspects of the system’s operation would further help to 

validate performance and feasibility of the system. Gusty flow can also produce 

noise. Thus, acoustical performance is another area a researcher might be 

interested in. 

As the system has no filter, geometrical modifications or parts are required to 

prevent fouling and driving rain ingress. Driving rain is defined as the quantity of 

rain that passes through a vertical plane in the atmosphere. Driving rain occurs 

because raindrops which are falling to the ground at their terminal velocity are 

blown sideways at the speed of the wind at any given height above grade. 

Passive design of the dome overhang can be investigated to provide protection 

against rain ingress by determining applicable rain fall trajectories and 
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implementing design and performance refinements. The work done by Straube 

[243] is useful in this respect. This is an important area of further development 

that presents an opportunity to make the proposed system highly practical. The 

effect of fouling on the heat exchanger performance also need to be assessed. 

Lastly, proposals for experimental testing of the system have been included in 

Chapter 7 of this thesis. These can be implemented to provide experimental 

validation of the system’s performance. 
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APPENDICES 

Appendix A  Windcatcher Initial Concepts 

The initial windcatcher concepts are shown below with their velocity vectors at 

2.5m/s incident wind speed simulated using Autodesk CFD. 

 

  

Figure_Apx A-1: Initial Concept 1 
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Figure_Apx A-2: Initial Concept 2 

  

Figure_Apx A-3: Initial Concept 3 
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Figure_Apx A-4: Initial Concept 4 

  

Figure_Apx A-5: Initial Concept 5 
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Figure_Apx A-6: Initial Concept 6 

  

Figure_Apx A-7: Initial Concept 7 
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Figure_Apx A-8: Initial Concept 8 

 

  

Figure_Apx A-9: Initial Concept 9 
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Figure_Apx A-10: Initial Concept 10 

  

Figure_Apx A-11: Initial Concept 11 
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Figure_Apx A-12: Initial Concept 12 

  

Figure_Apx A-13: Initial Concept 13 

 



 

272 

  

Figure_Apx A-14: Initial Concept 14 

 

  

Figure_Apx A-15: Initial Concept 15 
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Figure_Apx A-16: Initial Concept 16 

 

 
 

Figure_Apx A-17: Initial Concept 17 
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