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Abstract—The world has seen exponential growth in deploying
Internet of Things (IoT) devices. In recent years, connected IoT
devices have surpassed the number of connected non-IoT devices.
The number of IoT devices continues to grow and they are
becoming a critical component of the national infrastructure.
IoT devices’ characteristics and inherent limitations make them
attractive targets for hackers and cyber criminals. Botnet attack
is one of the serious threats on the Internet today. This article
proposes pattern-based feature selection methods as part of a ma-
chine learning (ML) based botnet detection system. Specifically,
two methods are proposed: the first is based on the most domi-
nant pattern feature values and the second is based on Maximal
Frequent Itemset (MFI) mining. The proposed feature selection
method uses Gini Impurity (GI) and an unsupervised clustering
method to select the most influential features automatically. The
evaluation results show that the proposed methods have improved
the performance of the detection system. The developed system
has a True Positive Rate (TPR) of 100% and a False Positive
Rate (FPR) of 0% for best performing models. In addition, the
proposed methods reduce the computational cost of the system
as evidenced by the detection speed of the system.

Index Terms—Botnet Attack, Internet of Things, Network
Security, Intrusion Detection System, Machine Learning, Feature
Selection.

I. INTRODUCTION

THE world has seen an influx of IoT devices into the
market. Many large organisations have invested in this

technology. As a result, countless IoT devices have been
developed and continue to be rolled out in the market [1].
The number of IoT devices connected to the internet has been
growing in recent years, surpassing the number of connected
non-IoT devices; this number grew to 12.3 billion in 2021 [2].
Furthermore, the number of connected IoT devices is projected
to reach more than 27 billion IoT connections by 2025 [2].
These devices have now become an integral part of technology
playing a crucial role in critical national infrastructures such
as smart homes, smart cities, smart grids, health care systems,
and intelligent transport [1]. The adoption of IoT technology to
the market has opened doors and unlocked so much potential
in ways that could not be imagined before, which has sparked
interest across several big global organisations, academia and
governments.

For some organisations these IoT devices are developed
with security in mind; security updates and patches are sent
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to update devices. However, some vendors do not regularly
keep this practice for their devices’ life span. It is common
for vendors to announce an end of support date for some
of the products, unfortunately such an announcement does
not lead to affected devices being pulled off the market and
continues in operation [1]. For IoT, such devices are deployed
in large numbers. This adds to the existing problem, for
which experience has shown that many devices remain in
operation without regular updates, including security patches.
Furthermore, gaps exist between security requirements, current
IoT devices and security capabilities. These gaps include
limitations inherent to IoT devices, such as processing power
capabilities and battery and memory constraints [3].

For low-powered and memory-constrained IoT devices,
executing computationally intensive security tasks becomes
challenging. Furthermore, the the fifth generation wireless
network development is on the rise. These 5G networks
have better coverage, higher bandwidth, low latency and low
cost. These features will allow 5G to be rapidly deployed
in most industries [4]. This makes it highly challenging to
deploy complex and robust security measures, thus rendering
IoT devices weak, easy targets and low-hanging fruits for
adversaries. As such, cybercriminals target and compromise
IoT devices for financial gain and criminal activities. Various
cyber attacks have existed and continue to evolve, these
include Distributed Denial of Service Attacks (DDoS) [5].
DDoS attacks are among the attacks responsible for the loss of
billions to organisations across the world and potentially loss
of life in the health sector [6], [7]. Another severe attack that
has been aimed at IoT devices in recent years is a botnet attack.
Botnets are powerful and sophisticated, capable of launching
further catastrophic attacks, for example DDoS [8], [9], [10].

The rapid proliferation of IoT will be further accelerated by
5G, thus giving rise to new security challenges, these chal-
lenges include DDoS attacks predominantly launched from
botnet attacks [4]. Existing detection methods do not consider
the future wireless network requirements, such as low latency,
which means that these methods may not work for future
wireless networks which will form a significant portion of
IoT.

IoT challenges and security requirements call for novel
and robust techniques to secure IoT devices; the techniques
developed must meet the requirements of future wireless
technologies (5G), which will form a core component of IoT.
Adversaries have been developing novel and sophisticated
ways to evade detection techniques. Regardless of sophisti-
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cated techniques adversaries develop, they will always leave a
trail that can be analysed to develop state-of-the-art solutions
to counter attacks. This leaves network traffic analysis as the
best shot at detecting malicious activities as this is where the
actual attack occurs.

ML and Intrusion Detection Systems (IDSs) are active areas
of research solutions and often yield promising results when
securing IoT systems [11]. For ML, one area that continues to
produce novel ways that improve performance for detection
of maliciousness is the feature selection, feature extraction
and feature engineering sub-stage in ML. Within IDSs, ML
techniques are deployed to successfully detect network intru-
sions. ML and IDSs are promising solutions for detecting and
mitigating malicious activities because, in these techniques,
analysis is performed on network traffic or network traffic-
generated data. These techniques can uncover underlying char-
acteristics in network traffic relating to malicious activities.
ML and IDSs are therefore best suited for addressing a critical
requirement for detecting malicious activities in real-time. It
is worth noting that when machine learning algorithms are
applied for safety and security applications, it is important
to create explainable models such that the reasons behind
taking any specific action by the models can be explained.
Another important aspect that needs to be considered while
applying ML models for security applications is their safety
and trustworthiness [12].

This work proposes novel pattern mining feature selection
methods based on our previous work [13]. These methods aim
to identify the most and least informative features for classifi-
cation purposes. Once identified, the less informative features
are removed, and the most useful ones are used for developing
a botnet traffic detection model. Specifically, the two methods
proposed are the most dominant pattern frequency-based and
MFI mining. The proposed feature selection methods differ
from existing filter-based feature selection methods such as
chi-square [14] by selecting features based on intrinsic proper-
ties of features or underlying patterns without utilising target
labels. Whilst existing filter-based feature selection methods
rely on the target labels to determine the usefulness score of
each of the features (only the automated feature selection relies
on the target labels to validate the uncovered patterns), the
proposed methods have the potential to uncover characteristics
of emerging attacks. Filter based feature selection methods like
chi-square work well with categorical data types and may not
work well with a continuous variable, the proposed methods
work well with both categorical and continuous variables.

This work proposes further an unsupervised clustering
method for the automatic selection of most influential fea-
tures, which addresses the limitation of existing predefined
threshold-based feature selection methods. The proposed
methods are evaluated using a standard dataset on Logistic
Regression (LR), Decision Tree (DT) and Support Vector
Machines (SVM) algorithms, which are popular in the litera-
ture for addressing similar research problems [15], [16], [17],
[18]. The main contributions of this work are summarised as
follows:

• Proposed feature selection methods enable the develop-
ment of a cost-effective model in terms of computational

cost, as evidenced by improved network connections
detection rate, the detection rate is less than 1ms which
meets the requirements for future 5G wireless networks.

• Automated selection of features based on GI score and
K-Means clustering allows for developing an effective
and accurate model that maximises TPR and minimises
FPR. Selection of the best set of features for training
ML model is a limitation that exists within filter-based
feature selection methods which always rely on a selected
threshold to filter out non-informative features.

• The proposed feature selection methods improve the
results of the non-performing model (LR) to become best-
performing model.

II. RELATED WORKS ON BOTNET AND MALWARE
DETECTION

Several studies investigate deep learning approaches for
IoT botnet detection [19]. In Popoola et al. [20]’s work,
a Federated Deep Learning method is proposed to address
privacy concerns that arise during the detection of zero-day
botnet attacks in IoT. The privacy concerns arise from Deep
Learning approaches such as centralised Deep Learning. For
the proposed approach they deploy Deep Neural Networks
(DNN) architecture for the classification of network traffic.
The proposed approach [20] is evaluated on a simulated zero-
day attack using datasets derived from BoT-IoT and N-BaIoT.
The reported performance results indicate the detection of
zero-day attacks with high accuracy. In addition, the proposed
approach guarantees privacy, has low communication over-
head, low memory space for training data storage and low
network latency.

Popoola et al. [21] investigated botnet detection approaches
using a hybrid deep learning mechanism, specifically, they
proposed long short-term memory for encoding and deep Bidi-
rectional long short-term memory (BLSTM). They evaluated
the proposed approach on the BoT-IoT dataset and reported a
91.89% reduction in traffic data storage, thereby outperforming
the state-of-the-art. The proposed deep learning approach is
reported to be robust against overfitting and underfitting.

In their work, Salim et al. [22] studied DDoS attacks and
defences in IoT. Furthermore, their study revealed factors
and characteristics that make them preferable for carrying
out DDoS attacks. These factors are listed as follows: IoT
devices are connected continuously, lack sufficient security
protocols, if any, weak default password credentials that are
rarely changed or updated from default, and lack of capability
to reset devices after an attack (resilience). Operating without
firmware updates, targeting and using IoT for attacks is cost-
effective. Their work classified DDoS attacks into two broad
categories namely: bandwidth and resource depletion attacks.

Ali et al. [23] performed a systematic literature review on
IoT botnet attacks. Their work revealed that research in IoT
botnet attack detection is an active field and has been gaining
momentum in the last three years. Securing IoT against botnet
attacks is still in early stages and an active field of research
that demands further investigation to counter adversaries’ ever-
evolving landscape of new and novel attack strategies. In
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recent years this has been one of the most prevalent and prime
targets by adversaries.

Wiyono et al. [24] analysed network forensic techniques to
detect botnet activities in IoT. Their analysis utilised Decision
Tree C4.5. One of the benefits of why this was chosen is
that it runs faster and saves power. The proposed approach is
evaluated on the BoT-IoT dataset. They reported the following
performance for the proposed technique: Accuracy: 97.62%,
Precision: 97.63%, Recall: 99.99% and fall-out: 15.7%.

Sudheera et al. [25] proposed a distributed framework for
classifying attack stages in botnet attacks. The stages include
C&C and scanning stage. The proposed solution is a three-
phase approach. In the first phase, the expected behaviour
of devices is learned, leading to the generation of standard
profiles of devices. Secondly, the monitoring is performed
on the traffic. Any deviation from the profile trigger alerts,
which are then sent to the manager for further processing.
The alerts collected at the manager are analysed, the Frequent
Itemset Mining is employed for correlating different types
of alerts, leading to the detection of different stages of a
botnet attack. The proposed approach is evaluated on publicly
available datasets: CTU-IoT-Malware-Capture 34-1, CTU-IoT-
Malware-Capture 43-1 and NSS Mirai dataset. The evaluation
is performed with three ML algorithms: K-NN, RF and SVM.

Velasco-Mata et al. [16] proposed an optimized machine
learning approach to botnet detection in IoT. They proposed
two feature selection methods based on information gain and
Gini importance. Their proposed approach was evaluated on
the CTU-13 dataset. One of the reported challenges is an
imbalance in the dataset. Three ML algorithms employed for
evaluation are DT, K-NN and RF. They reported the highest
performance F-Score of 85%.

Chettri and Bera [26] investigated IoT challenges and vision
in 5G, outlined enabling technologies and proposed an IoT
architecture in 5G. The study highlighted the limitations of
existing 3G and 4G networks that cannot be utilised for IoT
wireless networks such as Low Power Wide-Area networks.
On the other hand, the IoT wireless networks can access 5G
network, thus making 5G a game changer for IoT. Ghorbani
et al. [4] investigate DDoS attacks on IoT in the advent of
5G, they argue that the combination of IoT and 5G give
rise to new security challenges that exploit both technologies’
architecture vulnerabilities. Lucas-Estañ and Gozalvez studied
and proposed Grant-Free Scheduling for reliable low latency in
5G networks. The proposed approach reduces the transmission
delay, affecting latency, a crucial requirement for 5G [27].
Reducing latency requirements for some of the tasks in 5G
means that existing IoT botnet detection methods may be
rendered ineffective if their processing time is more than the
scheduling allocated time.

III. PROPOSED METHODOLOGY

Fig. 1 shows the proposed deployment scenario for the IoT
botnet detection system. The IoT system network is connected
to the cloud where IoT devices’ data is periodically sent to
the cloud, for further analysis. A PCAP (Packet Capture)
Logs Capture module generates and stores PCAP and Logs

to further develop a real-time model for IoT botnet detection.
Zeek[28] is used within the PCAP Logs Capture module.
Alternatively, Snort[29] can be used. Network Traffic analysis
modelling studies PCAP and Logs. ML models are then
trained for the detection of botnet traffic, as explained in
Sections III-A and III-B. The detection models developed
are deployed on the Botnet Detection Module to monitor
the IoT network in real-time. Once an attack is detected in
IoT network traffic, an alert is sent to the Security Manager
to perform forensic analysis and take appropriate actions to
secure affected devices.
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Fig. 1: Proposed topology scenario for IoT botnet detection

The proposed botnet detection system is divided into two
stages, namely the Feature Selection stage and the Building
the Detection Model stage.

A. Feature Selection

As stated in Section I, this work proposes two feature se-
lection methods. The first method uses a predefined threshold,
and the second uses unsupervised learning to select the most
influential features. This sub-section provides more details on
the proposed feature selection methods.

1) Feature Selection with a predefined threshold: Fig. 2
illustrates the feature selection method with a predefined
threshold. The method requires network connections data
(All Features Data) and a threshold as input. Determining
good features is based on data mining technique FIM, which
uncovers underlying patterns from transactions data, FIM
captures homogeneity and regularity in the data translating to
either valuable or noisy features [30]. From the transactions
data, FIM extracts frequently occurring transactions with their
minimum support, which represents frequency of occurrence
of a pattern in transactions. For this work a network connection
represents a transaction, from which FIM patterns are mined
to identify useful features. This work utilises an open source
data mining java based SPMF to mine patterns [31]. From
the connections data, the most dominant pattern values for
each feature are computed, and the pattern frequency value
of the most dominant pattern is calculated with respect to
the total number of connections. This pattern frequency value
is compared with a predefined threshold, a cut-off value that
determines which features are added to the noisy features list.
The noisy features list is then passed to the Noisy Feature
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Filter which removes noisy feature names identified from a
list of all feature names generated from data. The result is
an influential feature list(containing only important) used to
derive reduced network traffic data containing only the most
influential features.

Feature Value Extractor

Compute
Reduced 
Features

Data

Threshold

Influential
Feature List

Reduced
Features

Data

Pattern frequency value

Most dominant pattern

Features
list

All Features Data

Noisy Noisy Feature 
Filter

Fig. 2: Proposed feature selection method for IoT botnet
detection with a predefined threshold

Algorithm 1 Implementation pseudocode for feature selection
method for botnet detection with a predefined threshold

Require: data ▷ Dataset
Require: sp ▷ Source port provided by user
Require: tgt ▷ target provided by user
Require: thld ▷ frequency of feature value

1: r ← compute total instances (rows)
2: col dl[]← “” ▷ Create empty list for feature names to

drop
3: drop sp
4: drop tgt
5: drop id col
6: for col name in columns do
7: v[]← compute total count for each unique value
8: for uniq value in col name do
9: if v[uniq value]/r > thld then

10: if col name not in col dl then
11: col dl[]← Add col name to drop list
12: end if
13: end if
14: end for
15: end for

Algorithm 1 provides detailed implementation pseudocode
followed for identifying and removing less informative fea-
tures. This requires source port, target name and a threshold
value ranging from 0 to 100. These are removed from the data
before employing any feature selection method. The removal
of these features is informed by expert knowledge about
some of the network traffic features known to be noisy(non-
informative). For instance, the source port is non-informative
as it is generated randomly. Therefore it does not have any
meaningful contribution to classification. In lines 1 and 2,
total observations in data are computed and saved in r and an
empty list (col dl) is created to store names of non-informative
features. All non-informative features are removed as indicated

in lines 3−5 (based on expert knowledge). Lines 6−11 identify
less influential features (based on the threshold provided). This
is done by iterating through each feature, whereby pattern fre-
quency value counts are computed. Furthermore, if any pattern
frequency value is greater than the threshold, the feature name
is added to the less influential features list. Finally, all the
features identified as less informative are removed from the
data, resulting in reduced features data passed to Building the
Detection Model stage explained in Section III-B.

2) Feature Selection without a predefined threshold: Fig.
3 shows the automatic feature selection stage without a
predefined threshold. Firstly, network connections data is fed
into Feature Sample Extractor, where there are two modules:
Frequency Based (FB) and Pattern Based (PB). The FB mod-
ule extracts dataset sample by iterating through each feature
value and extracting the most dominant pattern frequencies
(including features’ co-occurrence frequencies) which are then
captured in the Features values file. This implies that if a group
of features are informative and co-occurs in a pattern, then
MFI calculates their pattern frequencies simultaneously. As
a result, the frequency score representing informativeness is
performed faster with MFI as the frequencies of co-occurring
features are not computed individually for each feature.

Reduced
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Data
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Score
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Clustering
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Clusters 
of Features

Best
Cluster
Selector

Best Cluster 

Features with
Impurity Score

Pattern Based

Frequency Based

Features
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All Features Data

Fig. 3: Proposed feature selection method for IoT botnet
detection without a predefined threshold

Most dominant patterns identified for each feature need
to be validated to determine the usefulness of patterns in
detecting botnet traffic. A GI score for each feature is proposed
to determine its informativeness, which is used to measure
its quality. A most dominant feature’s GI score is considered
pure if its most dominant pattern value is only present in one
target class (either Normal or Malicious). GI is a technique
that has been used in the DT classification algorithm as a
splitting criterion [32]. GI is often chosen in DT compared
to the alternatives, entropy or information gain, which are
more computationally expensive, hence GI being chosen as an
efficient method. This work uses GI not as a splitting criterion
but rather as the measure of usefulness of features based on
a pattern obtained from a sample of network traffic data. The
output is features with their impurity scores captured in a file
(Features with Impurity Score).
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The GI score captures the level of impurity. The GI scores of
each of the features are used to select the best set of features
the same way chi-square is used to select best feature for
categorical features by picking only the most pure features
and discarding impure ones to maximise performance. On the
other hand, if the most dominant feature pattern is present
in all target classes, it is considered to have impurities. The
formula for computing GI is given by equation (1), where D is
the dataset, k is the number of classes contained in the dataset
and pc is the probability that a random sample belongs to class
c.

Gini(D) = 1−
k∑

c=1

p2c (1)

K-Means clustering module automatically selects the best
set/cluster of features for the Building the Detection Model
stage. K-Means clustering module uses Features with Impurity
Score to cluster features. The assumption is that features are
either informative or noisy. The expectation is that the most
influential features are clustered together, and similarly noisy
features are clustered together in the same cluster. As a result,
two centroids (of the most pure feature and the least pure
feature) further apart are used to vote on features closest
to each other. The number of target classes (Malicious and
Normal) informs selecting k = 2 for K-Means clustering, i.e.
most influential features are clustered together and likewise
noisy features clustered together.

Illustrated in Algorithm 2 is implementation pseudocode
that shows detailed steps of performing feature selection with-
out a predefined threshold. It takes in network connections data
and computes the most dominant pattern value of each feature.
Once each feature’s most dominant pattern is found, a sample
is drawn from network traffic data with the corresponding
pattern value. The GI score is computed and stored from this
sample for each feature. The output of this module is features
with their corresponding GI score, which are passed to the
K-Means clustering module.

The goal of automatically selecting the best features is
achieved in two-steps clustering phases. In the first phase,
K-Means clustering is deployed with K = 2. By clustering
features into two clusters according to their GI scores, the
unsupervised clustering method effectively splits the features
into most influential and less influential clusters. Furthermore,
while clustering, the lowest score computed from the GI scores
is captured. The output of the first clustering phase results
in two clusters, Cluster A and Cluster B and the lowest GI
score. The second clustering phase determines the best cluster.
The best cluster is computed by iterating through Cluster A
to check if it contains the lowest GI score. If it contains the
lowest score, Cluster A is returned as the best cluster and is
used to derive reduced feature data. Otherwise Cluster B is
returned as the best cluster. The best cluster is then used to
derive reduced feature data that is passed to the next stage.

B. Building the Detection Model

Fig. 4 shows the Detection Model stage of the proposed
method. Here the input is the reduced features dataset from the

Algorithm 2 Implementation pseudocode for feature selection
method for botnet detection without a predefined threshold

Require: data ▷ Dataset
Require: sp ▷ Source port provided by user
Require: tgt ▷ target provided by user
Require: id col ▷ unique ideantifier ID

1: Output← {} ▷ Empty list of lists for feature dominant
patterns values and score

2: drop sp
3: drop tgt
4: drop id col
5: for feature name in columns do
6: max count← 0
7: feature v ← 0
8: feature cnts← {}total uniq value counts
9: for uniq v in feature cnts do

10: v count← feature cnts.get count(uniq v)
11: if v count > max count then
12: max count← v count
13: feature v ← uniq v
14: end if
15: end for
16: Datas ← data(feature name = feature v)
17: gini(Datas)← 1−∑k

c=1 p
2
c

18: Output.append([feature name, feature v, gini])
19: end for
20: Return Output

previous stage. First data goes through Model Training, where
three machine learning algorithms are trained namely: LR, DT
and SVM. The trained models are then passed to the Model
Evaluation module. Different trained models are evaluated
in this module, the output is results with evaluation metrics
outlined in sub section IV-B for the performance of models
trained. The evaluation results are passed to the Best Model
Selector, which goes through the evaluation results and selects
the best performing model(s). For comparison purposes, the
original dataset is also provided as an input into this stage for
evaluating the performance of the proposed methods.

Model Training Model Evaluation

Best Model Selector

SVM SVM

Logistic Regression

Decision Trees

Logistic Regression

Decision Trees

Reduced
Features

Data

Fig. 4: Proposed Building the Detection Model Stage for IoT
Botnet Detection.

IV. EVALUATION OF RESULTS

To evaluate the effectiveness of the proposed methods,
a publicly available dataset IoT23 [33] is used. Since this
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work aims to detect botnet traffic from the network traffic
connections data, this makes it a binary classification problem.
For this reason, all malicious labels for the dataset namely:
C&C, DDoS and PartOfHorizontalScan, were combined into
one class. This resulted in two classes: normal and malicious.
Experiments are performed in two scenarios–the first scenario,
experiment is performed without the proposed feature selec-
tion methods whereas the second scenario uses the proposed
feature selection methods for feature selection presented in
Figs. 2 and 3 respectively. The results of both scenarios are
used to build and evaluate the detection model as presented in
Fig. 4.

A. Dataset Description

IoT23 is a dataset derived from IoT traffic. Refer to Table
I for label distribution of the chosen dataset. This dataset is
labelled connection log files from the network traffic gener-
ated by Zeek [28]. The dataset has 20 features, namely: ts,
uid, id orig h, id orig p, id resp h, id resp p, proto, ser-
vice, duration, orig bytes, resp bytes, conn state, local orig,
local resp, missed bytes, history, orig pkts, orig ip bytes,
resp pkts, and resp ip bytes. The classification of these
features is presented in Table I. The features selected by
the proposed automatic feature selection method include:
id resp h, id resp p, proto, history, conn state, orig pkts, and
orig ip bytes.

TABLE I: CTU-IoT-Malware-Capture-34-1 (Mirai) Labels
Distribution

Label Flows

Normal 1923
C & C 6706
DDoS 14394

PartOfHorizontalPortScan 122

B. Experimental Setup and Results

The metrics computed to evaluate the performance of the
proposed methodology are discussed in this sub-section. These
metrics provide evidence of how well an IDS makes detection
correctly [11]. These metrics are:

• Overall Success Rate (OSR) - the proportion of all
correctly detected normal and malicious connections to
total connections.

• TPR - the proportion of correctly detected malicious
connections to total malicious connections.

• FPR - a measure of the proportion of false alarms to
total normal connections.

• Precision - the proportion of correct malicious connec-
tions to a total detected as malicious.

• F-score - a measure of the trade-off between Precision
and TPR. Used for comparison of different classification
methods [11].

The proposed method reduced the number of features from
twenty to seven. Fig. 5 (a) and Fig. 5 (b) show the confusion
matrix for LR NFS and WFS, respectively. NFS-No Feature
Selection is applied, refers to the experimental scenario where
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Fig. 5: Confusion Matrix for Logistic Regression (a) NFS
(b)WFS

proposed feature selection method is not applied. WFS-With
Feature Selection, is a scenario where the proposed method
is applied fully as detailed in Section III-A2. The results
show consistent improvement across several metrics used. The
main benefit of the proposed feature selection method is the
reduction of the false alarms indicated by FPR.

Fig. 6 (a) and 6 (b) present the ROC curve for the perfor-
mance of LR NFS and WFS, Fig. 6 (c) and 6 (d) show the ROC
curve for SVM NFS and WFS and finally, Fig. 6 (e) and 6 (f)
show the ROC curve for DT NFS and WFS. The results show
performance improvement with the proposed feature selection
methods. Fig. 7 shows the effect of different threshold values
on performance, these were selected randomly to show the
problem that could arise from selecting threshold that may not
be optimal. As can be seen, due to the selection of different
threshold values, the performance can vary significantly.

For this reason, the method that requires a predefined
threshold may not give optimal performance if the chosen
threshold value is not optimal. The problem associated with
manually selecting an optimal threshold value is alleviated
by the proposed automatic feature selection method without
a predefined threshold (c.f. Fig. 3). This method always finds
the best features without any human intervention and thus will
not suffer from the performance issue as shown in Fig. 7.
Fig. 8 shows FPR and TPR, Precision, OSR, F-score as a
comparison of performance between methods with and without
feature selection.

Fig. 9 compares Detection Speed for with and without
feature selection methods. The proposed results consistently
outperform those obtained without the proposed feature se-
lection methods for all the classification models explored.
The resulting speed adheres to the state-of-the-art scheduling
requirements, which affects latency in 5G [27]. This makes the
proposed method suitable for future wireless networks. Fig. 10
shows the effect of proposed method (WFS) FPR compared
to NFS. The results consistently reduce false alarms with the
proposed method across all models.

Furthermore, Table II compares methods that utilise the
IoT23 dataset. To enable reproducibility of this work, the
developed code is made available in [36]. This will be ben-
eficial to stimulate further research interests in the research
community.

V. CONCLUSION

This paper presented an efficient feature selection method
for botnet detection. For feature selection, methods with
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(a) LR NFS (b) LR WFS

(c) SVM NFS (d) SVM WFS

(e) DT NFS (f) DT WFS

Fig. 6: ROC Plots for methods WFS and NFS Performance.

TABLE II: Comparison of Works utilising IoT23 Dataset.

Paper Problem Solution Accuracy Precision TPR F-Score
[25] Botnet Stage Detection ML for Stage Detection 99% X X 99%
[34] Botnet Detection Ensemble ML 99.88% X 99.7% X
[35] Botnet Identification ML 99.9% X X X

Proposed method Botnet Identification ML 99.99% 100% 99.99% 100%
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TABLE I
COMPARISON OF WORKS UTILISING IOT23 DATASET.

Paper Problem Solution Accuracy Precision Recall F-Score
[25] Botnet Stage Detection ML for Stage Detection 99% X X 99%
[30] Botnet Detection Ensemble ML 99.88% X 99.7% X
[31] Botnet Identification ML 99.9% X X X
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without the proposed feature selection methods for all the
classification models explored. To enable reproducibility of
this work, the developed code is made available in [32], this
will be beneficial to stimulate further research interests in the
research community.

V. CONCLUSION

This paper presented an efficient feature selection method
for botnet detection. For feature selection, methods with and
without predefined threshold are proposed. The method that
does not rely on a predefined threshold addresses the problem
of selecting an optimal threshold by automatically performing
feature selection by utilising K-Means clustering and GI score.
After feature selection, data with reduced features are pro-
cessed further in the training and evaluation stage. Specifically,
decision trees, logistic regression and support vector machine
are trained as detection models for botnet traffic detection.
Finally, the detection performance of the trained models are

evaluated. The results show that the proposed method consis-
tently improves the performance across all the measures: TPR,
FPR, Precision, F-score and OSR. The consistent increase
in performance particularly in FPR suggests that the features
selected for training a model identifies the best set of features
that separate out instances well according to malicious and
normal instances. The selected set of features therefore result
in an improved performance that minimises FPR. For example,
in logistic regression, FPR is minimised to zero. Additionally,
the proposed method is efficient and reduces the computa-
tional cost in terms of detection speed, this is an important
requirement in intrusion detection systems as they have to be
deployed in real time. For DT, the results observed from WFS
and NFS are close to each other suggesting the model performs
well and does not benefit from proposed methods. However,
if detection speed is considered even DT is benefiting from
the proposed approach, also with the proposed methods LR
becomes the best performing model. Furthermore, DT also
benefits from the proposed approach and FPR is minimised by

Fig. 7: Comparison of performance between approaches with different feature selection threshold
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without the proposed feature selection methods for all the
classification models explored. To enable reproducibility of
this work, the developed code is made available in [32], this
will be beneficial to stimulate further research interests in the
research community.

V. CONCLUSION

This paper presented an efficient feature selection method
for botnet detection. For feature selection, methods with and
without predefined threshold are proposed. The method that
does not rely on a predefined threshold addresses the problem
of selecting an optimal threshold by automatically performing
feature selection by utilising K-Means clustering and GI score.
After feature selection, data with reduced features are pro-
cessed further in the training and evaluation stage. Specifically,
decision trees, logistic regression and support vector machine
are trained as detection models for botnet traffic detection.
Finally, the detection performance of the trained models are

evaluated. The results show that the proposed method consis-
tently improves the performance across all the measures: TPR,
FPR, Precision, F-score and OSR. The consistent increase
in performance particularly in FPR suggests that the features
selected for training a model identifies the best set of features
that separate out instances well according to malicious and
normal instances. The selected set of features therefore result
in an improved performance that minimises FPR. For example,
in logistic regression, FPR is minimised to zero. Additionally,
the proposed method is efficient and reduces the computa-
tional cost in terms of detection speed, this is an important
requirement in intrusion detection systems as they have to be
deployed in real time. For DT, the results observed from WFS
and NFS are close to each other suggesting the model performs
well and does not benefit from proposed methods. However,
if detection speed is considered even DT is benefiting from
the proposed approach, also with the proposed methods LR
becomes the best performing model. Furthermore, DT also
benefits from the proposed approach and FPR is minimised by

Fig. 8: Comparison of performance between approaches with and without feature selection. D: Decision tree, L: Logistic
regression, S: SVM, NFS: No Feature Selection, WFS: With Feature Selection
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performed in two scenarios. In the first scenario, experiment
is performed without the proposed feature selection methods.
In the second scenario, the proposed feature selection methods
are used for feature selection outlined in Figs. 2 and 3. The
results of both scenarios are evaluated as outlined in Fig. 4.
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A. Dataset Description

IoT23 is a dataset derived from IoT devices network traffic.
Refer to Table II for label distribution of the chosen dataset.
This dataset is labelled connection log files generated by Zeek
[26] from the network traffic. The dataset has 20 feature

variables and 4 classes in the target variable indicated in Table
II.

TABLE II
CTU-IOT-MALWARE-CAPTURE-34-1 (MIRAI) LABELS DISTRIBUTION

Label Flows

Normal 1923
C & C 6706
DDoS 14394

PartOfHorizontalPortScan 122

B. Experimental Setup and Results

The evaluation metrics computed to evaluate the perfor-
mance of the proposed methodology are discussed in this sub-
section, these metrics provide evidence of how well an IDS
makes detection correctly [11]. These metrics are:

• Overall Success Rate (OSR) - proportion of all correctly
detected normal and malicious connections to total con-
nections.

• TPR - proportion of correctly detected malicious con-
nections to total malicious connections.

• FPR - measure of proportion of false alarms to total
normal connections.

• Precision - proportion of correct malicious connections
to a total detected as malicious.

• F − score - measure of trade off between Precision
and TPR. Used for comparison of different classification
methods [11].

Figs. 8 and Fig. 7 show TPR, Precision, OSR, F−score
and FPR as a comparison of performance between methods
with and without feature selection. NFS, No Feature Se-
lection is applied, refers to the experimental scenario where
proposed feature selection method is not applied. WFS, With
Feature Selection, is a scenario where the proposed method
is applied fully as detailed in Section III-A2. Fig. 5 (a) and
Fig. 5 (b) shows confusion matrix for LR NFS and WFS,
respectively. The results show consistent improvement across
several metrics used. The main benefit of the proposed feature
selection method is the reduction of the false alarms indicated
by FPR. Fig. 9 shows the effect of different threshold values
on performance, these were selected randomly to show the
problem that could arise from selecting threshold that may not
be optimal. As can be seen, due to the selection of different
threshold values, the performance can vary significantly. For
this reason, the method that requires a predefined threshold
may not give optimal performance if the chosen threshold
value is not the optimal one. The problem associated with
manually selecting an optimal threshold value is alleviated
by the proposed automatic feature selection method without
a predefined threshold (refer to Fig. 3). This method always
finds the optimal threshold without any human intervention,
thus will not suffer from the performance issue shown in Fig.
9.

Fig. 6 shows a comparison of Detection Speed between
methods with and without feature selection. The results of
the proposed method consistently outperforms results obtained

Fig. 9: Comparison of Detection speed between approaches
with and without feature selection
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performed in two scenarios. In the first scenario, experiment
is performed without the proposed feature selection methods.
In the second scenario, the proposed feature selection methods
are used for feature selection outlined in Figs. 2 and 3. The
results of both scenarios are evaluated as outlined in Fig. 4.
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A. Dataset Description

IoT23 is a dataset derived from IoT devices network traffic.
Refer to Table II for label distribution of the chosen dataset.
This dataset is labelled connection log files generated by Zeek
[26] from the network traffic. The dataset has 20 feature

variables and 4 classes in the target variable indicated in Table
II.

TABLE II
CTU-IOT-MALWARE-CAPTURE-34-1 (MIRAI) LABELS DISTRIBUTION

Label Flows

Normal 1923
C & C 6706
DDoS 14394

PartOfHorizontalPortScan 122

B. Experimental Setup and Results

The evaluation metrics computed to evaluate the perfor-
mance of the proposed methodology are discussed in this sub-
section, these metrics provide evidence of how well an IDS
makes detection correctly [11]. These metrics are:

• Overall Success Rate (OSR) - proportion of all correctly
detected normal and malicious connections to total con-
nections.

• TPR - proportion of correctly detected malicious con-
nections to total malicious connections.

• FPR - measure of proportion of false alarms to total
normal connections.

• Precision - proportion of correct malicious connections
to a total detected as malicious.

• F − score - measure of trade off between Precision
and TPR. Used for comparison of different classification
methods [11].

Figs. 8 and Fig. 7 show TPR, Precision, OSR, F−score
and FPR as a comparison of performance between methods
with and without feature selection. NFS, No Feature Se-
lection is applied, refers to the experimental scenario where
proposed feature selection method is not applied. WFS, With
Feature Selection, is a scenario where the proposed method
is applied fully as detailed in Section III-A2. Fig. 5 (a) and
Fig. 5 (b) shows confusion matrix for LR NFS and WFS,
respectively. The results show consistent improvement across
several metrics used. The main benefit of the proposed feature
selection method is the reduction of the false alarms indicated
by FPR. Fig. 9 shows the effect of different threshold values
on performance, these were selected randomly to show the
problem that could arise from selecting threshold that may not
be optimal. As can be seen, due to the selection of different
threshold values, the performance can vary significantly. For
this reason, the method that requires a predefined threshold
may not give optimal performance if the chosen threshold
value is not the optimal one. The problem associated with
manually selecting an optimal threshold value is alleviated
by the proposed automatic feature selection method without
a predefined threshold (refer to Fig. 3). This method always
finds the optimal threshold without any human intervention,
thus will not suffer from the performance issue shown in Fig.
9.

Fig. 6 shows a comparison of Detection Speed between
methods with and without feature selection. The results of
the proposed method consistently outperforms results obtained

Fig. 10: Comparison of FPR performance between ap-
proaches with and without feature selection

and without predefined thresholds are proposed. The method
that does not rely on a predefined threshold addresses the
problem of selecting an optimal threshold by automatically
performing feature selection using K-Means clustering and
GI score. After feature selection, data with reduced features
are processed further in the training and evaluation stage.
Specifically, DT, LR and SVM are trained as detection models
for botnet traffic detection. Finally, the detection performance
of the trained models is evaluated. The results show that
the proposed method consistently improves the performance
across all the measures: TPR, FPR, Precision, F-score and
OSR. The consistent increase in performance, particularly in
FPR, suggests that the features selected for training a model
identify the best set of features that separate instances well
according to malicious and normal instances. Therefore, the
selected set of features results in an improved performance
that minimises FPR. For example, in logistic regression, FPR
is minimised to zero.

Additionally, the proposed method is efficient and reduces
the computational cost regarding detection speed. This is an
essential requirement in intrusion detection systems as they
must be deployed in real-time. For DT, the results observed
from WFS and NFS are closely matched, suggesting the model
performs well and does not benefit from the proposed methods.
However, if detection speed is considered even DT benefits
from the proposed approach. Also with the proposed methods,
LR becomes the best-performing model. Furthermore, DT also
benefits from the proposed approach and FPR is minimised
by half, saving time and network resources. The results show
that the proposed system has a very low rate of false alarms.
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This protects the network security team from being disturbed
by false alarms that might affect their efficiency and waste
resources.
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