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Abstract
Switches and Crossings (S&C) are a fundamental part of any railway network, they allow trains to switch between
tracks and to cross over other tracks. They consist of various electrical and mechanical components to which there is a
substantial maintenance cost. Failure of an S&C unit can cause significant disruption to traffic and have large financial
implications. Therefore, planning their maintenance is of critical importance to railway asset managers. This research
proposes an asset management framework, which models the degradation, failure, inspection and maintenance for the
S&C unit. The framework comprises nine Petri net sub-models for the S&C component availability and predicts the
number of maintenance interventions in a given time period. This can be used to inform maintenance decision making,
with the aim of reducing the life cycle cost of the S&C.
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Introduction

Railway asset managers are required to make key decisions
on where, when and how budget will be used to maintain
the railway infrastructure, while also ensuring maintenance
and performance targets are achieved and strict safety
standards adhered to1. The need to utilise the funding
available to achieve best advantage makes effective asset
management decisions ever more important. Asset managers
require accurate models to predict the availability and future
evolution of their assets, enabling them to make the most
informed decisions possible.

This research focuses on one element of the railway
infrastructure; Switches and Crossings (S&C). An S&C unit
is a track asset that allows trains to switch between tracks
or to cross over another track. There is a significant cost
to maintaining S&C units and their failure can cause large
disruption to traffic. Despite running a reduced timetable due
to the impacts of COVID 19 Network Rail still reported
that S&C failures caused over 270,000 delay minutes to
passenger and freight services on the UK network between
April 2021 and Jan 20222. Deutsche Bahn reported that 19%
of delay minutes on the German railway were caused by S&C
failure in 20103.

S&C units have regularly been the focus of research
studies, with investigation into the interactions between
forces4–6 as well as the use of condition monitoring to
predict their failures7–9. However, literature on S&C life
cycle analysis is far less common. Zwanenburg10 explored
the effects of location, curvature, switch (crossing) angle and
the soil quality, on the service life of switches on the Swiss
railway. Nissen11 used Excel to create a life cycle model
for S&C on the Swedish railway network by considering
the Life Cycle Cost (LCC) as being made up of six parts
and determining a cost for each of them. More recently,
Landgraf working with others12 proposed conducting a life

cycle assessment to determine the environmental impact of
S&C over their lifetime.

This paper will build on this research by creating an
asset management framework which models the degradation,
failure, inspection and maintenance of the key components
within an S&C unit under given operational conditions and
a given period of operation. The model details the average
number of maintenance interventions in a given period
alongside the overall S&C availability. The framework is
initially populated with the values determined in the S&C
reliability study presented by Litherland and Andrews13.

S&C Asset Management Processes

The life cycle of a component is widely viewed as having
four stages:

(i) Planning/design
(ii) Construction

(iii) Operation
(iv) Decommission

As the majority of railway infrastructure is already in
place the research in this paper will focus on the
operation part of the life cycle only. To develop an
effective model for the asset management of an S&C unit,
there are six main processes that need to be considered:
degradation, inspection, servicing, maintenance, renewals
and enhancements. These aspects are discussed in the
following sections.
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Degradation Process
A detailed understanding of the degradation process is
central to any asset management model, as the degradation
is the primary driver of the other processes. Nonetheless,
the deterioration is often the most difficult process to model
accurately. There are various methodologies to forecast
degradation; estimating degradation rates using maintenance
and failure records is popular among researchers14–16. In
this study, S&C components are modelled as being in one
of several discrete condition states. Maintenance and failure
records can then be used to estimate the transition time
between states.

Inspection Process
Generally S&C deterioration is unrevealed. Therefore, it is
essential to have a robust inspection regime. Three inspection
types are considered in this paper. Firstly, visual inspection
conducted by an engineer, this type of inspection is the
cheapest to implement and the most commonly occurring.
Secondly, ultrasonic inspection which uses ultrasonics to
scan the rails to identify cracks or defects in the rails. The
final type of inspection is geometry inspection, used to assess
the track geometry and ballast condition. A recording vehicle
passes along the track, periodically, measuring a range of
parameters about the track geometry including twist, gauge,
vertical and horizontal alignment. The standard deviation of
the vertical alignment σ, is then calculated for 200 metre
sections of track, and used to assess the track geometry17.
The inspection method for various S&C components is
summarised in Table 1, some components can be inspected
in multiple ways.

Service Regime
Effective servicing can extend the life of components18. For
an S&C unit servicing tasks include tightening (checking
torque) of stretcher bar bolts, oiling slide chairs and switch
rail pivots, clearing flange ways, and adjusting the switch
rail alignment. It is common practice to model servicing
as slowing the degradation process rather than delivering
condition uplift19.

Repair Process
The repair or maintenance process is critical to effective
asset management and is one of the areas the Infrastructure
Manager (IM) has most control over, as such there
are various well established techniques for assessing
the effectiveness of different strategies, including failure
mode and effects analysis (FMEA) and reliability centred
maintenance20.

For an S&C unit there are various maintenance options
that can be performed, these will vary from component
to component, the most common techniques and the ones
considered in this study are summarised in Table 1, and
described below, but this is by no means an exhaustive list.

Component Replacement Replacement can be the pre-
ferred option for components where maintenance is not pos-
sible, for reasons such as component design or obsolescence;
or because component replacement is cheaper than mainte-
nance (this is generally the case for low cost components).

Tamping Tamping is used to repack the ballast and improve
the geometry at the S&C21. A tamping machine is self-
propelled, it grips the rails and lifts the track into the required
position, tines are then used to rearrange the ballast to
support the track in its new position22, specialist tampers
are used for S&C23, which can work around the additional
ironworks at the S&C.

Stoneblowing Stoneblowing is another technique that can
be used to improve the geometry. During stoneblowing the
track is lifted, small stones are blown under the bearers
and finally the track is lowered onto the new stones. It can
be performed at S&C using a handheld or multipurpose
stoneblower. Stoneblowing is generally performed when
tamping starts to become ineffective, Network Rail have
found stoneblowing to be very successful at extending the
life of older S&C in the UK23.

Rail Re-profiling Re-profiling is used to correct defects in
the rail surface such as lipping. Lipping is a plastic metal
flow occurring in the rail head (top) caused by high axle load
and high gross tonnage. There are various rail re-profiling
techniques including grinding, milling and planing.

Welding and thermite repair If rail defects propagate
beyond a certain depth then re-profiling becomes ineffective,
at this point a weld repair must be conducted. There are
various approaches to rail welding24 but the central idea is
to remove small sections of damaged rail and replace with
new steel.

Renewal Process
Eventually the S&C will become unviable, for reasons such
as poor performance, high maintenance cost, obsolescence
or change of requirement. At this point the S&C must be
replaced or decommissioned. There are several methods of
deciding when this point will occur:

(i) When the condition of the asset becomes inadequate
to deliver the required functionality,

(ii) After a set number of maintenance interventions have
taken place,

(iii) When the time between maintenance interventions
becomes too short,

(iv) After a fixed lifetime.

As an alternative to a complete renewal, major refurbish-
ment activities such as ballast cleaning can be performed25.
However, at this stage as a modelling simplification, it is
assumed that the impact of renewal and major refurbishment
will be the same and therefore major refurbishments are not
explicitly modelled.

Enhancement process
The enhancement stage may be separate, or parallel, to
the operational stage26. This stage involves improvement
to the system, often with the addition of functionality to
meet changing user demands, extend operating life or to
combat obsolescence. It typically involves adding additional
infrastructure/ components or redesigning components to
design out known weaknesses.
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Table 1. Summary of S&C components.

Name Occurrence type Critical Inspection type Maintenance

1 Ballast Singular Y Recording car Tamping; Stoneblowing
2 Bearer Multiple N Visual Replacement
3 Check & Wing Rail Singular Y Ultrasonic Re-profiling; Replacement
4 Crossing Singular Y Ultrasonic; Visual Weld repair; Replacement
5 Fastening Multiple N Visual Replacement
6 Slide Chair Multiple N Visual Replacement
7 Stretcher Bar Multiple Y Visual Replacement
8 Stock Rail Singular Y Ultrasonic; Visual Reprofiling; Weld repair
9 Switch Rail Singular Y Ultrasonic; Visual Reprofiling; Weld repair

S&C Components
There are various different types of S&C units, with the most
common being a turnout which allows the train to switch
to a different track. Other types include Fixed Diamond
(FD) crossing (allowing trains to cross but not switch
tracks) and scissor crossing (allowing trains to cross and
switch tracks). The specific design can be tailored to meet
capability and capacity requirements, but can be restricted
by geographical constraints. The S&C will be made up of
various components, namely:

(i) Ballast
(ii) Bearer

(iii) Check and Wing Rail
(iv) Crossing
(v) Fastening

(vi) Slide Chair
(vii) Stretcher Bar

(viii) Stock Rail
(ix) Switch Rail

The quantity of each will vary depending on design, and
not all will be present in all designs, for example an FD
crossing will not contain any switch rails. For the purpose
of modelling, components are grouped into two main
classes. Firstly, single occurrence where just one instance
of the component is present. Secondly, multiple occurrence
components, where there are multiple occurrences of the
component. The quantity of multiple occurrence components
varies between different S&C types. Within the model
components are also grouped into critical and non-critical.
Single occurrence components are classified as critical as
if they become unavailable it is assumed the S&C will
become unavailable. Multiple occurring components are not
considered critical as if one fails individually it will not cause
S&C unavailability. The exception to this is the stretcher
bars, if too many stretcher bars become defective the S&C
is also assumed to become unavailable. The occurrence type
and criticality is shown in Table 1.

Asset Management Framework
There are a range of different modelling techniques that
could be used to support the asset management framework.
These range from combinatorial methods such as fault
trees27 and FMEA28, which are generally deterministic and
fast to solve, through to detailed simulation methods, which
are stochastic in nature and are generally solved using Monte
Carlo approaches29 requiring significant computational

resource. As there is believed to be an inherent randomness
involved in the deterioration of railway track30 deterministic
combinatorial methods were considered not to be suitable.

A range of stochastic techniques to model railway assets
can be found in literature including Bayesian networks31,
Markov models32,33, discrete event simulation34,35 and
Petri nets (PN)16. Bayesian networks were discounted as
they required the relationships between the failures of
components to be completely defined in order to populate
conditional probability tables. At this time this information
is not thought to exist, or be determinable from the data
available. Markov models were also discounted based on
their limitation of requiring a constant transition rate between
states. The only way to model non constant rates in a
Markov model is to introduce more states, this can lead to
an exponential increase in the number of states in the model,
significantly impacting solution time.

Subsequently, a PN approach was selected, the PN method
is extremely flexible, with transitions being able to capture
any distribution. Whilst arguably the same results could
have been achieved using discrete event simulation, it is
felt the precise definitions and visual representation of the
system offered by PNs is more conducive to the reader’s
understanding in this case. Furthermore, the PN structure
lends itself well to future expansions; it is the authors’ future
ambition to link the PN model proposed in this research with
models for other assets to allow a whole system assessment
of the LCC to be conducted.

PNs were first proposed by Carl Petri in his 1962
thesis36, since then their applications have been extensive
including, railway track asset management37, emergency
response decision making38 and modelling passenger flows
at transport interchanges39. Their graphical representation
supports the visualisation of changes of state of the
system whilst their features allow detailed modelling and
investigation of a wide range of components.

There are two node types within a PN framework: places
and transitions. Places normally represent the state of the
system such as working or failed and are represented as
circles. Tokens are located within places to indicate the
current state of the system. The number of tokens in a place is
referred to as its marking. Transitions are used to change the
state of the system by moving tokens from place to place. The
transitions and places are connected using arcs, which can
have a weight or multiplicity. The multiplicity describes the
number of tokens that will travel along that arc. An additional
feature of PNs used in this research is the inhibitor arc. An
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inhibitor arc prevents state changes if the number of tokens
in the place it is linked to is greater than its multiplicity.

A simple example of a PN is shown in Figure 1. The
system is updated when the transition fires, which occurs in
the following way:

1. The transition must be enabled. A transition is enabled
when all the input places contain tokens at least equal
to their arc multiplicity and it is not inhibited. The
transition in Figure 1 is enabled as the marking of
places P0 and P1 are greater than or equal to their arc
multiplicity and there is no token in place P3, so the
transition is not inhibited.

2. Once the transition is enabled it will wait for a
delay time, the delay time can be deterministic (fixed
delay time) or stochastic (delay time sampled from a
distribution).

3. Once the delay time has elapsed the transition will fire.
When a transition fires, a weight of tokens equal to the
multiplicity of arcs is removed from each input place
and a weight of tokens equal to the multiplicity of arcs
is added to each of the output places. Consequently,
the number of tokens does not need to be conserved in
the firing process.

Several PN extensions are also used. Firstly, the
conditional transition40, where the delay time is dependent
on the marking of one or more other places in the net,
these are drawn in blue. Secondly, the reset transition40,
drawn in orange, which resets several other places in the net
(the marking is returned to the initial marking). Thirdly, the
conditional probabilistic transition16, for this transition each
output arc has a probability value, and when the transition
fires one of the output places is selected based on these
probabilities. The probability of each arc varies based on the
marking of various places in the system. These are drawn as
green squares. Finally, the periodical transition41, which is
used to simulate inspections. This transition has two input
parameters: the time from the start of the simulation until the
instant the transition becomes able to fire, τ , and the length
of time between two periodic events such as inspections,
p. The firing time is then equal to the remainder when τ
is divided by p. Periodical transitions are shown with a
coloured outline, turquoise for visual inspections, green for
ultrasonic inspections and finally yellow for recording car
inspections.

Computer software such as the Mathworks’ Petri net
toolbox or AIS group’s CPN tools can be used to simulate
the movement of tokens through the PN, to determine the
behaviour of the system over a given period. By applying
a Monte Carlo approach and running many simulations, it is
possible to analyse the probability and likelihood of different
events, for example the mean and variance of the number of
times a given transition fires.

PN Model Development
The PN framework contains 98 places and 61 transitions and
is formed of nine sub-models; one for each of the component
types listed in Table 1. The system model PN structure
is shown in Figure 2. Squares represent sub-models each
of which is described in detail in the following sections.

2

P0

P3

P2

T0

P1

2

P0

P3

P2

T0

P1

Figure 1. PN transition firing.

The sub-model’s outline colour corresponds to the type of
inspection that component receives.

The system PN contains two global places, drawn with
a double border, the information in these places is shared
between multiple different sub-models. Global place P62 is
used to record system unavailability. This place is marked
if any of the critical components (see Table 1) fail, if
any one of these fails, the S&C unit will be unavailable
causing disruption to traffic and incurring a financial penalty.
Global place P85 is used to record risk, when component
degradation is unrevealed. Unlike the case of unavailability,
where the effect is the same whether one component is
unavailable or many (the system is unavailable), for risk
the effect is cumulative; the more components that are
unrevealed the higher the risk. A risk implication is also only
considered for the critical components.

Grinding and reprofiling maintenance is generally
performed on the switch and stock rail simultaneously to
ensure that the S&C continues to operate correctly. To allow
this phenomenon to be captured in the PN there is a direct
link between the stock and switch rail sub-models, this is
outlined in more detail in the stock rail section.

Places P63-P65 are used to simulate the renewal of the
S&C, based on a fixed component lifetime, simulated using
T52. When transition T52 fires a renewal is scheduled; from
then on only critical maintenance can occur (maintenance
that returns the S&C from unavailable to available (unmarks
place P62)), until transition RT13 fires (which indicates the
renewal has been completed). RT13 returns every place,
across all nine sub-models, to their original marking.

Ballast

The ballast sub-model is shown in Figure 3. There are
four condition states (P46-P49) used to assess the ballast
quality based on the standard deviation of the vertical
alignment, σ̃ , these are described in Table 2. The transitions
between the condition states (CT0-CT2) are dependent
on the maintenance history as it is thought to influence
the degradation42. From the three degraded states there
are associated known/revealed condition states (P50-P52).
Following degradation, the appropriate known condition
state is marked after a recording car inspection (periodical
transitions T46-T48).
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P62
Switch 

Unavailable 
(Penalty Cost)

P85
Risk/Unrevealed 

Degradation
(Penalty Cost)

Key
1 Ballast

2 Bearer

3 Check and Wing Rail

4 Crossing

5  Fastening

6 Slide Chair

7 Stretcher Bar

8 Stock Rail

9 Switch Rail

Inspection

Geometry 

Ultrasonic

Visual

P64

Renewal 

Scheduled

P65

Renewal 

Complete

P63

RT13T52

Figure 2. PN S&C framework, consisting of nine sub-models.

Once degradation is revealed maintenance is scheduled.
There are two primary techniques to correct the alignment:
tamping and stoneblowing. The maintenance selected in
the framework is based on the condition state and the
maintenance history (see Table 2).

The conditional probability transitions CPT0 and CPT1
are used to select between either tamping or stoneblowing.
The transitions select tamping (P55/P58) with a probability
Ψ and stoneblowing (P57/P59) with a probability 1−Ψ.
The value of Ψ changes based on the maintenance history
(marking of P60 and P61). Three rules are considered when
determining Ψ:

(i) At the beginning of the ballast’s life tamping is the
preferred option, as it can deliver a lower σ̃ value so
Ψ is initially close to unity.

(ii) As the number of passed tamps increases, they become
less effective and the value of σ̃ that can be achieved
increases, at this point it can become beneficial
to stoneblow as it will yield similar σ̃ values but
stoneblowing is generally more durable. To model
this as the number of tamps increases the value of Ψ
decreases.

(iii) Once a section has been stoneblown it should not be
tamped, hence following a stoneblow the value of Ψ is
close to zero.

If P98 is not marked, then stoneblowing is not considered
and tamping is always selected.

P58 and P59 are used to model standard maintenance.
The maintenance process is modelled in two parts, the
schedule time, T49-T51 (time between deterioration being
revealed and maintenance beginning) and completion time,
RT9 and RT11 (the time between maintenance beginning and
maintenance being completed (on site time)).

P55 and P57 are used to model emergency tamping
and stoneblowing. In this scenario it is assumed that the
workforce will be deployed immediately and handheld tools
will be used to complete the work, as such no schedule

time is assumed. These places are linked directly to the reset
transitions RT10, RT12 which model completion time.

When RT8-RT12 fire all places in the ballast sub-model
are returned to their original marking (as shown in Figure
3). The exceptions to this are places P60 and P61, these
places are only reset after a complete S&C renewal (RT13).
As outlined emergency maintenance will be completed using
handheld tools, as such it is assumed the result will not be as
effective and it is assumed that the condition will only return
to the satisfactory band.

If the ballast condition reaches the very poor state (P49),
global place P85 will be marked indicating a high level of
risk, it will remain marked until T48 fires, at this stage the
degradation will be revealed and so mitigating action such
as a speed restriction or line closure, will be put in place,
making the S&C unavailable, and global place P62 will be
marked. P62 will remain marked until a ballast intervention
is completed (RT10 or RT12) or the S&C is renewed (RT13).

Crossing

The crossing can experience several different defects43

including soft spots, shelling, plastic deformation and
cracking. The PN sub-model for the crossing is shown in
Figure 4. The crossing can be in one of three condition states:
working (P31), minor defects (P32) or safety limit exceeded
(P33).

From the minor defect state, it is assumed that
grinding/reprofiling can be used to rectify defects (RT4),
minor defects will be revealed following an ultrasonic
inspection (T35). Defects exceeding the safety limit will
need more major maintenance such as a weld repair or
crossing replacement (RT5), safety limit exceeding defects
will be revealed following a visual inspection (T59). When
defects exceeding the safety limit are unrevealed the global
place P85 will be marked, indicating there is a high risk.
Following the discovery of a defect exceeding the safety limit
the crossing will be marked as unavailable (P95), P62 will
then be marked indicating the S&C unit is unavailable and
incurring a penalty cost, the inhibitor arc between P34 and
RT4 ensures that a safety limit failure is addressed before a
minor defect.

Check and Wing Rail

The check and wing rails are used to guide the train wheels
and are not directly load bearing. The check and wing rail
PN has the same structure as the crossing net; with three
condition states: working (P36), minor defects (P37) and
safety limit exceeded (P38). Again, it is assumed that minor
defects will only be revealed by an ultrasonic inspection
and that defects exceeding the safety limit will be revealed
following a visual inspection. Minor defects will be repaired
with grinding/reprofiling (RT6) and if defects exceed the
safety limit the check rail will be replaced (RT7). Like the
crossing, if check and wing rail defects exceeding the safety
limit are unrevealed the global place P85 is marked. Once
these defects are revealed global place P62 will be marked
indicating the S&C is unavailable. These defects are likely
to be resolved by replacement.
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Table 2. Ballast condition states.

σ (mm) Condition Place Maintenance Restriction

0 < σ̃ < σT Good P46 n/a No
σT ≤ σ̃ < σc Satisfactory P47 Tamp No
σc ≤ σ̃ < σres Poor P48 Tamp or stoneblow (multipurpose stoneblower) No
σ̃ ≥ σres Very Poor P49 Tamp or stoneblow (handheld) Yes

CPT0

 Ψ

P50
Known 

(Satisfactory)

P53
Tamp

P54
Work in progress

 P46
Good

 P47
Satisfactory

 P48
Poor

CT0 CT1

T47

T49

RT8

RT9

RT10

 P61
Number of 

Tamps

 P49
Very Poor

CT2

CPT1

 1-Ψ
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 1-Ψ

P52
Known

 (Very Poor)

P51
Known 

(Poor)

P55
Emg. Tamp

P56
Work in progress

P57
Emg. 

Stoneblow

 P60
Number of 

SB

T46 T48

RT11

P58
Schedule

Tamp

P59
Schedule

Stoneblow

T50

T51

RT12

 P62
Disruption 

 P85
Risk 

P90

 P98
Allow 

Stoneblowing 

Figure 3. Ballast PN sub-model, with links to global place P62 and P85.

P34 

Known Minor 
Defect

T34

CT3

 P31
Working

 P32
Minor Defect

 P33
Safety Limit 

Exceeded

T35
RT4

T36

RT5

P35
Normal 

work

 P62
Disruption 

 P88

 P85
Risk 

 P95
Known

SL Exceeded

Figure 4. Crossing PN sub-model, with links to global place
P62 and P85.

Fastening

The PN sub-model for the fastening consists of four states,
working (P17), degraded (P18), known degraded (P19) and
under repair (P20), arranged in a loop as shown in Figure 5. It
is assumed that the stock rail is attached to each bearer using
two fastenings, each fastening is represented by a token. The
number of fastenings within the S&C, f, is dependent on the
switch layout (number of bearers).

Due to the very low cost of fastenings44, when they fail
or become degraded, they are simply replaced, and the only
form of maintenance considered is replacement (T21).

When inspecting the fastenings, it is assumed that
following an inspection the degradation of all fastenings is
revealed (all tokens in place P18 moved to P19). Following
the degradation of a fastening (firing of T18), place P86 will
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 P17
 Working

P18
Failed

P19
Known 

Degraded

 P20
Repair in 

Progress

T21

T18

T20

P86
Visual Inspection 

required

T54 T56

T55

P87
Visual 

inspection 

on going

 P66
Collect Tokens

T19

Figure 5. Fastening PN, section in blue simulates fastening
inspection.

be marked. Transition T54 is a periodical transition and will
fire when a visual inspection is due (T55 is an immediate
transition, but is not enabled until P87 is marked). When P87
is marked T19 is enabled, as the arc between T19 and place
P87 is a test arc, T19 will continue to fire until all the tokens
have been moved from P18 to P19. T56 has a fixed delay
ϵ << 1, which ensures that T19 will always fire before T56.

Bearers
The bearer PN is of the same format as the fastening net, with
four states: working (P21), degraded (P22), known degraded
(P24) and under repair (P25) arranged in a loop. There
are a range of reasons for wooden bearer decay including
biological attack and fastening damage45. Once a bearer
becomes defective, it is assumed it is replaced (T22).

Similar to the fastening sub-model, each bearer is
represented with a token and the total number of bearers, b,
is dependent on the S&C type, with larger layouts containing
more bearers. The main difference between the bearer PN
and that for the fastenings is that servicing of the bearers
is considered in the form of packing. When packing is
performed, it does not improve the bearers’ condition but
does slow their degradation by disabling the degradation
transition (T24) for a period.

Slide Chair
The PN used to model the slide chair is of the same format
as that for the bearers and fastenings; four states, working
(P26), degraded (P27), known degraded (P29) and under
repair (P30) arranged in a loop. Similarly, to the fastenings,
replacement is the only form of maintenance considered and
each slide chair is represented with a token and the total
number of slide chairs, c, is dependent on the switch type.

The slide chair model also considers servicing in the form
of slide chair oiling. This is one of the most frequently
re-occurring S&C maintenance tasks. Slide chair oiling is

 P41
 Working

P42
Degraded

P44
Known 

Degraded

P43

T43

T41

T45

T44

A

B

P45
Under 

repair

T40

T42

 P62
Disruption 

 P85
Risk 

Σ 

P97

Figure 6. Stretcher bar PN.

not assumed to improve the condition but will slow the
degradation by inhibiting T30 for a period of time.

Stretcher Bar
The structure of the stretcher bar PN is shown in Figure 6. It
is again of a similar structure to the fastening and bearer sub-
models with four states arranged in a loop and each stretcher
bar being modelled by a token. The number of stretcher
bars, Σ, varies based on the switch size, with larger layouts
having more stretcher bars, the only form of stretcher bar
maintenance considered is replacement (T42).

As the stretcher bars are safety critical there are always at
least two stretcher bars to provide redundancy. If too many
stretcher bars become defective, then it is no longer safe
to run trains. If there are more than A tokens in P42 (A is
the critical number of stretcher bars that can be defective)
T40 will fire immediately marking place P43 indicating the
stretcher bars are unavailable, global place P62 will also be
marked indicating that the S&C is unavailable. The marking
of P62 will only be removed when T41 fires, which occurs
once there is at least B stretcher bars in the working state
and the marking of P41 ≥ B. B is the minimum number of
working stretcher bars required to ensure safe operation. The
number of stretcher bars varies by switch type and hence so
do the weights A and B. The number of days stretcher bar
deterioration is unrevealed is recorded in global place P85.

Stock Rail
The PN used to model the stock rail is shown in Figure 7.
The stock rail is modelled as being in one of three condition
states: working (P0), minor degradation (P1) or safety limit
exceeded (P2). As condition data is not available for the rails,
the transition between P1 and P2 is based solely on time.

Defects exceeding the safety limit will be revealed
following a visual inspection (T57), however minor defects
will only be revealed following an ultrasonic inspection
(T6). Degradation can be repaired using rail grinding and
reprofiling (RT0), for this to be most effective it should be
performed on the switch and stock rail simultaneously to
ensure the two rails remain correctly aligned. Consequently,
the stock rail PN is directly linked to the switch rail PN (see
Figure 7). When RT0 fires the condition of the switch rail is
also updated. RT0 is inhibited by both P91 and P92 to ensure
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Figure 7. Stock rail PN.

reprofiling cannot take place if the stock or switch rail has a
defect exceeding the safety limit. In this case a weld repair
(RT1) is required to rectify the defect and will only affect the
stock rail.

The risk due to unrevealed stock rail degradation is also
considered, global place P85 is marked when place P2 is
marked. If the safety limit is known to be exceeded global
place P62 will be marked indicating the S&C is unavailable
and that a traffic disruption is occurring. It remains marked
until the stock rail is fixed following the firing of RT1.

Analysis of maintenance and failure records revealed the
stock rail often experienced a cluster of repairs followed by a
substantial period with no maintenance, suggesting a burn-in
region. Within the framework, the repair clusters following
renewal are modelled as a burn-in region (T3) this is referred
to as the early life phase (P5 marked). Following the initial
burn in region, the normal life phase is reached (P6 marked).
The early life phase occurs straight after renewal (firing of
RT13), when in this state it is possible to transition directly
between the working (P0) and safety limit exceeded state
(P2). Once T1 fires, the stock rail enters the normal life phase
and it is only possible to reach P2 from place P1 (via T7).

Switch Rail
The switch rails move to allow trains to switch tracks. They
are modelled in a similar way to the stock rail, using a two-
phase life. Switch rail pivots are regularly lubricated and
adjusted to make sure they travel the correct distance such
that they fit up against the stock rail correctly. Oiling the
pivots is classified as servicing and as such does not improve
the condition but slows down degradation. To model this in
the PN an additional place was introduced in the switch rail
sub-model which, when marked, prevents degradation in the
normal phase.

Framework Solution & Results
The S&C framework is demonstrated through application
to a selection of S&C units on the UK railway

network and is initially populated using the degradation,
failure, maintenance and inspection distributions derived by
Litherland and Andrews in the companion paper13.

In the companion paper eight switch sizes are considered
based on Network Rail classification of turnouts, which is
based on switch size; with Size A being the smallest with
the tightest turnout radius through to size G being the largest
with the shallowest turnout radius, FD crossings are also
considered. The results in this paper are disaggregated in
the same manner. A summary of the number of components
assumed under each design is presented in Table 3. It should
be noted that other factors such as loading, number of
operations and superstructure are also likely to influence the
S&C behaviour. Yet, at the time of writing it was extremely
difficult to align datasets containing traffic or geology data to
the failure data, with the former significantly lacking in data.
Therefore, these factors are not explicitly considered in the
PN inputs. As future work the authors would like to explore
how these factors might influence the deterioration rates.

Table 3. Assumed number of components by switch type.

Switch Type/ Com-
ponent

A B C D E F G FD

Ballast 1 1 1 1 1 1 1 1
Check rail 1 1 1 1 1 1 1 1
Crossing 1 1 1 1 1 1 1 4
Fastening 60 70 80 100 120 140 150 110
Bearer 25 30 35 45 50 60 70 55
Slide chair 40 50 60 72 84 92 108 0
Stretcher bar 2 2 3 4 4 5 6 0
Stock rail 1 1 1 1 1 1 1 1
Switch rail 1 1 1 1 1 1 1 0

Bespoke C++ software was written to solve the PN system
model using Monte Carlo simulation. 100,000 simulations
were performed for a 50 year simulation length (a typical
appraisal timeframe), for the eight different switch types.
The model outputs the number of inspections, maintenance
interventions, failures, services and renewals as well as the
number of days the S&C unit is unavailable and the number
of days with high risk (when component degradation is
unrevealed).

The outputs of the model for the eight switch types are
summarised in Table 4. It can be observed that size G has the
highest overall number of failures, with approximately one
failure every five and a half years, however its unavailability
is similar to Size A at 0.07%, showing that failures are
repaired more quickly on size G, this is to be expected as
size G S&C are generally on high-speed, densely trafficked
routes. The highest number of stock rail failures occurs on
size A; likely caused by the tight turnout radius. The highest
number of crossing and check rail failures occurs on FD
crossings, likely due to the fact that FD crossings have four
crossings (and turnouts have just one) and a larger volume of
check and wing rail. The main conclusion was that there is
little correlation between the switch type and the number of
failures; suggesting that other factors such as, age, tonnage,
number of operations or the environment, are more critical to
the number of failures.

There is a stronger trend between switch size and number
of maintenance interventions, with larger turnout layouts
generally having more maintenance, size G has the highest
volume of fastening replacement, slide chair replacement,
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stretcher bar replacement and tamping. Size C and D seem
to break the trend slightly with high volumes of bearer
replacement, check and wing rail repair and stoneblowing.
The volume of servicing appears closely linked to switch
type, mainly caused by the larger switch types having more
components that require servicing. Switch size F and G are
assumed to have a mean service life of less than 25 years and
as such have two replacements during the observation period.
As a fixed inspection is assumed, the number of inspections
is the same for all.

Figure 9 shows how the maintenance totals listed in
Table 4 are broken down into 16 week (112 day) periods
over the 50 appraisal year periods. It includes maintenance
to repair defects exceeding the safety limit (failures). The
two stage, decreasing deterioration rate, for the stock and
switch rails can clearly be seen, with a sharp decrease in
maintenance immediately following renewal, followed by a
gradual decrease. The volume of ballast work increases with
time as performing ballast maintenance degrades the quality
of the ballast and accelerates deterioration. As the slide
chairs, fastenings, stretcher bars and bearers are modelled
using a Poisson process their maintenance frequency remains
constant throughout. For all turnout layouts, there is a slight
increase in the crossing maintenance as the switch ages,
which is to be expected as the time to degrade is modelled
using a Weibull distribution with shape factor greater than
unity.

To assess the convergence of the model the following
costs units were assigned to the interventions listed in
Table 4: renewals [100 units], defects exceeding safety limit
(failures) [50 units], interventions [5 units], services [2 units]
and inspections [1 unit]. The total number of cost units
was assessed after each simulation and a running average
calculated, this was used to assess the convergence of the
model. The convergence of the PN for a size C turnout is
shown in Figure 8. For the size C turnout the model was
viewed as converged after around 13,000 simulations, when
the width of the 95% confidence interval was less than 0.1%
of the mean. After 100,000 simulations the width of the 95%
confidence interval was around 0.03% of the mean.
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Figure 8. Convergence of the PN and 95% confidence bounds
for Size C turnout.

Conclusions
This paper introduces an asset management framework
for railway S&C. The framework comprises a PN model

containing nine sub-models for the various components
within an S&C unit, the framework is populated using
the values determined by Litherland and Andrews13. It
predicts the expected number of inspections, maintenance
interventions, failures and services, as well as the number
of days the S&C unit is unavailable.

The model was simulated for various different switch
types. It was concluded that switch type had a significant
impact on the number of maintenance interventions and level
of servicing required, with larger switch types requiring more
maintenance and more servicing. However, little correlation
was found between the switch size and the number of
failures. The results showed that size A and G turnouts had
similar reliability with an average unavailability of 0.07%.
The authors have concluded from this that other factors such
as age, tonnage, superstructure and number of operations are
likely the main factors contributing to the number of failures;
nonetheless it is still likely that switch size does have some
impact.

As a future study the authors would be keen to undertake
a sensitivity assessment to understand the key factors that
influence the S&C availability, as well as understanding the
impact of factors including number of operations and train
loading on the S&C availability. The authors also plan to link
the PN model proposed in this research with models for other
assets to allow a network wide assessment of the LCC to be
conducted.
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Figure 9. PN S&C asset management framework solution: maintenance frequency per 16 weeks.
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Table 4. Mean [standard deviation] of defects exceeding the safety limit, maintenance interventions, services, renewals and
inspections as well as the number of days of unavailability and high risk, over a 50 year period, based on 100,000 simulations.

Size A Size B Size C Size D Size E Size F Size G FD

Defect exceeding safety limit
Stock Rail 0.70 [0.80] 0.40 [0.62] 0.62 [0.75] 0.51 [0.70] 0.46 [0.66] 0.46 [0.66] 0.66 [0.80] 0.63 [0.79]
Switch Rail 4.03 [2.53] 2.52 [1.77] 3.31 [2.11] 2.71 [1.83] 3.32 [2.19] 3.98 [2.32] 8.02 [3.71] n/a
Crossing 0.19 [0.18] 0.17 [0.41] 0.19 [0.43] 0.40 [0.62] 0.16 [0.40] 0.24 [0.48] 0.24 [0.49] 1.00 [0.32]
Check and Wing Rail 0.03 [0.18] 0.04 [0.20] 0.02 [0.13] 0.02 [0.13] 0.03 [0.16] 0.02 [0.13] 0.03 [0.17] 0.08 [0.28]

Interventions
Tamps 13.11 [2.41] 9.90 [2.58] 10.75 [2.86] 10.49 [2.90] 11.65 [2.60] 14.19 [2.57] 15.80 [2.83] 14.94 [2.86]
Stoneblows n/a 4.81 [2.71] 5.09 [2.85] 5.33 [2.92] 2.85 [2.36] 3.12 [2.77] 4.68 [3.49] n/a
Grinds/Re-profiles 1.67 [1.52] 7.42 [3.81] 8.19 [4.00] 9.80 [4.42] 5.28 [3.36] 8.50 [4.41] 9.50 [3.91] 1.82 [1.58]
Check and Wing Rail Repairs 0.33 [0.60] 0.33 [0.59] 1.15 [1.17] 1.15 [1.17] 0.91 [1.05] 1.02 [1.10] 1.06 [1.11] 6.06 [1.03]
Crossing Repairs 0.69 [0.79] 10.02 [2.02] 9.50 [2.12] 9.26 [2.10] 9.01 [2.11] 7.60 [2.13] 5.97 [2.22] 4.46 [3.11]
Fastenings Replacements 7.69 [2.77] 7.81 [2.79] 25.46 [5.02] 28.19 [5.28] 32.87 [5.73] 37.07 [6.07] 39.11 [7.12] 12.04 [3.48]
Slide Chairs Replacements 5.36 [2.31] 3.12 [1.77] 5.86 [2.41] 6.17 [2.48] 5.70 [2.38] 6.21 [2.49] 4.00 [2.00] n/a
Stretcher Bar Replacements 0.60 [0.78] 1.17 [1.09] 3.38 [1.84] 3.28 [1.81] 13.17 [3.61] 9.02 [3.00] 39.99 [6.29] n/a
Bearers Replacements 1.20 [1.10] 1.92 [1.38] 3.89 [1.96] 4.76 [2.17] 3.82 [1.95] 2.74 [1.65] 3.72 [1.91] 1.36 [1.17]

Services
Switch Rail Oils 47.78 [1.29] 47.17 [2.36] 55.35 [2.50] 59.77 [2.88] 68.93 [2.37] 84.50 [3.14] 95.05 [2.44] n/a
Bearer Packing 185.08 [13.53] 203.43 [14.14] 221.89 [14.85] 221.99 [14.81] 223.01 [14.76] 222.06 [14.88] 221.98 [14.86] 222.04 [14.80]
Slide Chair Oils 81.43 [9.00] 101.70 [10.01] 122.08 [11.00] 146.54 [12.06] 170.92 [12.98] 195.40 [13.91] 219.73 [14.79] n/a

Renewals
Complete renewal (RT13) 1.00 1.00 1.00 1.00 1.00 2.00 2.00 1.00

Inspections
Visual inspection 2,311 2,311 2,311 2,311 2,311 2,311 2,311 2,311
Recording vehicle (geometry) 324 324 324 324 324 324 324 324
Ultrasonic inspection 637 637 637 637 637 637 637 637

Unavailability and risk
Unavailability (days,%) 13.17 11.91 6.60 6.01 6.12 6.58 12.96 6.55

0.071% 0.064% 0.036% 0.033% 0.033% 0.036% 0.070% 0.035%
Risk (days) 97.91 46.06 94.65 92.22 108.16 94.71 274.50 142.04
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Universitet, Sweden. 2009.

12. Landgraf M, Zeiner M, Knabl D and Corman F. Environmental
impacts and associated costs of railway turnouts based on
Austrian data. Transp Res D Transp Environ 2022; 103:
103168.

13. Litherland J, Andrews JD. A Reliability Study of Railway
Switches and Crossings Components. Proc Inst Mech Eng Part
F: J Rail Rapid Transit. 2022; [Submitted].

14. Calvert G, Neves L, Andrews J, Hamer M. Multi-defect
modelling of bridge deterioration using truncated inspection
records. Reliab Eng Syst Saf 2020; 200: 106962.

15. Le Gat Y, Eisenbeis P. Using maintenance records to forecast
failures in water networks. Urban water 2000; 2(3): 173-181.

16. Litherland J and Andrews JD. A Petri Net Methodology for
Modelling the Maintenance of Railway Route Sections. In:
Proceedings of the 29th European Safety and Reliability Con-
ference (ESREL 2019), Hanover, Germany, 22-26 September
2019, pp. 452-459. Research Publishing, Singapore.

17. Network Rail. Track Geometry - Inspections and Minimum
Actions NR/L2/TRK/001/mod11. Issue 6. Network Rail
Standards, Milton Keynes; 2012.

18. Liu H, Liu H, Zhu C, Parker RG. Effects of lubrication on
gear performance: A review. Mech Mach Theory 2020; 145:
103701.

19. Le B, Andrews J. Modelling railway bridge asset management.
Proc Inst Mech Eng Part F: J Rail Rapid Transit 2013; 227(6):
644-656.

20. The Institute of Asset Management. Asset Management
- An Anatomy Volume 3. Tech Report, Bristol, UK.

www.theIAM.org (2015, accessed 1st Dec 2020).
21. Mungo, S. Tandem Tamping. Tech report, Rail Engineer,

Coalville, https://www.railengineer.co.uk/tandem-tamping/
(2017, Accessed 20th Nov 2021).

22. Esveld, C. Recent Developments in Slab Track. European railw
rev 2003; 9(2): 81-85.

23. Network Rail. Our fleet: machines and vehicles.
https://www.networkrail.co.uk/running-the-railway/looking-
after-the-railway/our-fleet-machines-and-vehicles/ (2019,
Accessed 20th Nov 2021).

24. Saita K, Karimine K, Ueda M, Iwano K, Yamamoto T,
Hiroguchi K. Trends in rail welding technologies and our future
approach. Nippon steel & sumitomo metal technical report.
Report No. 105, 2013: pp. 84-92.

25. Esveld C. Modern Railway Track. 2nd ed. Zaltbommel: MRT-
Productions, 2001.

26. British Standards Institution. BS EN 60300-3-3:2017 Depend-
ability Management Part 3-3: Application Guide - Life Cycle
Costing. Tech report, London; 2017.

27. Xing L and Amari SV. Fault tree analysis. In Misra KB (eds)
Handbook of Performability engineering. London: Springer,
2008, pp. 595-620.

28. Stamatis DH. Failure mode and effect analysis: FMEA from
theory to execution. Milwaukee,USA: Quality Press, 2003.

29. Kroese DP, Taimre T and Botev ZI, Handbook of Monte Carlo
Method. New Jersey: Wiley & Sons, 2011.

30. Selig E and Waters J. Track Geotechnology and Substructure
Management. London: Thomas Telford, 1994.

31. Andrade AR and Teixeira PF. Statistical modelling of railway
track geometry degradation using Hierarchical Bayesian
models, Reliab Eng Syst Saf 2015; 1(142): 169-183.

32. Shafahi Y and Hakhamaneshi R. Application of a maintenance
management model for Iranian railways based on the Markov
chain and probabilistic dynamic programming. Scientia
Iranica 2009; 16(1):87-97.

33. Prescott D and Andrews J. Modelling maintenance in railway
infrastructure management. In 2013 proceedings annual reli-
ability and maintainability symposium (RAMS)(eds), Orlando,

11



USA, 28-31 January 2013, pp. 1-6. New York: IEEE.
34. Bemment SD, Goodall RM, Dixon R and Ward CP. Improving

the reliability and availability of railway track switching by
analysing historical failure data and introducing functionally
redundant subsystems. Proc Inst Mech Eng Part F: J Rail
Rapid Transit 2018; 232(5): 1407-1424.

35. Leite M, Costa M, Alves T, Infante V and Andrade
AR. Reliability and Availability Assessment of Railway
Locomotive Bogies Under Correlated Failures. Eng Fail Anal
2022; 125:106104.

36. Petri, CA. Kommunikation mit automaten. PhD Thesis,
University of Bonn, Germany, 1962.

37. Andrews J, Prescott D, De Rozières F. A stochastic model for
railway track asset management. Reliab Eng Syst Saf 2014;
130: 76-84.

38. Zhou J, Reniers G. Probabilistic Petri-net addition enabling
decision making depending on situational change: The case of
emergency response to fuel tank farm fire. Reliab Eng Syst Saf
2020; 200: 106880.

39. Takagi R, Goodman CJ, Roberts C. Modelling passenger flows
at a transport interchange using Petri nets. Proc Inst Mech Eng
Part F: J Rail Rapid Transit 2003; 217(2): 125-134.

40. Andrews J. A modelling approach to railway track asset
management. Proc Inst Mech Eng Part F: J Rail Rapid Transit
2013; 227(1): 56-73.

41. Rama, D and Andrews, JD. A holistic modelling framework for
railway infrastructure asset management. Int J Performability
Eng 2015; 11(2): 107-120.

42. Audley M, Andrews JD. The effects of tamping on railway
track geometry degradation. Proc Inst Mech Eng Part F: J Rail
Rapid Transit 2013; 227(4): 376-391.

43. Capacity4Rail, Operational failure modes of Switches
and Crossings. Tech report, European Union’s Seventh
Framework Programme for research, technological
development and demonstration (grant agreement 605650),
http://www.capacity4rail.eu/about (2015, Accessed 20th Oct
2020).

44. Franklin + Andrews Ltd. Spon’s Railways Construction Price
Book. 2nd ed, New York: Spon Press, 2003.

45. Ferdous W, Manalo A. Failures of mainline railway sleepers
and suggested remedies–review of current practice. Eng Fail
Anal 2014; 44: 17-35.

12


	Introduction
	S&C Asset Management Processes
	Degradation Process
	Inspection Process
	Service Regime
	Repair Process
	Component Replacement
	Tamping
	Stoneblowing
	Rail Re-profiling
	Welding and thermite repair

	Renewal Process
	Enhancement process

	S&C Components
	Asset Management Framework
	PN Model Development
	Ballast
	Crossing
	Check and Wing Rail
	Fastening
	Bearers
	Slide Chair
	Stretcher Bar
	Stock Rail
	Switch Rail
	Framework Solution & Results

	Conclusions

