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A B S T R A C T   

Advances in industrial digital technologies have led to an increasing volume of data generated from industrial 
bioprocesses, which can be utilised within data-driven models (DDM). However, data volume and variability 
complications make developing models that captures the underlying biological nature of the bioprocesses 
challenging. In this study, a framework for developing data-driven models of bioprocesses is proposed and 
evaluated by modelling an industrial bioprocess, which treats industrial or agrifood wastewaters whilst simul-
taneously generating bioenergy. Six models were developed to predict the reduction in chemical oxygen demand 
from the wastewater by the bioprocess and statistically evaluated using both testing data (randomly partitioned 
data from the model development) and unseen data (new data not used during the model development). The 
statistical error metrics employed were the coefficient of determination (R2), root mean square error (RMSE), 
mean absolute error (MAE) and mean absolute percentage error (MAPE). The stacked neural network model was 
best able to model the bioprocess, having the highest accuracy on the testing data (R2: 0.98; RMSE: 1.29; MAE: 
2.27; MAPE: 4.08) and the unseen data (R2: 0.82; RMSE: 2.57; MAE: 1.75; MAPE: 3.68). Data visualisation is 
used to observe (or confirm) whether new data points are within the model boundaries, helping to increase 
confidence in the model’s predictions on future data.   

1. Introduction 

Bioprocesses have complex dynamics and are subject to distur-
bances, which makes modelling bioprocesses challenging yet necessary 
for process understanding, model-based optimisation and scale-up [1]. 
The biological nature of bioprocesses makes constructing models based 
on physical laws particularly challenging [2]. An alternative are 
data-driven models (DDMs) that fit process data to algorithms to 
discover knowledge about a system and/or make predictions about the 
system [3]. However, for a DDM to be reflective of a bioprocess it re-
quires the modelling data to be representative of the underlying bio-
logical nature of the processes [4]. This raises questions from a data 

volume and data variability perspective, as well as how to increase trust 
in the DDM. To demonstrate how these questions may be addressed and 
how the data and DDM results can be visualised to improve communi-
cation and trustworthiness, this work develops a DDM of an industrial 
bioprocess. The bioprocess is capable of treating a variety of wastewa-
ters, from sources including agriculture, brewing, soft drinks, foods, 
bio-manufacture residues, to reduce the pollutant load and improve the 
water quality for reuse, whilst simultaneously generating bioenergy. 
Predictions from the DDM may be utilised to analyse the effects that 
varying wastewater characteristics and process conditions have on the 
bioprocess’ ability to remediate chemical oxygen demand (COD), a key 
water quality parameter. 

Abbreviation: ANN, Artificial Neural Network; BES, Bioelectrochemical Systems; COD, Chemical Oxygen Demand; R2, Coefficient of Determination; Cond., 
Conductivity; DDM, Data-Drive Model; GP, Gaussian Process; HRT, Hydraulic Residence Time; MEA, Mean Average Error; MAPE, Mean Average Percentage Error; 
NCA, Neighbourhood Component Analysis; PCP, Parallel Coordinate Plot; PCA, Principal Component Analysis; RF, Random Forest; RMSE, Root Mean Squared Error; 
SVR, Support Vector Regression; P, System Pressure; T, System Temperature; TC, Total Carbon; TIC, Total Inorganic Carbon; tN, Total Nitrogen; TOC, Total Organic 
Carbon; TSS, Total Suspended Solids; WH, Water Hardness; WQA, Water Quality Analysis. 
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There is no single definition of a bioprocess. For this work, a bio-
process is defined as input streams passing through a bioprocess that 
changes their nature into output streams, which may comprise multiple 
products and/or waste materials. In order for a DDM to be representa-
tive of a bioprocess, the model data statistics (mean, x; standard devi-
ation, s; sample range, etc.) should be as similar as possible to the 
bioprocess parameters (mean, µ; standard deviation, σ, bioprocess 
range, etc.) [5]. Often the bioprocess parameters are not known but the 
volume of data is considered sufficient to assume that the model data 
statistics equate to the bioprocess parameters [6]. This assumption fails 
if the data does not represent the whole system due to temporal in-
fluences being limited, so variability in the data is not fully realised. 
Furthermore, there are sectors where data generation and collection are 
inherently limited. For example, in collecting the data to model the in-
dustrial bioprocess, samples of the bioprocesses input and output 
wastewater streams were collected once a week and water quality 
analysis was conducted to characterise them. A year’s worth of sampling 
would only produce 52 data points, which is several magnitudes smaller 
than the 10,000 s of datapoints produced in the manufacturer of semi-
conductors [7]. 

Process engineering systems contain inherent variation (e.g. fluctu-
ations in process temperatures, pressure, and flowrates, human opera-
tors) [8]. Bioprocesses contain additional variability as their feedstocks 
can be subjected to external variability (e.g. changes in supplier, local 
agronomic conditions, cultivation and harvesting practises, seasonal, 
and storage and transportation) [8]. Furthermore, a high level of vari-
ability is often present in processes that use wastes are feedstock and/or 
processes, especially if there is a biological component. This will become 
more relevant as society transitions towards a circular economy using 
waste as feedstock, because wastes are inherently more variable than 
traditional feedstocks [9,10]. This is true of the bioprocess case study, 
whose efficiency at reducing pollutant load in the wastewater and 
generating bioenergy varies with feedstock characteristics fluctuations 
(temperature, pH, composition, etc.). As a bioprocess’s variability in-
creases the likelihood that the model data accurately represents the 
bioprocess decreases. Exploratory data analysis and statistical inference 
are techniques to investigate the model data and determine if they are 
representative of the bioprocess [5]. When the bioprocess parameters 
are unknown, these techniques can be used to provide estimates and to 
establish the boundaries of the model. In addition to understanding how 
data volume and variability informs effective modelling, this work also 
details how data visualisation techniques may be used to visualise the 
model boundaries and improve trust in which regions of the bioprocess 
the DDM accurately represents. 

Existing frameworks for modelling bioprocesses frequently include 
an experimental design stage to ensure the collection of data that con-
tains information on the process dynamics [2,11–14]. The experimental 
design stage can be improved using design of experiments methods to 
determine the relationship between bioprocess parameters and outputs 
[11,14]. Although, these methods rely on prior knowledge of the pa-
rameters’ boundary values, which are often unknown and require 
additional experimental work to discover. Recent work has proposed 
methods to reduce the number of experiments required [12,15]. How-
ever, while experimental design has proved an effective method to 
collect data that captures the process dynamics of a bioprocess, the cost 
from the disruption to normal operating conditions may make any 
experimental work unfeasible when modelling industrial bioprocesses. 
Instead, alternative methods are necessary to ensure the data captures 
the underlying biological nature of the bioprocess. What is often over-
looked is the importance of evaluating the DDM’s prediction capabilities 
on unseen data [16]. Unseen data is data that has not been used during 
the development (training, validating, testing) of the DDM. Tradition-
ally, testing data is partitioned from the model development data and 
used to evaluate the model’s performance on future data [17]. However, 
using only testing data to evaluate a model’s prediction capability on 
future data is not sufficient for bioprocesses that face data volume 

and/or data variability challenges. Unseen data enables unbiased eval-
uation of the model’s interpolation and extrapolation capabilities. This 
is particularly relevant if the volume of data available does not contain 
the degree of variability that the bioprocess may exhibit, for example, 
not capable of collecting data describing the feedstock subject to the 
external conditions described in the previous paragraph. 

This research proposes a methodology for modelling bioprocesses 
that face data volume and variability challenges. Furthermore, the work 
explores how model data and predictions can be visualised to see trends 
and aid communication. To achieve this, two new steps are added to the 
traditional modelling methodology, Fig. 1. The first is to use exploratory 
data analysis to statistically evaluate and visualise the model data 
boundaries and the spread of data within the boundaries. The second is 
to use unseen data to evaluate how well the developed model captures 
the variability of the bioprocess. The proposed methodology is demon-
strated by developing a DDM for an industrial case study that faces data 
volume and variability challenges. 

2. Material and methods 

2.1. The industrial H2AD bioprocess 

The H2AD process is an industrial bioprocess plant developed by 
Lindhurst Engineering Ltd in collaboration with the University of Not-
tingham for treating wastewaters from small-medium enterprises (SME) 
manufacturers spanning food and drink, due to its modular, low-cost 
design. The H2AD technology combines a bioelectrochemical system 
(BES) and anaerobic digestion. Bioelectrochemical systems are systems 
capable of converting chemical energy into electrical energy (and vice- 
versa) by employing microbes as catalysts [18]. Anaerobic digestion is a 
chain of interconnected biological reactions, where the organic matter, 
is transformed into methane, carbon dioxide and anaerobic biomass, in 
an oxygen-free environment [19]. 

The H2AD plant studied in this work is situated at a dairy farm in the 
East Midlands, UK. The H2AD bioprocess treats farm wastewaters con-
taining cattle slurry, bedding waste, waste milk, footbath, parlour 
washings, and rainfall, which is separated by a screen press and stored in 
a 3000 m3 slurry tank. The wastewater from the slurry tank is fed into 
the H2AD bioprocess, contained within a shipping container, that gen-
erates bioenergy for the farm and improves the quality of that waste-
water to support reuse (Fig. 2). The steps outlined in Fig. 1 were 
followed to develop a DDM of the system. 

2.2. Model data 

The model was developed from a set of known input and output data 
collected from the H2AD bioprocess. The model input data originates 
from two sources, the H2AD feedstock data and the H2AD process data. 
To characterise the H2AD feedstock, water quality analysis was per-
formed on samples collected entering the H2AD plant. A total of 17 
water quality analysis (WQA) parameters were measured and are 
detailed in SI Table 1. In addition to this, the H2AD unit automatically 
collected data on four H2AD process conditions via sensors wirelessly 
connected to a database hosted on a cloud platform. These were hy-
draulic retention time (HRT), recirculation flow rate (F), system tem-
perature (T) and system pressure (P). The H2AD output was 
characterised by the percentage removal of chemical oxygen demand 
(COD) from the wastewater. There are 30 data-points available of WQA 
performed on the farm waste samples, taken from the slurry tank feeding 
the H2AD system. In addition, there were 52 temporal data points rep-
resenting one year’s worth of historical H2AD process data automati-
cally collected by the unit. 

To maximise the data available and demonstrate the modelling 
methodology developed, an additional 22 synthetic WQA data points 
were generated using pair-copula constructions. Combining the actual 
data points from the one-year historical sampling and generated 
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synthetic data led to a total of 52 points. In situations where data from 
the process operation may be difficult to obtain, due to budget, time or 
privacy concerns, generating synthetic data poses a viable alternative 
[47]. When generating synthetic data the standard method is to 
randomly sample from a probability density function fitted to existing 
data [21]. Pair-copula constructions are a popular tool for generating 
synthetic data from multivariate distributions, due to their simple 
structure and high flexibility [22]. Using synthetic data has risks asso-
ciated with reproducing bias inherent within the historic data and 
generating unrealistic data (i.e., does not capture the variability of the 
original data) that may reduce the generalisation capability of a DDM 
[22]. Therefore, it is important to validate a model built using synthetic 
data on additional unseen data when available. By comparing the 
Pearson correlation coefficients in the original dataset and synthetic 
dataset, shown in Fig. 3, it can be seen that the data generated widely 
captures the relationships in the original data. 

The approach for generating synthetic output data followed that in 
Brissette et al., whereby trends identified from historical H2AD data 
governed the development of non-linear equations to generate synthetic 
output data from the input data [23]. The dataset used to develop the 
DDM of the H2AD system is available in the SI Table 2 and Table 3. 

2.3. Define model space and boundaries 

Exploratory data analysis was performed to understand the bio-
process represented in the model data, using a combination of statistical 
and data visualisation techniques. The model development data was 
analysed to determine the bioprocess’s features: central tendency, cor-
relations, distribution, spread, modality, and extents. The statistical 
measures employed were: mean, median, standard deviation, Pearson’s 
correlation coefficient, range, maximum, and minimum. The bootstrap 
procedure was used to assess the variability of the model data statistics 
[5]. Repeated samples were taken from the model data, with replace-
ment, to recalculate the statistic for each resample [5]. The set of sample 
statistics were then used to estimate the standard error. The data 

visualisation techniques utilised which were capable of plotting high 
dimensional data included: scatter plot matrix, box plots, heatmaps, and 
parallel coordinate plots. In order to plot variables of different magni-
tudes, the data was first normalised by Eq. (2), as described in Section 
2.2. 

2.4. Data processing 

Data was integrated from two sources, water quality analysis per-
formed on H2AD input and output stream samples and H2AD process 
data automatically collected remotely by the unit. Data normalisation 
was undertaken to ensure the impact of variables of lower magnitudes 
are given the same weight by the model’s algorithm as the variables of 
larger magnitudes. The COD and total suspended solids (TSS) data have 
magnitudes within the order of 10,000, while for the dissolved oxygen 
(DO) the magnitude is much lower and in the order of 0.1. To normalise 
the data the minimax function was applied, as this normalises the var-
iables without any loss of information [6]. The equation to normalise the 
data is given below: 

xnorm =
x − xmin

xmax − xmin
(2) 

Where x is the variable, xnorm is the normalised variable and xmin and 
xmax is the minimum and maximum values of the variable being nor-
malised respectively. 

2.5. Feature selection and dimensionality reduction 

To avoid the challenges that arise from modelling a high- 
dimensional dataset that contains a limited volume of data [6] (21 
input variables, and 52 datapoints), feature selection and dimensionality 
reduction methods were employed. Feature selection reduces the number 
of variables in the dataset, keeping only the most relevant variables, 
whilst dimensionality reduction is the transformation of data from a 
high-dimensional space into a low-dimensional space so that the 

Fig. 1. The expanded bioprocess modelling methodology to include two new steps (the green boxes).  

Fig. 2. The H2AD plant and technology within it. 
Adapted from [20]. 
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low-dimensional representation retains the meaningful properties of the 
original data [24]. It is standard practice to perform feature selection 
before dimensionality reduction so that any transformations are only 
performed on the relevant features [24]. For this work, the feature se-
lection technique, neighbourhood component analysis (NCA) was uti-
lised to identify and remove the variables that had a minimum impact on 
the model output [25]. The minimum impact was defined as returning a 
feature weight of close to zero (<0.1) once fitted to the NCA model [25]. 
The dimensions were then further reduced by the dimensionality 
reduction technique, principal component analysis (PCA), that trans-
forms potentially correlated data into an orthogonal system of linearly 
uncorrelated principal components (PC) [26]. 

The NCA for regression identified 6 input variables to remove, so that 
the H2AD input variables are reduced from 21 to 15. The variables 
removed were: total inorganic carbon (TIC), total carbon (TC), nitrite 
(NO2-), nitrate (NO3

- ), total nitrogen (tN) and system pressure (P). While 
many of these variables have a strong correlation (r > 0.7, Fig. 3(B)) 
with variables not removed by the NCA, their weak correlation (r < 0.4) 
with COD removal may explain why the NCA method identified these 

variables for removal (Table 1). Additionally, previous studies, sum-
marised in SI Table 1, offer insights into the physical, chemical and/or 
biological phenomena as to why these variables appear to have a limited 
effect on the H2AD performance. 

The standard practice is to reduce the number of variables so that 
95% of the variance within the dataset is captured by the PCs [26]. By 
applying PCA to the H2AD dataset, the input variables were further 
reduced from 15 to 9 PCs. 

Fig. 3. Heatmaps displaying the correlation coefficients between variables in (A) the original water quality analysis data and (B) the original plus synthetic data 
[dissolved oxygen: DO; conductivity: Cond.; chemical oxygen demand: COD; total suspended solids: TSS; total carbon: TC; total inorganic carbon: TIC; total organic 
carbon: TOC; total nitrogen: tN; nitrite: NO2

- ; nitrate: NO3
- ; chloride: Cl-; water hardness: WH; phosphate: PO4

3–; sulphate: SO4
2-; zinc: Zn]. 

Table 1 
Pearson correlation between variables selected for removal by the neighbour-
hood component analysis and the model output, chemical oxygen removal rate 
[total carbon: TC; total inorganic carbon: TIC; total nitrogen: N; nitrite: NO2-; 
nitrate: NO3-; system pressure: P].  

TC TIC tN NO2- NO3- P 

0.12  -0.20  -0.17  -0.39  -0.35  -0.18  
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2.6. Data partitioning 

The data used to develop the DDMs was then partitioned at several 
levels, as independent data is required to train, validate, test and eval-
uate the model (Fig. 4). The data is first partitioned into 80% model 
development data and 20% unseen data from within and outside the 
model’s boundaries. The semi-random partitioning framework was 
employed to partition the unseen data points within and outside the 
model boundaries [27]. The model development data is further 
randomly partitioned into training and testing data, following the 
widely applied 80:20 ratio, respectively [28]. The training data was 
further portioned into training and validation data using the k-fold 
cross-validation technique [17]. Training data is the data fitted to the 
model’s algorithm, whilst validation data provides an evaluation of the 
model’s fit to the training data and is used for tuning the algorithm’s 
hyperparameters. A hyperparameter is an adjustable parameter that 
must be either manually or automatically tuned in order to obtain a 
model with the optimal performance [29]. The testing data is used to 
evaluate the model’s fit on the model development data. 

2.7. Algorithm selection, training, validation and testing 

For this work, four machine learning algorithms suitable for 
regression were investigated: Gaussian process (GP), random forest 
(RF), support vector regression (SVR) and artificial neural networks 
(ANN) (SI Table 4). These algorithms were chosen as they have been 
shown to typically have stronger predictive powers over other algo-
rithms like linear regression [30,31]. Ensemble models are built from 
integrating the predictions made by various models into one output 
[32]. Ensemble modelling has shown potential for modelling bio-
processes as a way to account for uncertainty in the model structures and 
parameters [32]. An ensemble model was built by summing the 
weighted predictions of all four models according to Eq. (3). A grid 
search was performed to find the weight scores that produced the lowest 
total mean absolute error on the training and testing data. 

p = w1p1 + w2p2 + w3p3 + w4p4 (3) 

Where p is the predicted value of the ensemble model, p1− 4 is the 
predicted values of the individual models, and w1− 4 is the weighted score 
applied to each model’s prediction. 

Two ensemble models were built for the H2AD bioprocess. The first 
was developed by combining the weighted predictions from the four 
previously developed DDMs and shall be referred to as all-ensemble (All- 
En) model throughout this manuscript. A grid-search was conducted to 

determine the combination of weights that produced the All-En model 
with the lowest combined MAE score on the training and testing data. 
The result was an All-En model that was weighted 0.1 GP model, 0.1 RF 
model, 0.1 SVR model and 0.7 ANN model. Due to the ANN algorithm’s 
strong performance on the training data, a second ensemble model was 
developed from five individual ANN models, referred to as a stacked 
ANN (Stk-ANN) model. A second grid-search was performed to deter-
mine the weights of the five ANN models. The Stk-ANN model was 
weighted 0.2 ANN_1, 0.1 ANN_2, 0.2 ANN_3 and 0.1 ANN_4 and 0.4 
ANN_5. All the ANN models had the optimal architecture determined 
from training the ANN model using cross-validation (one hidden layer 
with 7 nodes), so differences in performance is attributed to final 
weights between nodes after completion of the training stage. 

The training, validation and testing of the DDMs and hyperparameter 
optimisation were carried out by MATLAB R2017.b software developed 
by MathWorks. 

2.8. Metrics for statistical evaluation of models 

The prediction capabilities of the various models were statistically 
evaluated in terms of the coefficient of determination (R2), the root of 
the mean squared error (RMSE), mean absolute error (MAE) and mean 
absolute percentage error (MAPE). The R2 is the square of the sample 
correlation coefficient between observed values and predicted values, 
and is a measure of the explained variance by the model [26]. The RMSE 
measures the mean square magnitude of the error [33], while MAE 
measures the absolute magnitude of the errors [34]. The MAPE is similar 
to MAE but is based on percentage error, being that it is scaled inde-
pendently and can be used to compare model performance across 
different data sets [34]. The statistically best model is the one that has an 
R2 closest to 1 while minimising RMSE, MAE and MAPE. The R2, RMSE, 
MAE and MAPE are defined as follows: 

R2 =

(
∑n

i=1
(pi − pi)(ai − ai)

)2

∑n

i=1
(pi − pi)

2
(ai − ai)

2
(4)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1(ai − pi)
2

n

√

(5)  

MAE =

∑n
i=1|ai − pi|

n
(6)  

Fig. 4. Hierarchy of data partitioning during the development of a data-driven model.  
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MAPE = 100 ×

∑n
i− 1

⃒
⃒
⃒

ai − pi
ai

⃒
⃒
⃒

n
(7) 

Where n is the number of points, pi is the predicted value, ai is the 
actual observed value, and the symbol ‾ is the average of the related 
values. 

3. Results and discussion 

3.1. Exploring the model data space and boundaries 

Data-driven models have a limited ability to extrapolate beyond the 
model data boundaries compared to other modelling techniques, 
because they learn to fit the known data as closely as possible, regardless 
of how it performs outside of these situations [35]. Therefore, it is 
important to define the space and boundaries of the model data in order 
to establish what portion of the bioprocess is being used, and thus how 
representative the driven model is of the actual process. Statistical 
analysis of the model data was performed to identify the data’s key 
features, such as central tendency, variability, distribution and bound-
aries. As previously discussed, for a DDM to be truly representative of 
the bioprocess these statistics should be equal to the bioprocess pa-
rameters [5]. As the bioprocess parameters are unknown, the Bootstrap 
confidence intervals of the model data statistic were calculated to esti-
mate the uncertainty that these statistics are representative of the system 
parameter. The results of the statistical analysis are reported in Table 1. 

The central tendencies describe the typical value of a variable and 
provide an estimate of where most of the data is located in the system 
[5]. Statistically, this is achieved with either the mean or median, which 
have been calculated for each variable in Table 1. The variables TSS and 
total organic carbon (TOC) show a greater than 10% difference between 
the mean and median. This can indicate the mean is being influenced by 
extreme scores and is not an accurate representation of the data-set 
central point [5]. Instead, the median is more informative in repre-
senting the centre of the model space. The bootstrap 95% confidence 
intervals (CI) have been calculated for the mean and median score of 
each variable in Table 1. The CI is used to assess the variability of each 
statistic. Statistics that contain greater variability would imply greater 
uncertainty that the model data is representative of the system for that 
variable [5]. For example, the pH mean and median scores have the 
smallest percentage CI (mean: − 0.53% and 0.67%; median: − 0.67% and 
0.40%), thus increasing the confidence that the pH statistics are repre-
sentative of the system parameters. Out of all the model input data, only 
the pH, conductivity, HRT, PS and T have confidence intervals around 
their mean and median statistics less than 5%. This illustrates the high 
level of variability in the bioprocess and indicates that more data may be 
needed to trust conclusions drawn from the model. 

As previously stated, when modelling bioprocesses there is a ten-
dency to overlook defining the model data space or boundaries [6,26,36, 
37] and those that do typically make little attempt to quantify any un-
certainty regarding these values [38–40]. Defining the central ten-
dencies and their uncertainties for the model data informs what values 
we expect to observe in new data points collected. If the central ten-
dencies of new data are statistically significantly different (determined 
via hypothesis testing), there may have either been a change to the 
bioprocess or the model data was never fully representative of the bio-
process. For both situations, the model is not representative of the bio-
process and requires retraining. 

The variability and spread of model data around the variables’ mean, 
is described by the standard deviation [5]. The relative standard de-
viations (the percentage spread around the mean) for each variable has 
been calculated and reported in Table 1. The pH and conductivity have 
smaller relative standard deviations than the other feedstock variables 
(2.20 and 5.59 compared to 17.6 +), implying they are more closely 
clustered around the mean and contain less variability. Whereas, the 
remaining feedstock variables have higher relative standard deviations, 

indicating that the data is more spread out [5]. Data visualisation 
techniques, such as a scatter plot matrix and parallel coordinate plot, 
have been utilised alongside the statistics to explore the data and visu-
alise the spread of data throughout the model boundaries. 

3.1.1. Visualising the model boundaries 
Data visualisations can be more effective than words or numbers at 

conveying key information, provided the visualisations are an honest 
representation of the data [41]. The visuals produced can aid under-
standing of what portion of the bioprocess the model represents. Scat-
terplot matrices are utilised to visualise a manufacturer’s data to identify 
potential trends, correlations, and clusters [42,43]. A scatter plot matrix 
was created to visualise the H2AD bioprocess data in Fig. 5. The histo-
grams within Fig. 5 indicates the TOC, ammonium (NH4

+), HRT, PS, T 
and %COD removal variables contain regions that are sparsely popu-
lated. This is especially true for the HRT variable where more than 90% 
of the data is between the range of 3.5 and 4 days and only two data 
points are collected when the H2AD system is operating at more than 6 
days. Similarly, the PS variable was operated at 4 distinct speeds with 
2% of that data recorded at 8.95 L/min compared to more than 60% of 
the data recorded at 9.94 L/min. The scatter plot matrix is a useful tool 
for communicating regions that are underrepresented by the model. 
Scatterplot matrices are also used to identify potential trends in multi-
variate data [44]. For example, Fig. 5 indicates positive intercorrelations 
between the variables TSS, COD, TOC, water hardness (WH), phosphate 
(PO4

− 3) and sulphate (SO4
− 2). These relationships can then be quantified 

by calculating the Pearson correlation coefficient between the variables. 
Visualising a DDM boundaries will inform process engineers whether 

new data points fit within or outside model boundaries, helping to build 
confidence in a model’s predictions. A useful tool for visualising all the 
systems variables in one figure is the parallel coordinate plot (PCP). The 
PCP is able to visualise high dimensional data by, setting each variable 
along a point on the x-axis [45]. Data-points are normalised, so all values 
can be displayed on a single y-axis, and plotted as a series of lines, dis-
playing a data-point normalised value for each variable [45]. By 
adapting the PCP, a traffic light classification was developed to quickly 
warn if variables of a new sample are within the boundaries of the model 
development data (green region), approaching the model boundaries 
(yellow region) or outside the model boundaries (red region), see Fig. 6. 

The red boundaries are defined as the maximum and minimum of the 
model development data and the yellow boundaries the 0.2 and 0.8 
quantiles. In Fig. 6, two examples from the data are given for a data- 
point that remained in the model boundaries, and a data-point that 
was outside of the model boundaries, for certain variables. The advan-
tage of this traffic light classification is that it provides a simple visu-
alisation that can be displayed on a handheld device and provide the 
operators with real-time information that the system is currently oper-
ating within the boundaries that the model was developed on. There-
fore, informing them which model predictions can be trusted. 

While the red boundaries will always be the maximum and minimum 
value of the model’s input variables, the yellow boundaries may vary 
depending on the requirements of the model predictions and how ac-
curate the model is at making predictions outside of the model bound-
aries. For example, when the GP model was tested on unseen data 
outside of the model boundaries (Section 3.3), it performed relatively 
well (MAE 5.58) and when predicting the percentage of COD removal, it 
meets the requirement. However, if this model was built for predicting 
an output where a greater level of accuracy is required (e.g. predicting a 
safety-critical variable), the yellow boundaries may have to be increased 
to give an earlier warning to the operators that the bioprocess is 
approaching the point outside the boundaries of the data the model was 
trained on. 

3.2. Analysis of the data-driven models’ results 

With respect to predicting the H2AD bioprocess to remove COD from 
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wastewaters, several algorithms were evaluated for their ability to fit the 
bioprocess data, including Gaussian process (GP), random forest (RF), 
support vector regression (SVR) and artificial neural networks (ANN). 
The model development data (Fig. 4) was used to determine the optimal 

hyperparameters and model parameters of the DDMs. The 42 model 
development data points were randomised and 80% (34 data points) 
were partitioned for the training and validation of the model and the 
remaining 20% of data (8 data points) were partitioned for testing the 

Fig. 5. Scatter plot matrix of the model data [dissolved oxygen: DO; conductivity: Cond.; chemical oxygen demand: COD; total suspended solids: TSS; total organic 
carbon: TOC; ammonium: NH4

+; chloride: Cl-; water hardness: WH; phosphate: PO4
3–; sulphate: SO4

2-; zinc: Zn, hydraulic retention time: HRT; recirculation flow rate: F; 
system temperature: T; chemical oxygen removal rate: %COD Removal]. 

Fig. 6. Traffic light system warning if new data 
points are within the model boundaries (green 
region), approaching the model boundaries 
(yellow region) or outside the boundaries (red 
system) [dissolved oxygen: DO; conductivity: 
Cond.; chemical oxygen demand: COD; total 
suspended solids: TSS; total organic carbon: 
TOC; ammonium: NH4

+; chloride: Cl-; water 
hardness: WH; phosphate: PO4

3–; sulphate: SO4
2-; 

zinc: Zn, hydraulic retention time: HRT; recir-
culation flow rate: F; system temperature: T; 
chemical oxygen removal rate: %COD].   
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final model. A Bayesian optimisation was performed to optimise the 
hyperparameters, using k-fold cross-validation to evaluate each config-
uration’s ability to fit the validation data. For the k-fold cross-validation, 
a k value of 10 was chosen because of the limited number of data points 
[46]. The models’ ability to fit new data was then evaluated using the 
testing data points. The results from the statistical analysis of the 
models’ ability to fit the model training and testing data are reported in  
Table 2. 

It has been common practice within process engineering to use 
regression plots, of actual values against a model’s predictions when 
determining how well the model fits the data [26]. Regression plots are 
useful for a quick guide in determining how accurately a model’s pre-
dictions match the actual data. Inspection of the regression plots’ gra-
dients in Fig. 7 indicates that the GP, SVR and ANN algorithms achieved 
a closer agreement (gradients > 0.81) between the actual and predicted 
training data points compared to the RF algorithm (gradient = 0.28). 
This conclusion is also supported by the statistical analysis in Table 2, as 
the RF model has the largest MAE and MAPE values (3.84 and 7.39 
respectively) and the second smallest R2 value (0.79). The exception is 
the RMSE error metric, of which the RF has the second smallest value 
(1.03). This may be explained by the fact that the RMSE squares the 
error magnitude meaning outliers have a greater influence on the RMSE 
than on error metrics [34]. Random forest models typically have lower 
RMSE values than other algorithms because an RF prediction is the 
average of hundreds of decision tree models; therefore, reducing the 
occurrence of outliers [47]. The RF model’s MAPE and MAE scores are 
inconsistent with the evidence in the literature that show RF models to 
have similar performance to ANN and SVR models when modelling BES 
[48,49]. To understand this observation, residual plots were produced to 
explore how the models perform throughout the bioprocess. The re-
siduals are calculated as the actual value minus the predicted percentage 
removal of COD, and the plot for each model are presented in Fig. 7. The 

residual should be randomly dispersed around the horizontal axis for the 
model to be considered a good fit to the data [47]. The residual plot of 
the RF model (Fig. 7 B2) displays a positive linear relationship between 
the residuals and actual values, indicating there are underlying faults in 
the RF model. The statistical analysis shows the GP algorithm has the 
closest fit to the training data (R2: 0.99; RMSE: 0.01; MAE: 0.01; MAPE: 
0.01). On inspection of the GP residual plot (Fig. 7 A2), the model ap-
pears to have overfitted the training data. However, this is a charac-
teristic of GP models due to the algorithm posterior probability fit [50]. 
It is therefore vital to evaluate these models on testing data to get an 
indication of the model’s ability to describe the bioprocess. The re-
siduals in the SVR and ANN residual plots (Fig. 7 C2 and Fig. 7 D2 
respectively) appear to be randomly dispersed around the horizontal 
axis for both models, suggesting they do not contain the faults and are 
homoscedastic. These results concur with previous evidence, which in-
dicates that SVR and ANN to be suitable algorithms to fit BES data [49, 
51]. However, further evaluation is required by using the testing data to 
investigate whether these patterns are restricted only to the training 
data. 

Evaluating the model on testing data is necessary to determine if the 
model has overfitted on the training data [17] and to assess the model’s 
ability to predict future data. The GP algorithm had the best statistical 
performance on the training data, but the residual plot (Fig. 7 A2) 
indicated that the model may have overfitted on the training data. This 
conclusion is supported by the drop in performance from fitting the 
training data to fitting the testing data (R2: 0.99 → 0.80; RMSE: 0.01 → 
3.15; MAE: 0.01 → 4.88; MAPE: 0.01 → 8.49). The ANN algorithm 
shows the best performance at fitting the testing data, dominating three 
of the four error metrics (R2: 0.93; RMSE: 1.77; MAE: 3.64; MAPE: 4.17). 
These results, coupled with the ANN algorithm’s strong performance on 
the training data, proves that the ANN is best suited to modelling the 
H2AD bioprocess. However, the ANN accuracy (R2: 0.93) on the testing 

Table 2 
The model data statistics and their bootstrap 95% confidence intervals in square brackets [dissolved oxygen: DO; conductivity: Cond.; chemical oxygen demand: COD; 
total suspended solids: TSS; total organic carbon: TOC; ammonium: NH4

+; chloride: Cl-; water hardness: WH; phosphate: PO4
-− 3; sulphate: SO4

− 2; zinc: Zn, hydraulic 
retention time: HRT; recirculation flow rate speed: F; system temperature: T; chemical oxygen removal rate: %COD Removal].   

Mean Median Min Max Relative Standard deviation 

pH 7.5 
[7.46 7.55] 

7.49 
[7.44 7.52] 

7.22 
[7.22 7.23] 

7.9 
[7.81 7.90] 

2.20 
[1.87 2.63] 

DO 
(mg/L) 

0.192 
[0.178 0.204] 

0.190 
[0.170 0.210] 

0.110 
[0.110 0.111] 

0.28 
[0.277 2.80] 

24.0 
[20.4 27.9] 

Cond. (mS/mc) 11.7 
[11.5 11.9] 

11.6 
[11.4 11.9] 

10.3 
[10.3 10.4] 

12.8 
[12.7 12.8] 

5.89 
[4.75 6.55] 

TSS 
(mg/L) 

19,100 
[17,600 20,500] 

17,000 
[15,700 20,100] 

11,100 
[11,100 12,300] 

29,200 
[28,700 29,200] 

27.9 
[24.3 31.8] 

COD 
(mg/L) 

26,600 
[25,000 28,200] 

25,300 
[24,300 27,900] 

17,400 
[17,400 18,000] 

38,200 
[37,900 38,200] 

20.8 
[17.8 24.9] 

TOC 
(mg/L) 

7680 
[7060 8320] 

6640 
[6480 7920] 

3540 
[3540 4220] 

12,200 
[12,100 12,200] 

30.1 
[25.4 34.8] 

NH4
+

(mg/L) 
960 
[899 1040] 

880 
[854 992] 

604 
[604 623] 

1490 
[1490 1490] 

25.8 
[22.0 30.2] 

Cl- 
(mg/L) 

1810 
[1680 1980] 

1690 
[1500 1850] 

1190 
[1190 1220] 

3020 
[2900 3020] 

29.1 
[24.7 35.2] 

WH 
(mg/L) 

209 
[199 220] 

194 
[184 222] 

160 
[160 165] 

281 
[277 281] 

17.6 
[15.6 20.1] 

PO4
− 3 

(mg/L) 
326 
[298 352] 

297 
[273 335] 

179 
[179 197] 

529 
[524 529] 

29.6 
[25.4 34.7] 

SO4
− 2 

(mg/L) 
5360 
[4980 55,790] 

4920 
[4440 5960] 

3480 
[3480 3540] 

8170 
[7940 8170] 

26.1 
[23.1 30.2] 

Zn 
(mg/L) 

23.7 
[21.4 25.6] 

24.8 
[20.4 28.2] 

10.3 
[10.3 11.1] 

35.8 
[33.8 35.8] 

32.6 
[29.2 37.8] 

HRT 
(days) 

4.05 
[3.90 4.24] 

3.95 
[3.87 3.95] 

3.21 
[3.21 3.26] 

6.09 
[6.02 6.09] 

15.7 
[11.4 21.1] 

F 
(L/min) 

9.72 
[9.59 9.80] 

9.94 
[9.72 9.94] 

8.95 
[8.95 8.95] 

9.94 
[9.94 9.94] 

3.78 
[2.91 4.56] 

T 
(oC) 

33.2 
[32.7 33.6] 

33.7 
[33.6 33.8] 

29.8 
[29.8 30] 

37.0 
[36.3 37.0] 

4.85 
[4.01 6.05] 

% COD removal 
(%) 

50.6 
[48.8 52.9] 

47.7 
[47.1 50.7] 

41.2 
[41.2 41.9] 

71.2 
[66.9 71.2] 

14.8 
[12.2 18.2]  
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data is lower than some ANN models in the literature (R2: 0.96 [52], R2: 
0.95 [53] and R2: 0.99 [54]). The higher accuracy reported by these 
models is likely caused by the models being developed from data that 
was collected under laboratory conditions, therefore, not subject to the 
same degree of variability exhibited by the data collected from the H2AD 
plant. The H2AD plant is subject to additional variability caused by 
external environmental conditions (local agronomic conditions, sea-
sonal, and changes to farm practices). Ensemble models were built in an 
attempt to improve the accuracy of the H2AD DDM. 

3.2.1. Analysis of ensemble data-driven models results 
To explore whether ensemble modelling techniques may yield more 

accurate predictions, two ensemble models of the H2AD bioprocess were 
built. Comparing the ensemble model to the single ANN model, which 
was previously determined to have best fitted the model data, both 
models have similar R2 scores on the training data (All-En: 0.97; ANN: 
0.95) and testing data (All-En: 0.92; ANN: 0.95). The All-En model has 

lower RSME values (training: 1.16; testing: 1.65) than the ANN model 
(training: 1.48; testing: 1.77). However, the ANN model outperforms the 
All-En model on the MAE and MAPE scores for both the training 
(ANN_MAE: 1.00; ANN_MAPE: 2.03; ALL-En_MAE: 1.18; All-En_MAPE: 
2.36) and testing data (ANN_MAE: 3.64; ANN_MAPE: 6.30; ALL- 
En_MAE: 4.02; All-En_MAPE: 6.92), strengthening the argument that 
models developed using ANN are better suited to modelling the H2AD 
bioprocess when compared to SVR, RF and GP algorithms. The results in  
Table 3 show that the Stk-ANN model outperforms both the All-En 
model and the ANN model for both the training and testing data. The 
statistical analysis is validated by graphical analysis of the regression 
plots in Fig. 8. The plots show that the Stk-ANN regression line has a 
gradient of 0.92, which is larger than the All-En model’s gradient of 
0.81. The residuals in both models’ residual plots (Fig. 8 A2 and Fig. 8 
B2) appear to be randomly dispersed around the horizontal axis for both 
models, suggesting they do not contain any underlying faults. 

When evaluated on the testing data, the Stk-ANN model displays a 

Fig. 7. The predicted percentage of COD removal plotted against the actual value (1) and the residuals plotted against the actual values (2), for (A) Gaussian process, 
(B) random forest, (C) support vector regression and (D) artificial neural network data-driven models. The black dots represent the training data and the red crosses 
the testing data. 
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similar performance (R2: 0.98; RMSE: 1.29; MAE: 2.27; MAPE: 4.08) to 
other DDMs built to study a BES [52,55]. Lesnik and Liu built an ANN 
model predicting the COD removal by a microbial fuel cell and when 
tested on testing data achieved MAPE value of 4.07, similar to the 
Stk-ANN model built for this work which achieved a MAPE of 4.08 [55]. 
Garg et al. built and evaluated three DDMs of a BES; utilising GP, SVR 
and ANN machine learning algorithms [52]. After evaluating the DDMs 
on testing data, Garg et al. observed the GP model to have the best 
overall performance [52]. Garg et al.’s GP model had a similar perfor-
mance of the testing data (R2: 0.98) as the Stk-ANN developed for this 
work (R2: 0.98). What neither of these studies did is evaluate the DDMs’ 
prediction capabilities on unseen data. Without evaluating on unseen 
data, it is harder to assess the prediction capabilities of a DDM on new 
data and whether the DMM has captured the variability of the bio-
process. This is vital if the model’s predictions are to be trusted by a 
manufacturer. 

3.3. Evaluating the models’ predictive capability on unseen data 

Applying George Box’s aphorism “all models are wrong, but some are 
useful” to manufacturing, helps to illustrate that while it is not possible 
to perfectly model the manufacturing system, a sufficiently representa-
tive model may aid in decision-making, develop the scientific 

understanding about the system, communicate knowledge and/or make 
predictions [56]. However, the challenge is deciding which models are 
useful and which are not, to avoid giving the manufacturer false or 
misleading information that could adversely impact on process perfor-
mance. Part of the solution is to evaluate how well the model performs 
on new unseen data. Ten unseen data points were partitioned from the 
available data set and so not used in model development to evaluate the 
predictive capabilities of the DDMs. These unseen data points are further 
partitioned into points inside and outside of the model boundaries to 
give a comprehensive assessment of the models’ predictive capabilities 
across and beyond the model space. The ability of the model to predict 
the percentage of COD removal in wastewater was statistically evaluated 
using, R2, RMSE, MAE and MAPE and the results are reported in Table 4. 

Statistical analysis of the models’ ability to fit unseen data inside the 
model boundaries, further evaluates the model ability to capture the 
variability of the system, within the model boundaries. In Fig. 9, the 
models’ ability to fit the testing data and unseen data inside the model 
boundaries have been plotted to visualise any decrease in performance 
when predicting new values. The Fig. 9 highlights a drop in performance 
as measured by the R2 and RMSE error metrics for all models, excluding 
the SVR model. The SVR model’s R2 and RMSE values instead improve 
from 0.76 and 3.36–0.91 and 2.43, respectively, which is contradictory 
to previous models of process manufacturing systems that show SVR 

Table 3 
Statistical analysis of the models’ ability to fit the training and testing data [Gaussian process: GP; random forest: RF; support vector regression: SVR; artificial neural 
network: ANN; combined ensemble model: All-EN; stacked artificial neural network: Stk ANN; coefficient of determination: R2; root mean squared error: RMSE; mean 
average error: MAE; mean absolute percentage error: MAPE].   

R2 RMSE MAE MAPE  

Training data Testing data Training data Testing data Training data Testing data Training data Testing data 

GP  0.99  0.80  0.01  3.15  0.01  4.88  0.01  8.49 
RF  0.79  0.14  1.03  0.93  3.84  7.60  7.39  13.17 
SVR  0.75  0.76  3.44  3.36  2.61  4.35  5.51  7.76 
ANN  0.95  0.93  1.48  1.77  1.00  3.64  2.03  6.30 
All-EN  0.97  0.92  1.16  1.65  1.18  4.02  2.36  6.92 
Stk ANN  0.98  0.98  1.12  1.29  0.83  2.27  1.70  4.08  

Fig. 8. The predicted percentage of COD removal plotted against the actual value (1) and the residuals plotted against the actual values (2), for combined ensemble 
model (All-En model) and (B) stacked artificial neural network models (Skt-ANN). The black dots represent the training data and the red crosses the testing data. 
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models perform worst on unseen data [57]. However, the drop in per-
formance is mitigated by the fact all models demonstrate a similar 
performance between datasets for the MAE and MAPE values, as shown 
in Fig. 9. The Stk-ANN model was identified as the best model at pre-
dicting the COD removal by the H2AD bioprocess, as defined by the MAE 
and MAPE values for both datasets (Fig. 9). Furthermore, the Stk-ANN 
model is consistently one of the best performing as defined by the R2 

and RMSE values for both datasets. This conclusion supports prior work 
that suggests ANN based models of process manufacturing have a strong 
generalising capability when directly compared to other algorithms [58, 
59]. 

The capability of the model to predict unseen data outside of the 
system was statistically analysed to evaluate the models’ ability to 
extrapolate beyond boundaries of the model data. This is necessary as 
process manufacturing systems are continuously evolving (e.g. changes 

in feedstock, suppliers, equipment, operating conditions); therefore, it is 
necessary to understand the model capabilities to adapt to shifts in the 
system operating region [8]. Data-driven models have previously been 
shown to have poor extrapolating abilities compared to other modelling 
techniques [35]. However, by evaluating their exploiting ability on 
unseen data, it possible to quantify any decrease in performance, 
informing the process manufacturer to what degree they can trust the 
model’s performance outside the model boundaries. 

The R2 metric does not provide a clear reflection of the models’ 
ability to predict outside of the system, as the metric appears to have 
been misled by a chance correlation between the residuals that has 
inflated the R2 score. The evidence for this statement lies in the RMSE, 
MAE and MAPE statistical analysis reported in Table 4 showing a 
decrease in performance for all the models when predicting using un-
seen data outside the model boundaries compared to unseen data inside 

Table 4 
Statistical analysis of the models’ ability to unseen data inside and outside the model data boundaries [Gaussian process: GP; random forest: RF; support vector 
regression: SVR; artificial neural network: ANN; ensemble model: En; stacked artificial neural network: Stk ANN; coefficient of determination: R2; root mean squared 
error: RMSE; mean average error: MAE; mean absolute percentage error: MAPE].   

R2 RMSE MAE MAPE  

Unseen data 
inside 

Unseen data 
outside 

Unseen data 
inside 

Unseen data 
outside 

Unseen data 
inside 

Unseen data 
outside 

Unseen data 
inside 

Unseen data 
outside 

GP  0.75  0.95  4.25  5.73  4.22  5.58  8.52  9.55 
RF  0.16  0.72  1.87  1.20  4.65  21.53  9.11  32.60 
SVR  0.91  0.99  2.43  2.61  3.96  6.04  7.97  8.51 
ANN  0.59  0.90  4.28  7.82  3.24  8.77  6.82  13.12 
En  0.77  0.93  2.87  6.22  2.38  8.91  5.11  12.76 
Stk 

ANN  
0.82  0.94  2.57  5.74  1.75  8.08  3.68  11.69  

Fig. 9. Statistical analysis of the data-driven models to fit the testing data and unseen data inside the model boundaries (In-Unseen) [Gaussian process: GP; random 
forest: RF; support vector regression: SVR; artificial neural network: ANN; ensemble model: En; stacked artificial neural network: Stk ANN; coefficient of deter-
mination: R2; root mean squared error: RMSE; mean average error: MAE; mean absolute percentage error: MAPE]. 
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the model boundaries. Whereas, the R2 values that have improved for all 
the models. This illustrates the risk in using the R2 to evaluate a model’s 
predictive capability, the R2 is susceptible to produce misleading results 
when modelling non-linear systems [60]. Relying on only R2 to assess a 
model developed of a non-linear system will result in selecting the true 
model only 28–43% of the time [61]. This highlights the importance of 
using multiple statistical evaluation metrics, despite examples that relies 
overly on R2 for evaluation [26]. 

The Stk-ANN produced the best results when making predictions on 
unseen data inside the model boundaries. However, the Stk-ANN per-
formance when predicting data outside of the model boundaries (RMSE: 
5.74; MAE: 8.08; MAPE: 11.69) is outstripped by both the GP (RMSE: 
5.73; MAE: 5.58; MAPE: 9.55) and SVR (RMSE: 2.61; MAE: 6.04; MAPE: 
8.51) models. In order to interpret these results, the residuals plots for 
the models predicting on unseen data have been produced in Fig. 10. 
The GP and SVR models’ predictions have smaller residuals (GP: 3.58 
and 9.88; SVR: 9.26 and 10.85) between the predicted and actual values 
for COD removal rates larger than the model boundaries compared to the 
Stk-ANN model (8.56 and 17.61). Whereas, all three models have similar 
residuals between the predicted and actual values for COD removal rates 
smaller than the model boundaries (GP: 2.11 and − 6.74; SVR: 1.13 and 

− 2.91; Stk-ANN: 2.67 and − 3.47). For practical deployment of the 
model, it would therefore be appropriate to use the GP or SVR model 
when making predictions outside of the model boundaries and use the 
Skt-ANN when making predictions inside the model boundaries. This 
aligns with methods that develop machine learning models that are 
“experts” for different subsections of the system space [62]. For the 
H2AD process manufacturing system, it is more important to be accurate 
when predicting the lower COD removal rates than the high COD 
removal rates. When treating process manufacturing wastewaters, pol-
lutants must be removed to below a certain limit to avoid environmental 
damage and potential fines [63]. Overestimating the COD removal rates 
by the H2AD bioprocess, when the actual removal rates are low, may 
result in pollutants not being removed to below the required limits. 
Therefore, the Stk-ANN limited ability to predict COD removal rates 
greater than the model boundaries (71%) should not be a major concern 
for the process manufacturer. There are limited examples of using un-
seen data to evaluate process manufacturing models’ ability to extrap-
olate. One example modelled the capability of biochars for the 
remediation of heavy metals from water [64]. Random forest and ANN 
models were trained to predict the removal of five heavy metals from 
wastewater, before evaluating the models’ ability to predict the removal 

Fig. 10. Residuals of unseen predictions plotted against actual values for (A) Gaussian process, (B) random forest, (C) support vector regression, (D) artificial neural 
network, (E) combined ensemble model (All-En model) and (F) stacked artificial neural network (Skt-ANN). The red region is outside of the model data boundaries. 
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of an unseen metal [64]. The RMSE scores for the RF and ANN models 
decreased by 4% and 34%, respectively, when evaluated on the unseen 
metal [64]. Whereas the RMSE of the Stk-ANN model produced in this 
work decreased by 345%, indicating a worst extrapolating capability. 
This suggested that the model predictions should not be trusted when 
predicting outside the model data boundaries and the process manu-
facturer should use the parallel coordinate plot tool presented in Fig. 6 to 
evaluate whether future data falls outside of the model boundaries. 

Fig. 10 suggests a positive correlation exists between the distance of 
unseen data from outside model data boundaries and the residual 
magnitude. This observation was validated by the very strong positive 
correlation between distance and residual for all the models 
(0.84 < r < 0.99). This concurs with previous research that demon-
strates how the predictive performance of the data-driven models de-
teriorates as the system move beyond the boundaries of the data used to 
the model [35]. This further validates the need for Fig. 6 to assess 
whether new data is within or outside of a model’s boundary. Further-
more, it would be possible to combine this information with Fig. 6 to 
provide an estimate of the prediction confidence for new data points 
outside of the model boundaries. 

4. Conclusions 

The development of data-driven models (DDM) for bioprocesses 
plays a significant role in understanding relationships within the process 
and making predictions. However, by using a data-driven approach, 
instead of for example a first principal modelling or generalised 
analytical modelling approach, this can limit applicability of the models 
to the data they were used to develop from. For a DDM to be trusted, 
however, the model’s predictive capabilities must be evaluated. This is 
of greater importance to bioprocesses where either (1) data is limited 
because models built from limited data are in danger of overfitting to the 
model development data and/or (2) where variability is exhibited 
especially in feedstock(s). This will become more relevant as society 
transitions towards a circular economy where more waste streams will 
be used as a feedstock and come with greater variability in character-
istics and composition. To avoid overfitting, the developed DDM’s pre-
diction capabilities should be evaluated on unseen data, taken both 
inside and outside of the model boundaries. The purpose of this work 
was to add two additional steps to the DDM methodology to include 
defining the model boundaries and evaluating the model on unseen data 
within and outside these boundaries. These changes are aimed at 
increasing a manufacturer’s confidence that the model accurately rep-
resents the bioprocess being modelled. These changes will have two key 
benefits: 

(1) Determining the DDM’s interpolation and extrapolation ca-
pabilities: knowing the model boundaries allows unseen data to 
be sampled from inside and outside the bioprocess. This can then 
be used to assess the model’s interpolation and extrapolation 
capabilities.  

(2) Knowing when to retrain the model: Manufacturing systems 
are continuously evolving and a DDM built from one set of data 
will likely deteriorate with time, as the bioprocess moves beyond 
the original defined bioprocess. By defining the model bound-
aries, manufacturers can utilise visualisation techniques, like 
PCP, to monitor when the system moves beyond the model 
boundaries. The model will then need retraining, incorporating 
the new data into the model development data. A traffic light 
protocol for easily classifying if new data collected is inside or 
outside the model boundaries was developed for this work. 

In order to demonstrate and evaluate the proposed framework, a 
DDM was developed of an industrial bioprocess. This study compares the 
performance of four machine learning algorithms, GP, RF, SVR and 
ANN. The algorithms’ capability to predict the percentage of COD 

removal from wastewater by the H2AD bioprocess was evaluated. It was 
found that all the models performed well at fitting the model data, with 
the ANN model performing the best. Two ensemble models were then 
built to try and increase the DDM’s predictive capability. Of these the 
Stk-ANN had the best overall performance on the training data (R2: 0.97; 
RMSE: 1.12; MAE: 0.83; MAPE: 1.70) and testing data (R2: 0.98; RMSE: 
1.29; MAE: 2.27; MAPE: 4.08). The model’s ability to capture the vari-
ability of the system was evaluated using unseen data. The Stk-ANN 
again had the best performance when predicting on unseen data inside 
the model boundaries (R2: 0.82; RMSE: 2.57; MAE: 1.75; MAPE: 3.68), 
suggesting that the Stk-ANN model best captures the system variability 
within the model boundaries. However, the Stk-ANN was outperformed 
by the GP and SVR model when extrapolating beyond the model 
boundaries (COD removal rates > 71%). 

Once built, the data-driven models developed using the framework 
proposed within this study may act as the empirical model within 
optimisation methodologies (e.g., response surface methodology, 
evolutionary algorithms) for bioprocess optimisation and intensifica-
tion. Complications are likely to occur due to bioprocesses’ tendency to 
have multiple, sometimes contradictory, outputs they wish to optimise. 
For example, the model built within this study predicts the COD removal 
rate but does not consider the removal rates of other pollutants or the 
energy generated by the bioprocess during wastewater treatment. 
Therefore, future work should investigate the implications of developing 
multiple output models using the proposed framework and how multiple 
outputs for bioprocess optimisation and intensification. 
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