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1. Introduction

Monte Carlo Markov Chain (MCMC) problems represent a challenging research
theme not only for their natural practical implications but also for the related
methodological advancements.

*E. D.S. was partially supported by Simmetrie e Disuguaglianze in Modelli Stocastici
RM118164035FE854 and by Dipendenza tra Variabili Aleatorie e nei Processi Stocastici
RM120172B73EEB91

4379


https://imstat.org/journals-and-publications/electronic-journal-of-statistics/
https://doi.org/10.1214/22-EJS2043
mailto:roy.cerqueti@uniroma1.it
mailto:desantis@mat.uniroma1.it
https://mathscinet.ams.org/mathscinet/msc/msc2020.html

4380 R. Cerqueti and E. De Santis

The idea of a MCMC problem is to build a Markov chain with a target
stationary distribution (see e.g. [5, 14, 30]). To pursue this scope, several algo-
rithms have been proposed in the literature. Some of them are worthy of being
mentioned.

In the Metropolis Hastings algorithm (see [20, 25]), a transition kernel is
employed to iteratively generate a value y at time ¢+ 1 on the basis of the value
x observed at time t.

When the states space is huge, the Metropolis Hastings algorithm must be
used with great care to avoid that the probabilities of transition become too
small and in practice unusable for computer simulation purposes.

The Gibbs sampler, see [18], solves the problem of the huge cardinality in
the presence of a multivariate structure for the states space. The strategy is to
change state by changing only one of the components of the multivariate state.
In so doing, there are few transition probabilities that are different from zero;
therefore, they remain not too small in order to be used on a computer. The
Gibbs sampler loses meaningfulness when the multivariate structure of the state
space is not identified.

The debate on the validity of the Gibbs sampler has been remarkably en-
riched by [19]. In the quoted paper, the Author elaborates on [30] and deals
with a Bayesian choice of a vector of models, whose individual components are
selected among a set of countable candidates. Each model has several unknown
parameters; such a number depends on the specific model. In this context of not
fixed dimension of the parameter set, [19] adapts the Metropolis-Hastings algo-
rithm, by proposing a so-called “reversible jump” version of it (see also [2] for
further advancements). In [6], the Authors observe that the convergence issues
of the MCMC procedures always arise when the problem involves the selection
of one among many different model specifications. [6] proposes a modified Gibbs
sampler procedure obtained by introducing a sort of average of the considered
models, to solve the convergence matter. In general, the issue of the conver-
gence is a critical aspect, as also acknowledged by Persi Diaconis in his long
experience of scientific research and publications in the field. In this respect, we
strongly recommend the reading of Diaconis’ personal view on the matter, with
some relevant insights of the future development of the MCMC in both areas of
mathematical advancements and practical applications (see [11, 12]).

Our paper adds to this debate by dealing with a MCMC problem on a con-
nected graph where the target distribution has support not connected in the
graph. More specifically, we construct some Markov chains whose empirical dis-
tributions converge to such a target one as time goes to infinity. In so doing, a
discussion on the speed of convergence is also carried out.

Some notation is needed, to present the problem. We will refer hereafter to
a connected graph G = (S, E), being S the set collecting the nodes and E the
set of the edges. The nodes s,t € S are declared adjacent in G if {s,t} € E or
s = t. The degree of a node s € S is deg(s). We denote the maximum degree
of G by A(G) = maxses deg(s). The distance between two nodes s,t € S, say
d(s,t), is the number of the edges of the shortest path connecting s and ¢. The
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diameter of G is
d = d(G) = max d(s,t).
s,teS

We now state a definition linking graphs and stochastic processes.

Definition 1. We say that a stochastic process X = (X (t) : ¢t € N) on the state
space S is consistent with the graph G = (S, F) if, for each ¢t € N, X(¢) and
X (t + 1) are adjacent in G with probability one.

Given two graphs G = (S, F) and G' = (§’, E’) we say that G’ is a subgraph
of Gif & € S and E' C E, and we write G’ C G.

A particular class of subgraphs will be of interest in the following. Specifically,
the subgraph G’ = (§',E') C G = (S, E) is said to be an induced subgraph of
G if s,t € 8" and {s,t} € E imply {s,t} € E’. In this case we write G' = G[§]
in order to stress the dependence on the set of nodes S’.

We notice that Definition 1 implies that if a process X = (X (¢) : t € N) is
consistent with a graph G’ then it is also consistent with any graph G such that
G CG.

From now on we only consider |S| < oo and, consequently, a finite graph
G = (8, FE). Given a graph G = (S, F) and a distribution u = (u(s) : s € S),
we will provide in this paper an answer to the following question:

Q: Is it possible to construct a (not necessarily homogeneous) Markov chain
X = (X(t) : t € N) which is consistent with G and such that its empirical
distribution converges almost surely to v as t goes to infinity?

More precisely we aim at constructing a reversible Markov chain X = (X (¢) :
t € N) with the following properties: X is consistent with the graph G and

t—oo t

t—1
1
lim — Z 1ix(m)=s} = 1(8), seS a.s.. (1)
m=0

The motivations to pose the question Q are basically three:

a) we face the problem of the large cardinality of the states space by control-
ling the transitions among the states through the edges of a graph;

b) we introduce a clear structure of the states space through the graph so
that one can think to get some desired properties such as stochastic mono-
tonicity or fast convergence;

¢) the introduction of a graph which constrains the positive transitions of
the Markov chain describes several real-life evolution phenomena, where
it is possible to move in a single step only from a state to an “adjacent

one”.

In the following, we provide an answer to question Q by showing that it is
possible to construct such a (not necessarily time-homogeneous) Markov chain.
The adopted strategy for responding to Q is of constructive type. We start
from the introduction of a sequence of probability distributions (ur : k € N)
converging to the target p and such that supp(ur) = S. Accordingly, we
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construct a suitable sequence of irreducible and aperiodic transition matrices
(PG) . k € N) such that (uy, P#*)) is reversible. Then, we derive a new
non-homogeneous Markov chain consistent with G as a concatenation of this se-
quence of homogeneous ones. The transition matrix P#») insists over a time
interval whose length increases with k. The proper selection of the time intervals
— whose length is estimated on the basis of the diameter of G and is independent
from the target distribution p — is shown to lead to the response to question
Q for the resulting non-homogeneous Markov chain. In this respect, see also
Example 2.

In this construction, a not unexpected problem of dependence arises. We con-
trol for the dependence in two steps. First, we lump together the events related
to the Markov chain at large time-distance; second, the convergence properties
of the Markov chain over all the times are obtained through a union bound
procedure. At this aim, a coupling of the Markov chain with a sequence of inde-
pendent random variables is performed (see Theorem 1). Such a method allows
an estimation of the speed of convergence to the target probability distribution
1; moreover, it has the relevant advantage of being general and reproducible in
other contexts.

The paper also presents an extension of the above-discussed framework for the
products of graphs and product measures. The usefulness of such an extension
lies in its ability to reduce the cardinality of the states space. Indeed, it moves
from a multidimensional Markov chain to several unidimensional ones (see The-
orem 2). In this context, we present a discussion on the possible applicability of
such a result in the field of game theory (see Remark 3).

The structure of the paper is the following. In the next section we present
the main results of our study. Section 3 provides some supporting remarks and
examples, by discussing advantages, limitations and applicability of the pro-
posed procedure. Section 4 offers the extension of our findings to the case of the
product of graphs and distributions.

2. Main results

For a target probability distribution (u(s) : s € ) and a connected graph G,
we give an answer to question Q in the interesting case when G[supp (u1)] is not
connected.

As we will see, the solution strategy for solving the problem moves from
creating a sequence of distributions that converges to the target one and having
the states space S as support.

Without loss of generality, we start from a nonnegative function  : § —
[0, +00), which induces a distribution g = (u(s) : s € S) such that

we =" ses, @)

where Z = ), sn(s’) is the normalizing constant. We take M > 0 such that
maxses n(s) < M.
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The distribution g in (2) will be the target probability one. The derivation of
w from a given 7 is a standard procedure in statistical mechanics. In this context,
the computation of the normalizing constant Z can be computationally complex,
mainly when the cardinality of S is huge. In the following, we will implement a
strategy for answering to Q that will manage this problem by avoiding such a
computation.

Let N denote the cardinality of S. Since G[supp (1+)] is not connected, then
it contains at least two points. Since supp (u) C S and G is connected, then
N > 3.

We now consider k£ € N and define

_ 77(8)7 if 77(8) > 0;
Asin (2), the ny in (3) induces the probability distribution p = (ur(s) : s € S),
with the normalizing constant Z = >, s (s').

Denote by || - |7y the total variation norm (see e.g. [24]). Since Z < Z;, and
Iy — 24 < %, one has

1 1o~ me(s) — n(s)
_ — _ I _ NN <
= sllry = 5 3 lan(s) = s} = 5 3 [ = 220 <
sES sES
s)(Zy— 2 1 N N N T
SZ{U()(’“ ) 4 }g + < ==, (4)
= 2747 2kZ), 2kZ,  2kZy kZ k
where I' = %
By construction, for any
- 1
k>k=
~ [min{n(s) >0:SES}—‘ ’
we have Z;, < M N so that
1
D — S. 5
Let us label the elements of S = {s!,...,s"} such that
p(st) > p(s®) = - > p(sV) = 0.
According to the definition of yuy, for k > k, one also obtains
pk(s) 2 p(s?) = - 2 (™) > 0. (6)
We construct the transition matrix P#+G) = (Prm 1 l,m=1,...,N) related
to the distribution ux and to the graph G = (S, F). The dependence on k of the
elements of matrix P(#»&) is conveniently omitted. For each I,m =1,...,N,
D, if | <m and {s',s™} € F;
HEe(s™) : I om .
Pl = PREARL if { >m and {s",s™} € F; 0
7 pr, if | = m;

0, otherwise,
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where

B p(s™ )
P = 1 —Pp [ Z 1{{sl,sm’}eE} + Z k(sl) 1{{5l7s7n,}€E} (8)

m’:m’ >l m’:m’ <l K
and
1

psp= min o (5™ '
ot 2 (Zm’:m’>l 1{{51,57”/}€E} + Zm’:m’<l W]‘{{sl,sm/}GE})
(9)
Clearly, P+ is a transition or stochastic matrix. As already announced
above, we notice that the construction of the transition matrix P(##G) does not

require the knowledge of the normalizing constant 7, in that £ /215?:’1)) = 777’7"]5?:;)) )
This is particularly relevant for the computational applications of the proposed
algorithm, in accord to the appropriateness of the Gibbs sampler for computa-
tions (see [18]). Moreover, by definition p < p < % In fact, since G is connected,
there exists at least an edge {s',s™} € E, with m > 1; thus the denominator
of (9) is at least equal to 2, when I = 1.

Definition in (7) assures that the couple (ug, P*#©)) is reversible. Moreover,
Pr:G) g irreducible, since G is connected; thus, (. is the unique invariant
distribution of P*&). The transition matrix P»S) is also aperiodic since,
by (8) and (9), py > 1 for I =1,...,N.

Condition (9) is of particular usefulness. Indeed, the estimation of p from
below can be obtained more easily than computing its exact value, hence being
more appropriate for applications. In this respect, we provide an example where
the computation of p is hardly achieved while its estimation from below is simple.

Example 1. To make the arguments simple, we take a given p in place of
a sequence (u, : k € N). Let us consider an Ising model on a finite square
sublattice A of Z* with side L € N, e.g. A = {0,...,L — 1}2. Thus, a single
state is a vector in S = {—1, +1}L2, and the cardinality of S is N = 2L°. The
probability distribution p is such that

pls) occn(s) =e "9, ses

where
H(S) = — Z JijSiSj
i,jEA:|[i—j][1=1
is the Hamiltonian. The interactions (Ji; : 4,5 € A : |[i —jll1 = 1) can be
taken either as assigned in an interval or randomly sampled from a suitable

distribution. We here take any single interaction as assigned in [1—16, %]
We form the graph G = (S, E) by imposing

{s,s'} € E < ||s— 5|1 =2.

Substantially, {s,s'} € E is equivalent to say that s, s’ differ only on one com-
ponent.
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In this case, the computation of p in (9) is rather complex. However, a lower
bound for p is almost simple to obtain. Indeed,

1
I (o) )
2 (Zm’:m’>l 1{{sl,sm/}EE} + Zm/:m/<l ﬁtll«(T)l{{SHSM/}EE})
1 e’
Z > —2-
2L2max{u(5 {3 s’}EE} 2L

We introduce the ergodic coefficient of Dobrushin (see [13] and [4] p. 235),
which is defined as

§(P)=1- g 1{1f szh/\pgh (10)
where P = (p; ; : 4,5 = 1,...,N) is a stochastic matrix.

Lemma 1. Given the transition matriz P%+C) on S constructed above, with
N=|S]>3andpe [%,ﬁ], the Dobrushin’s ergodic coefficient can be bounded

from above as follows
c

(P Oy <1 ()",

for any k > k, where ¢ = m.

Proof. For k > k, inequalities (5) and (6) provide

m 1
1§“’“(5l)§ ; < kMN, for I > m.
pe(st) — pe(st)

We now observe that, for k > k,

1 1 c
I=1ooN 2kMN deg(sl)  2kMNA(G) &

P
Therefore, one can select p into the nonempty interval [%, zﬂ . Then, forp € [%, 13]
and {s!,s™} € E one has,
c
Pim > E (11)

For k > k, since the graph G is connected and p; > % foreachl=1,..., N and
by definition of diameter d, then (11) gives that

d
p® > (%) . YlLm=1,...,N,

where p( ) is the transition probability from s' to s™ in d steps.
Then, by definition of the ergodic coefficient of Dobrushin in (10), one has
the thesis. O
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Given an arbitrary distribution over S, namely A = (A(s) : s € §), we
construct a non-homogeneous Markov chain X = (X(¢) : ¢ € N) with X\ as
initial distribution. The transition matrix of the Markov chain X at time ¢t € N
will be denoted by P(t) = (p; ;(t) : 4,57 =1,...,N).

Let us consider an increasing sequence of times (t; : £ € N), and let us define

Pt)= Y P" D1y . (). (12)
k=k+1

Theorem 1. Consider a connected graph G = (S, E) and a distribution p =
(u(s) : s € 8). Assume that Glsupp (u)] is not connected. Then any Markov
chain X = (X (t) : t € N) constructed above with transition matriz given in (12)
and with sequence of times (t; = £°% : £ € N) is consistent with G and (1) holds
true, i.e.

lim — Z 1ix(m)=s) = H(8), sesS a.s..

t—oo t

Proof. The fact that X is consistent with G derives from the construction of P

(see (7) and (12)).
To prove the result, we first check that it is true for the sequence of times
(t¢=051: 4 €N), ie

tz 1
Zglléﬂ%l{x(m) s} = ( ) seS a.s.. (13)

By definition of (¢, : £ € N) one has

4 -t 4
lim L — 0 and lim = =1. (14)
£—00 te l—oo 1y

Therefore, if (13) holds true, also (1) is satisfied. In fact, for ¢ € [tp, te11 — 1],
one has

tp—1 tep1—1

1
t“ Z {X(m)=s} < 7 Zl{X(m =1 <3, > Uxm=s)
m=0
te—1 t2+1 1 tz 1 ¢ ¢
+1 — W
St—zl{xm 5}+— > 1==— Zl{)«m) ST
m=typ

In any case, by (13) and (14)

ty—1 tg 1
lim — 1 = lim — 1
Jim 2 Loxm=s = Jim tZZ: X
te—1

. ter1 — e
=1 —_ 1 . _r- =
Jim | 2 22 Loxtom—n +
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therefore, by the squeeze theorem,
tg 1

Am n Z 1ix(m)=s} = lim — Z 1ix(m)=

l—oo T

For € > 0 and s € S let us define the sequence of events (By(g,s) : £ € N) as

toy1—1
By(e, s) {’M —te Z 1ix(m)=s) } (15)

té+1 =,

To obtain (13) it is enough to prove that, for each e >0 and s € S

{—00

P (liminf By(e, s) | = 1. (16)
( )

By (15) and (16), we conveniently restrict the attention to the interval [¢;, to41 —
1].

Notice that for each initial distribution A on &, Lemma 1 and Dobrushin’s
Theorem (see e.g. [4]) give that

NP =l < 3P0 < (1= (5)") L o (2| 7]).

(17)
where é = ¢?, for ¢ large enough. Estimation (17) will turn out to be useful
soon.

Let us fix i =0,...,¢2% — 1 and consider the sequence of times

= (te+hP 40 h >0t + RO i < tyy). (18)

We observe that each time ¢ € [ts, tey1 — 1] can be written uniquely as ¢ =
te 4+ he%4 4+, for a value of i = 0,...,¢?* — 1 and a value of h.
Now, take some auxiliary sequences of independent random variables

YD) = (YD (1)t e ) 1)

with values on S such that Y (%) (¢) has distribution j,. We notice that the ran-
dom variables belonging to different sequences are not in general independent.

The proof of (16) would be simple if the X’s were i.i.d. random variables,
which is not the case. Then, we proceed by using the maximal coupling (see
[24]) between the X’s and the Y(4%)’s defined above.

Specifically, by inequality (17) one can couple X (t,+ht?? +4) with Y69 (t, +
he?d + i), by assuming the knowledge of the X’s at the previous times in 74 ; of
the type t; + h'0?? + i, where ' =0,...,h — 1.

For ¢ large enough, h > 1 and t;, + h¢?? 4+ < t,, 1, one has

h—1
PX (te + R +3) £ Y D (b + R4 1) () {X (b + B+ 0) = s}) =
h'=0
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=P(X(te 4+ h?* +40) # YD) (g + hCPY+ ) {X (te 4+ (b — 1) 4+i) = 551 })

< exp ( {%D | (20)

We notice that the first equality of (20) comes from the Markov property,
while the second inequality comes from (17).
For ¢ € N and i € [0,¢2¢ — 1], let us define the events

Agi = {X(t) =YE(t) t e\ {te JFZ}} =

- {X(tg SRy =Y ED (g 1 b2 i) h > 1 and o+ b2 i < tm} :
(1)
We notice that A, ; is an event which compares the Markov chain X and the
independent random variables Y (“) on times belonging to the sublattice Te,i of
step £2¢.
By denoting Ay, ; = {X(t) = Y& (t)} for t € N, we can write

Ay = m A
teTy i \{te+i}

For ¢ large enough (we omit this statement hereafter, being clear its validity
from the context), by using the chain rule over the A ;; ordered by increasing
t, the Markov property on the sublattice 7; and by (20), one has

P(Ag | X (to + i) = s0) > [1 e (_6 {%D} (64154

>1—(L+1)%exp <—é L%D : (22)

for each so € S. It is worth noticing that (¢ + 1)°¢ overestimates the cardinality
of To,i-

Since inequality in (22) holds true irrespectively on sp, we can remove the
conditioning on X (¢; + 1) = s¢, so that

d
P(Ap;) >1— (£+ 1) exp (—é {%J) . (23)
We also set Ay = ﬂfido_l Ay, so that
. 0241 vd
P(A)=1-P| |J 45, | =1-(+1)exp <—é bJ) . (24)
i=0

By (24) and the first Borel-Cantelli lemma, one has that

P(liminf A;) = 1. (25)

{— 00
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In fact, since

>+ 1) exp <c V:J) < o0 (26)

1

[ore}
=

then 3250 P(AS) < oc.
Now, fore > 0 and s € S, let us define the sequence of events (By(e, s) : £ € N)

as
241
A e
B[(E,S) = ﬂ ‘,U,,g(S) — m E 1{Y(€x")(m):s} < 5 . (27)
=0 ot meETy 4

Now, the rate function of a Bernoulli r.v. with parameter = € [0,1] is

I'™ () = xlog (%) + (1 —xz)log <1_i> , if ¢ € (0,1); (28)

while (™) (z) = +oo if x ¢ (0,1). By large deviation theory, one has

1 € _ Y _ d—
P | |pe(s) — m Z 1{Y(Lf?>(m):s} > 5 <e g(e)[Te,il <e g(e)e? 1) (29)

meTy,;

9€) = min {10 (7 =5) 17 (m3)} >0

where

Therefore, by the union bound,

P(By(e, s)) > 1 — (249" (30)

Therefore A
P(lim inf By(e,s)) = 1. (31)

£— o0
Moreover, . .
By(e,s) N Ay C By(e, s),

thus . .
liérgirolf(Bg(e, s)NAg) C lifrg(i)rolf By(e, ). (32)
By (25), (31) and (32) we have the thesis. O

3. A discussion of the main results

This section presents some remarks about Theorem 1, along with some relevant
examples.

As preliminary remark, we notice that a target distribution p with discon-
nected support has to be perturbated to be simulated in the MCMC context
(see formula (3)). The properties of our Markov chain allows us to control Do-
brushin’s coefficient — hence, leading to solving the question Q. Such a control
cannot be obtained by using the standard Metropolis-Hastings algorithm.
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Remark 1. The definition of (t; : £ € N) provided in Theorem 1 represents only
one of the possible choices. In this respect, it is interesting to note that the proof
of Theorem 1 can be adapted to other sequences of times. For example, one can
take typ 1 —ty > el 1, with ¢ > 0. One can reproduce the proof of Theorem 1 by
suitably decomposing the intervals in subintervals with some useful properties.
In particular, for any £ € N, we can select Iy € N and an increasing sequence

RN RN

such that t; = téo), tél’"’) = tyy1 and the following property holds

t(i+1) _ t(’) t(o) _ t(le_l)
lim sup % =0; lim % =0.
{— 00 Z‘E{O,l,...,]@fl} tel {— 00 te_él
Then, one can take the sequence tg)),t,(zl), . ,ty‘) to obtain that the Markov

chain with transition matriz as in (12) satisfies (1).

Next example shows that the convergence of the distribution py to the dis-
tribution g should not be taken too fast and tyy; — ty should be not taken too
small in order to hold (1).

Example 2. Let us consider a graph G = (S, E) with S = {s!,5?,s3, s} and
E= {{817 53}’ {53, 84}7 {827 34}}

Let us take the distribution p = (u(s) : s € S) having u(s') = p(s?) =
n(st) = n(s?) = %, and define t; = £, for each £ € N, and the sequence of
distributions (fie : £ € N) where iy = pge. In particular, ||fie — pllry < 25
(see (4)).

We take a non-homogeneous Markov chain X = (X (t) : t € N) with transition
matriz P(£) = (pmn(f) : m,n =1,2,3,4), at time ¢, given by

P() = pie®  peN,

Accordingly to the definition of p given in (9) and highlighting the dependence
of p on the index ¢, one has

5(0) = 2(1%2{_1) (eN. (33)

Thus, (33) gives that p11(¢) =1 — W

the Borel-Cantelli’s Lemma guarantees that

at time ¢ (see (8)). Therefore,

HeeN: X(0)=s", X(t+1)#£s'} <0  as, (34)

and therefore

t—1
P <n {tl_i)f&% Z Lix(m)=s} = N(S)}> =0. (35)
seES m=0
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In fact, formula (34) allows to consider only w € Q such that condition |{{ €
N: X(0) = s', X({+1) # s'}| < oo is satisfied. If X(£) = s for a finite number
of times £, then

=
tli>Holo % Z 1{X(m):sl} =0 a.s..
m=0

Notice that Example 2 gives a natural comparison between our setting and
the simulated annealing (see [22, 26]). The goal of the quoted references was to
obtain convergence in law, while here we obtain convergence almost surely of
the empirical distribution to the target one.

In both cases the hope is that the rate of convergence is fast but, if one tries
to have an excessively high rate of convergence, it leads to local minima (case of
simulated annealing) or not convergence of the empirical measure to the target
distribution y in our framework. In the case of excessively fast convergence rate,
the response to question Q might be wrong.

We now give an illustrative example based on the existing literature to high-
light the usefulness of Theorem 1.

Example 3. The situation of connected graph G and G[supp (1v)] not connected
can be deduced from previous contributions in the literature. In this respect, we
mention the hard-core model with two kinds of particles (see e.g., [21, 27]). In
particular, [27] presents a gas model on a lattice with particles of two kinds:
one is small-sized (type 1) and the other is large (type 2). Each type 1-particle
occupies only one site, leaving free the others; the particles of type 2 are so large
that they prevent to occupy their sites and also their adjacent ones. At each site
of the lattice, one can find no more than one particle. In doing so, we assign
to each site x € A a vector (n1(z),n2(x)) € {(0,0),(0,1),(1,0)}, where n;(x)
denotes the number of particles of type j on site x. We define the collection of
such vectors — under the constraints related to particles of type 1 and 2 described
above — simply as the relevant states S.

In this framework, we consider the hard-core model with a canonical ensemble
condition — i.e., with a fized number of particles of type 1 and 2, say N1 and No
respectively — on a finite lattice A. We take a graph G = (S, E) as follows. The
state space S is the collection of two sequences of nonnegative integers over the
lattice A describing the number of particles of type 1 and 2 over all the sites of
A. By using the notation above, we say that nj(z) =0,1,...,N;, with the only
constraint that the total number of type 1 and type 2 particles is given by Ny
and Na, respectively. Given two states s,t € S, there is an edge {s,t} € E if
and only if t is obtained from s by moving only one particle from a site to an
adjacent one on the lattice A. Therefore, G is a connected graph.

The hard-core model introduces a distribution p on S with support S. We do
not need the detailed definition of u but only that p has support S. If the lattice is
one-dimensional — so that two sites are adjacent when they have unitary distance
— then the particles types are ordered over the lattice and the order is preserved
over time. Therefore, if both N1, No > 0, then G[supp (u)] is not connected.

We now treat some cases that are not covered by Theorem 1.
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In the case that G[supp (u)] is connected one can construct a standard MCMC
algorithm using a reversible homogeneous Markov chain X = (X (¢) : t € N)
having p as invariant distribution. A possible choice for the transition matrix
of X is e.g. PwGlsurp (1))

We point out that if G is not connected and supp (u) is contained in more
than one connected components of G, then one cannot pass from a component
to another one. This assures that it does not exist a stochastic process consistent
with G which satisfies (1).

Finally, assume that G is connected and G[supp (1)] is not connected. Then,
we can apply Theorem 1 that shows a non-homogeneous Markov chain respond-
ing to question Q. Nevertheless, each homogeneous Markov chain X consistent
with G does not satisfy (1). Indeed, if X would be consistent with G and satisfy-
ing (1), then the ergodic theorem would imply that some states out of supp (1)
should be visited with frequency greater than zero.

Remark 2. Theorem 1 can be used also in some circumstances in which
G[supp ()] is connected. Suppose that the set of the vertices S is given by the
union of three disjoint components: S = S;US;US3 such that u(S1) = 1—e—¢€2,
w(S3) = €, while u(Sy) = €2, being 0 < € < 1 very small. Moreover, assume
that it does not exist an edge of G connecting S1 and Ss. Therefore the Markov
chain needs to visit the states in Sy to achieve 81 from Ss. If the starting state
of the Markov chain belongs to Sz, then it will remain in S3 for a long time
being u(Sa) particularly small. Evidently, this leads to a slow convergence of the
empirical distribution to up; the introduction of the py’s and of the transition
matriz in (12) might be of usefulness for letting the convergence be faster. In
doing so, our approach is close to the principle of the annealing.

In this context, we can also implement a different strategy for raising the
speed of convergence of the MCMC' algorithm. Specifically, one can fit k € N
and consider the perturbated distribution uy instead of the target distribution
w. One can conjecture that the speed of convergence of a homogeneous Markov
chain X®) = (X®)(¢) . t € N) with transition matriz P4 %) is higher than X
with transition matriz PWClsurr (D) - Following (4), we bound the error from
above as follows:

t—1
. |1 2r
Jim |~ > 01{x<k>(m):s} —ps)| <2k —pllry < -, s€S as.
m=
(36)

Let us consider f : S — R and E,(f) = > cs f(s)u(s), by ergodic theory one
has

1 t—1
Jim | mzzof(X(k)(m)) —Eu(f)] < 2max |f(s)] -l — pllrv
r
<2max|[f(s)]- -, as. (37)

Thus, accepting the error 2maxgecs | f(s)|T'/k, that can be taken arbitrarily small,
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one can always use an homogeneous Markov chain to numerically estimate

Eu(f)-

We point out that a proper selection of the graph may lead to a more efficient
MCMC procedure. In particular, graphs can contribute to the reduction of the
number of possible transitions among states, as also Gibbs sampler proposes
(see e.g. [18]). In fact, when the number of the states is extremely large, then
the unconstrained transition probabilities involving all the pairs of states may
be too small, hence too difficult to simulate. In this respect, a proper choice
of the graph should ensure the connections among highly probable states, thus
avoiding the creation of metastable states (sometimes called wells, see [3, 23]).
Indeed, wells are states in which the Markov chain is expected to spend an
extremely long time before being able to visit other high-probability ones. This
would increase dramatically the mixing time and the convergence speed of the
MCMC algorithm (see e.g. [1, 16, 17]).

In this context, a very useful reading are [9, 15, 28], where the (stochastically)
monotone MCMC is explored. In details, a Markov chain is said to be stochasti-
cally monotone when the states space is endowed with a partial order and there
exists a coupling of the chain with itself that maintains the partial order of the
states space at any time. Stochastically monotone Markov chains are particu-
larly simple in the simulation procedures (see [15] and [28] for connections with
the perfect simulation literature). Now, let us assume that the states space S
is endowed with a partial order and consider the target distribution p on S.
Naturally, there are infinite Markov chains satisfying (1). Some of them might
be stochastically monotone, i.e. simple in the simulation process. The role of
the graph in obtaining stochastically monotone Markov chains might then be
crucial.

As a paradigmatic example, we can take the classical ferromagnetic Ising
model assigning a spin o(i) € {—1,+1} to each vertex ¢ € V and assume that
the set S = {—1,+1}" is endowed with a partial order such that o’ < o if
and only if o/(i) < o”(i) for each ¢ € V. In this situation, we have that the
Markov chain identified by the Gibbs sampler is stochastically monotone, and
this property leads to affordable simulation exercises for the convergence towards
the Gibbs measure of the ferromagnetic Ising model (see [28] and, more recently,
[10]). There are also other Markov chains converging to the Gibbs measure which
do not maintain the ordering of the states space (see e.g. [7, 28]).

It is not difficult to construct other examples for non-ferromagnetic Ising
models (where the Gibbs sampler is not stochastically monotone) such that
Markov chains consistent with suitably defined graphs are stochastically mono-
tone.

4. Product of graphs and product distributions

We now introduce the standard definition of product of graphs, as in [29]. It
leads to a simplification of the MCMC simulations.
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Definition 2. Consider two graphs G = (81, E1), G2 = (S2, Es). The strong
product G; X Gy is a graph G = (S, E), where § = & X Sz and E collects
the couples {(s1, s2), (51, 52)}, with (s1,s2), (51,52) € S, such that one of the
following condition is verified

o {Sl,gl}GEl and sy = So;
e 51 = 51 and {82,52} € Es;
° {51,51} € Fy and {82,52} € Fs.

Since the strong product of graphs is associative (see [29]), then Definition 2
can be extended to any collection of r > 2 graphs obtaining G = G; X --- XK G,..

Let us consider now r finite sets Si,...,S, and take a product distribution
pw = [1,—y pn, where gy is a distribution on the space S,. We construct r
independent Markov chains X; = (X3(¢) : ¢t € N),..., X, = (X,.(¢t) : t € N)
such that the h-th Markov chain X}, has state space Sj, and an arbitrary initial
distribution A\, = (A\n(sn) : s € Sp), foreach h =1,...,r.

Moreover, by replacing S with Sy, and u with py,, we replicate the construction
provided before Theorem 1. In so doing, we take 7y, : S, — [0, M}3] to define the
distribution py, for h = 1,...,r. Then, we take k € N to define the perturbed
distribution (un)r = ((1n)k(sk) : sn € Sh)-

Now, take a sequence of increasing times (téh) : £ € N), such that

h=n1li_.n. téﬂ - tgh) > (et (38)

,T

with ¢ a positive constant and dj, is the diameter of graph Gj,.
The transition matrices of X are (P, (¢) : t € N) as in (12):

_ ((r)k>Gr)
Pn(t) = kg_l P 1[t;(ch)1t§ch+)1*1] (t). (39)
We introduce the Markov chain

X = (X(t):(Xl(t),...,XT(t))ES:teN). (40)

Next result is similar to Theorem 1 but it is based on the independent Markov
chains constructed above.

Theorem 2. Let S = [[;,_, Sp and G(S,E) = G1(S1,E1) XK --- K G, (S,, E;).

Let us consider i1, ..., u, constructed as above, the product distribution p =
[1},—1 pn and consider the Markov chains X as in (40).
Then
1 t—1 1 t—1 r r
Jim =~ > Lix(my=s} = Jim n Yo I tixuom=ony = TT snlsn) = nls),
m=0 m=0 h=1 h=1
(41)

for each s = (s1,...,8,) €S.
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Proof. We follow the arguments in the proof of Theorem 1 and proceed in a
componentwise form. We take a sequence of times 7y 1, as in (18) for the h-th
component, with step £2% . Accordingly, we take the variables Y (¢:%") as in (19),
that are independent and with distribution (u),.

On the ground of what done for deriving the constant I" in Section 2, we can
find a positive I' such that

T

=TT (e

h=1

! I
< M = (pn)ellpy < A (42)
TV  h=1

so that the total variation distance in (42) goes to zero as £ — oo.
Similarly to (26), we can employ Borel-Cantelli Lemma to obtain

oo gdh
Z Z {4 1) exp (—éh Li_J) < 00, (43)
— h

where ¢, is a suitable positive constant. By following the final steps of the proof
of Theorem 1, condition (43) guarantees the convergence in (41). |

Remark 3. Theorem 2 is grounded on the strong assumption that the target
distribution is a product one. However, such a condition leads to the possibil-
ity of estimating the target distribution in a parallel way — hence, leading to a
remarkable reduction of the computational complexity of the procedure. Interest-
ingly, the case of weakly dependent components might be also explored through
the procedure presented in Theorem 2. Moreover, Theorem 2 might present rel-
evant rooms for applications — for instance, in game theory. Specifically, one
can build a dynamic game where each player can move from her/his strategy to
another one only if such strategies are adjacent on a prefized graph G. In this
context, we point out that Theorem 2 can be useful for identifying some mixed
Nash equilibria, that can be seen as product measures (see [8]).
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