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CONCEPTION OF THE MANAGEMENT THE COMPARATIVE ANALYSIS OF THE
METHODS OF RECOVERY OF THE PASSED DATA OF TIME OF AVAILABILITY
OF THE SERVER INFORMATION ECONOMIC AREA

Abstract. In the article presents results of research of primary statistical characteristics of time
of processing and data transmission are given in systems of information economic area. On the basis
of the received results the analysis of methods of recovery of the passed data is made. In work
methods of data processing with admissions are analyzed and the most rational are chosen. Change of
the law of distribution of selection depending on a way of elimination of the passed data is
investigated. Forecasting of time of availability of the server of information economic area is
executed. The goal of this paper is primary statistical characteristics research of data processing
and transmission time in IES. Particularly, the server availability time (SAT) was studied within
this work. This time consists of Client-to-Server connection time, Server data processing time,
and Server answer transfer time. The values of service time were taken for research, that were
received while studying of cloud computing performance. It was established that if data loss is
not over 6% distribution law of initial model selection saves. If data loss is between 9% and
15% methods primary statistical characteristics of studied selection were determined without
consideration of data missing. Missed data was filled with data distributed by the same law as
for initial selection with admissions.
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NMOPIBHANBHUA AHANI3 METO[AIB BIAHOBNEHHA NPONYLLEHUX
OAHUX YACY OOCTYMNHOCTI CEPBEPA B IHOOPMALIAHO-
EKOHOMIYHUX NMPOCTOPAX

AHoTauisi. Y CTaTTi HaBEJCHO pPe3yJbTaTH JOCIIUKEHHS MEPBUHHUX CTAaTUCTUYHUX
XapaKTepUCTUK yacy oOpoOKH 1 mepenadi JaHUX B iH(GOPMAIiiHO-€KOHOMIYHUX MPOCTOPAX.
Ha mizncTaBi oTpuMaHuX pe3ynbTaTiB BUKOHAHO aHaji3 METOJIB BiIHOBJICHHS MPOMYLICHUX
nanux. [IpoanamizoBaHo npuilomMu 0OpoOKHM MaHMX 3 MpPOIMycKaM Ta OOpaHO HaWOLIbII
pauioHanbHi. JlocaikeHa 3MiHa 3aKOHY pO3IOALTY BUOIPKH 3aJI€KHO BiJ] cIOCO0Y YCYHEHHS
NPOMyIIEHUX JaHUX. BHKOHAHO NMPOrHO3YBAaHHS Yacy JAOCTYIMHOCTI cepBepa eKOHOMIYHHMX
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mpoctopiB. Mera pobOoTH modsrama |y JAOCHKEHHS TMEPBHUHHHUX CTATUCTUYHHUX
XapaKTepUCTUK yacy oOpoOKH 1 mepenadi JaHUX B iH(GOPMAIiifHO-€KOHOMIYHUX MPOCTOPAX.
30kpema, B paMKax JaHoi poOOTH BUBYAJIOCS Yac JOCTYIHOCTI cepBepa.

Kirouosi ciioBa: iHpopManiiiHO-eKOHOMIYHUI MPOCTIp, Yac JOCTYMHOCTI cepBepa, CTaTUCTHYHI
JlaHi, 3aKOH PO3MOIiTY, HOKa3HUK XepcTa, METoJ] KOB3HOTO CEPEAHBOTO.
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CPABHUTENbHbIA AHANU3 METO4OB BOCCTAHOBIEHUA
NMPONYLWEHHbBLIX OAHHbIX BPEMEHU AOCTYMNHOCTU B
MHO®OPMALMOHHO-3KOHOMUYECKUX MPOCTPAHCTBAX

AHoTamnus. B craTbe mpuBeneHB! pe3yibTaThl HCCICIOBAHHS MEPBUYHBIX CTATHCTHUECKUX
XapaKTEepUCTUK BpeMEHH O0OpabOTKM W Tepeladyd AaHHBIX B HWH(GOPMAIMOHHO-DKOHOMHUYECKUX
NpoCTpaHCTBaX. Ha OCHOBaHMM TMOJYYCHHBIX pE3YJIBTATOB  BBITIOTHEH aHallM3 METOJIOB
BOCCTAQHOBJICHHS MPOIMYIICHHBIX JaHHBIX. B pabore mpoaHalIu3upoBaHbl IPUEMbl 00pPAOOTKU JaHHBIX
C IPOITyCKaM U BBIOpaHbI HanOoJIee pauoHalbHbIe. Mccaej0BaHO M3MEHEHNE 3aKOHA paclpeesiCHUs
BBIOODKM B 3aBHCHMOCTH OT CIOCO0a YCTpAaHCHHUS MPOMYIICHHBIX JaHHBIX. BBIOTHEHO
NPOrHO3MPOBAaHWE  BPEMEHH  JOCTYIHOCTH  cepBepa B HMH(OPMAIMOHHO-DKOHOMHUYECKUX
npocrpaHcTBax. Llenmp paboTel cocTosia B MCCICIOBAaHHE IEPBUYHBIX  CTATHCTHYESCKHX
XapaKTEePUCTUK BpeMEHH OOpabOTKM W Tepeiauyd AaHHBIX B HH()OPMAIMOHHO-KOHOMHYECKUX
MPOCTPaHCTBaX. B yacTHOCTH, B paMKax JaHHOHM paboThl M3y4ajoch BpeMsl JOCTYITHOCTH CepBepa.

KmioueBbie cioBa: MH)popMalmOHHO-9KOHOMUYECKUE MPOCTPAHCTBA, BPEMs JAOCTYITHOCTH
cepBepa, CTaTHCTHYECKHE TaHHBIC, 3aKOH PaclpeielieHHs, MOKa3aTelb XepcTa, METO/ CKOIB3SIIEr0
CpEIIHET,ONPOITYCKU TaHHBIX.

Dopmyn: 14; puc.: 3, Tabmn.: 3, 6ubn.: 6

Introduction. The processes of information economics formation are followed by the
broad implementation of Information and communication technology that gives opportunity for
different organizations to present their products and services in convenient format, to analyze
rivals activity, market situations and consumer needs online, the grows of economic activity
which is reached by placing of all economic activity types in different Information and
Economic Spaces (IES) and by network forms of cooperation [6, p. 80-90].

At present business becomes electronic, it means that any commercial activity among
partners (purchases and sales of products and services, operations with securities at the stock
market, contracts formation and execution, etc) is executed with the help of electronic
documents exchange in information space. Cloud Computing is one of the most progressive
directions of information technologies development. Availability, fault tolerance, profitability,
simplicity, flexibility and scalability are the advantages of cloud computing.

Research analysis and problem definition. Papers [2, 3] are dedicated to timing
characteristics research of cloud computing and Web services. In these papers such parameters were
studied: statistical parameters of connection time between computer and remote cloud provider, data
processing time and server response time which includes data processing time and remote server
connection time. During data transmission connection break and data loss are possible to occur.
Influence of these events on statistical characteristics of transmitted data was not studied.
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The goal of this paper is primary statistical characteristics research of data processing and
transmission time in IES. Particularly, the server availability time (SAT) was studied within this
work. This time consists of Client-to-Server connection time, Server data processing time, and
Server answer transfer time. The values of service time were taken for research, that were received
while studying of cloud computing performance [3]. The research of IES performance and
reliability is actual because of user needs to have continuous access to them without data loss.

Research results. Statistical data used in paper was received as follows [3]. The Client
and Server applications were developed. The Server application was installed on the remote
Cloud Computing Azure computer. The Client application was gathering parameters of
connection time and remote server data processing time every minute during 24 hours. In
common, 1440 values were received, the initial selection based on these values was established,
with 0% of lost data. Due to the fact that data transmission in Client-Server system is inevitably
followed by data loss for different reasons, the research of data missing influence on primary
statistical processing results was made.

The following approach was used for the analysis of missed data influence on the results
of statistical characteristics determination. 0, 1, 3, 6, 9, 12, 15% of data was removed from
initial selection. Data for removing was selected randomly. The conclusions about lost data
influence on the quantity of received statistical results of selections properties were made based
on comparisons between received statistical characteristics for each selection.

According to recommendations from paper [5] the following methods of data processing
with losing were used:

1. The "Gluing" method - primary statistical characteristics of studied selection were
determined without consideration of data missing. With such approach the selection size
decreases, and therefore freedom degrees number also decreases when checking of the
formulated statistical hypotheses.

2. The "Zero" method - primary statistical characteristics of studied selection were
determined with consideration of filling admissions with zeros. In such case freedom degrees
number does not decrease, but estimations shift of received characteristics appears comparing to
initial selection.

3. The "Average" method - primary statistical characteristics of studied selection were
determined with consideration of filling admissions with average values. In such case it is also
possible to get estimations shift of received characteristics comparing to initial selection.

4. The "Random" method primary statistical characteristics of studied selection were
determined with consideration of filling admissions with quasi-normal numbers distributed by
normal law when average value and mean square deviation coincides with with similar
characteristics of an initial data set with admissions.

5. In addition to these method, the following "Distributions" approach was used. Missed
data was filled with data distributed by the same law as for initial selection with admissions.

The Statgraphics V.15 system was used for determination of distribution law type. The
results of this procedure are shown in table 1.

Table 1
Change of selection distribution law depending of missed data filling approach”
Missed data filling Part of missed data (%)

approach 0 1 3 6 9 12 15
Gluing T1 T1 T1 T1 T1 T1 T1
Average T1 T1 T1 T1 T2 T3 T3
Random T1 T1 T1 T1 T1 T2 T2
Distributions T1 T1 T1 T1 Tl T1 T1

* T1 — distribution of maximum value, T2 — loglogistic distribution,
T3 — Laplace's distribution.
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Received distribution laws look as follows.
T1 - function of the density distribution of maximum value

f(x>=%exp{—%—exp[x;‘}]ﬁ (1)

Distribution parameters « and S are related to mathematical expectation m and to
dispersion with s* equations:

mea+pre, BT ®)

T2 — loglogistic distribution with density:
1 exp(z)
X :——’ 3
S wc[l+exp(z)]2 )
where:
1 _
=) -p
o}
In such case parameters of position p and scale o are related to mathematical
expectation m and to dispersion with s> conditions:

p=exp(u)l(1+0)l'(1-0o) 4

5 = expQu)|[(1+20)T(1-26) - (1+ o) (1-0)] (5)
where I'(.) — Euler's gamma-function.
T3 — Laplace's distribution with density:

f@ =2, ©)

Parameter of this distribution p is equal to mathematical expectation, dispersion o” is
related to parameter A with equation:

o' =—. (7)

The conclusion from table 1 is if data loss is not over 6% all studied methods of filling
missed data save distribution law of initial model selection. If data loss is between 9% and
15% only "Gluing" and "Distributions" methods save distribution law of initial model
selection. When restoring missing data it is important not only to save distribution law of
initial selection, but also to achieve the fact that initial model selection (selection without
missing) would not be significantly (in statistical sense) different from selections with
artificially filled missed data.

Non-parametric criteria of selection coincidence hypothesis checking were used to
check the influence of missed data filling approach on received distributions parameters. The
checking results and the list of used criteria are presented in table 2. Model selection was used
as standard sample in all studied cases. It was established that symbol (*) means absence of
difference between compared selections by all criteria. The list of used criteria and their
symbols are provided in the note to table 2. All computations were performed using AtteStat
program.
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Table 2
Influence of missed timing data filling approach on saving of
distribution law appearance and parameters

Missed data filling Part of missed data (%)

approach 1 3 6 9 2 15

Zero " K V, M, V, M, V,M, VW, | V.M, VW,
VW,K | VW, Z, K S,Z, K S,Z, K

Gluing * * * * * *

Average * * * Z, A VW, Z, A |VW,Z,A*
Random * * * * *A, S *S, K
Distributions * * * * * ¢

"V — Vilkokson's Criterion, M — Mann-Whitney's Criterion, VW — Van der Waerden's Criterion, S — Kritery
Sevidzha, Z — Ziegel-Tyyuki's Criterion, A — Ansari-Bredli's Criterion, K — Klotts's Criterion.

The presence of symbol in table cell points to criterion that discarded hypothesis about
selections coincidence. So, only "Gluing" and "Distributions" methods of restoring missing
data are recommended for practical usage.

Statistical row properties were studied for the reasonable choice of forecasting
method. At the first stage fractal row properties were defined, specifically Hurst index H.

In paper [4] following procedure of Hurst index computation is proposed. Relation
between Hurst index H and data row statistical characteristics is defined with the formula:

p H
R/S—(ENJ , ()

where:
S —mean square deviation of observations timing row,
N — number of observations.

The Hurst index H is defined with the formula:
o= Ig(R/S) ‘ 9)
lg(nN /2)

Formula (10) is used to compute mean square deviation of observations row S:

S=\/%i[xi—)(j (10)

i=1

where: — arithmetic mean of studied observations timing row for N timing periods.

The range of accumulated deviation is the most important element of Hurst index
computation formula. In general, it is evaluated as follows:

R =max Z,—min,__, (11)

where: Z, is accumulated deviation of row elements from mean value:

7 - Z[x _ XJ (12)

1<usN

In paper [4] it is recommended to change left part of formula (8) using following
correction if the observations number N is less than 250:
R/S, =R/S§5x0.998752+1.051037 (13)
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Hurst index evaluation for SAT

Table 3

All selection Last hundred
Arithmetic mean X 2007,678 | Arithmetic mean X 1958,158
Standard deviation S 255,464 Standard deviation S 225,5333
Range R 57494,667 | Range R 3698,297
Normalized Range R/S 225,060 | Normalized Range R/S 16,39801
Hurst index Ht 0,709 Hurst index Ht 0,570525

As it is shown in paper [4], in case of Hurst index (Ht) is between 0,326 and 0,674 the
model of changing row values is Wiener process. The physical analogue of this process is
Brownian motion around average value of observations row.

Evaluation results of index H that is determined on all data array ("all selection") and
on last hundred observations ("last hundred") are given in table 3.

The obtained data was served as explanation for the choice of sliding average as

forecasting method.

The quality of forecasting results was evaluated with retrospective forecast method for

six last values using formula:

m

=)

i=m—k X;

|x,. —x,.|

1

where: & — value of average relative forecast error,
m — capacity of data array for which average relative forecast error was determined
x, — actual value,

X, — calculated value.

Quality estimation of SAT forecast

Sliding average order

Selection type
3 5 7
«All selection» 0,072 0,049 0,065
«Last hundred» 0,028 0,035 0,041
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Fig. 1. Server availability time
200

(14)

Table 4

The chart of studied process is shown on fig. 1. The x-axis represents number of
experiments (server calls), the y-axis represents server availability time in milliseconds.



Autocorrelation function of SAT value changing process is shown on fig. 2. According
to this figure it is obvious that statistical dependence between sequential SAT observations is
very weak that indirectly confirms received value of H.
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Fig. 2. Autocorrelation function of random SAT process

The chart of autocorrelation function of SAT process first differences was received to
check its stationarity (fig. 3). According to this chart SAT process can be considered
stationary.
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Fig. 3. Autocorrelation function of first differences of SAT random process

Conclustion. It was established that if data loss is not over 6% distribution law of
initial model selection saves. If data loss is between 9% and 15% only "Gluing" and
"Distributions" methods save distribution law of initial model selection.

Fractal properties of SAT row were studied using Hurst index in this paper. The
method of SAT row values forecasting was chosen on this basis. The quality of forecasting
results was evaluated using retrospective forecast method for six last values. Results showed
that sliding average method with step equal to three should be used for SAT forecasting.
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