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Introduction

Aims and reasons

The main purpose of this thesis is to provide a tool for the analysis of engi-
neering components that are made of viscoelastic materials. Indeed it is well
known that in the field of civil, mechanical and aerospace engineering vis-
coelastic materials are more and more used; a classical example are polymeric
materials, used for composites panel, pultruded beam or other applications,
that because of their micro-structure exhibit evident viscoelastic behavior, but
also soils, asphalt mixtures, wood and many other materials are surely vis-
coelastic. Moreover in the last decades great importance have been assuming
in the field of biomechanics the mechanical modeling of biological tissues,
such as bones, arteries and many others; this “materials” have a strong vis-
coelastic behavior as polymers have.

Viscoelastic materials are characterized by the dual phenomena of the creep
and relaxation; in the first, the strain increases with time when a constant
stress is applied, while in the second the stress decreases with time when a
constant strain is applied. Then viscoelastic materials are time dependent ma-
terials, usually in literature it is referred to them as rate-dependent materials;
in contrast with purely elastic materials, for the viscoelastic material the time
variable must be taken into account in the analysis. Moreover, viscoelastic
materials have memory; in other words the actual state (stresses/strains) de-
pends not only of the current strain/stress but also on the past states.

The correct definition of the stresses and strains in engineering components
made of viscoelastic materials can not disregard the viscoelastic properties
of the material at hands, otherwise the structural design of the component
would lead to erroneous results with consequences for the reliability and
durability of the component itself and then consequences for the human life.

xi
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xii Introduction

Mathematical tools

In solid mechanics, viscoelastic materials have been modeled for decades with
an approach involving classical differential calculus; that is, the stress-strain
relationship involves integer order integro-differential operators. The creep
and relaxation laws of these mechanical models involve exponential func-
tions. This classical approach allows a relatively easy manipulation of gov-
erning equations; however, in contrast with the behavior of real materials that
have a long fading memory, these models have short memory, or can have long
memory if many mechanical parameters are introduced with consequent dif-
ficulties in the fitting of experimental data.

It is well known from the beginning of the twentieth century that experimen-
tal results of creep and relaxation tests are well fitted by power law type func-
tions and not by exponential; starting from this fact, the use of the fundamen-
tal law of linear viscoelasticity, that is the Boltzmann superposition principle,
in conjunction with power law creep and relaxation functions, leads to stress-
strain relationship in terms of real order integro-differential operators, that are
usually labeled as fractional derivatives and integrals; the branch of mathemat-
ics that study this operators is called Fractional calculus. With this approach,
the fitting of experimental data is easier because involves few parameters and
the mechanical model is able to reproduce both the short and long term be-
havior of the viscoelastic material at hands. However, the use this approach
implies the need of an initial effort to learn how to manipulate fractional op-
erators and fractional differential equations; in the author’s opinion this effort
is not big as it could appear at first glance.

3D fractional viscoelasticity

Fractional viscoelasticity has been widely studied from a theoretical points
of way both by mathematicians and engineers; many experimental results of
1D tests are available in literature and they confirm that in 1D conditions frac-
tional viscoelasticity is the best approach to model the behavior of viscoelastic
materials. Advantages have been demonstrated by researchers also when the
problem involves stochastic loading of the system. However, 1D models are
not enough when there is the need is to study real engineering components.
The fitting of 3D experimental tests needs the definition of a proper 3D con-
stitutive law as well as the structural analysis of complex shaped engineering
components. In the last years some 3D fractional viscoelastic models have
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xiii

been proposed, but never the behavior is investigated in simple 3D condi-
tions and in real applications. For these reasons in this thesis a series of linear
isotropic 3D fractional viscoelastic models is proposed and their behavior is
investigated by considering ideal creep and relaxation tests in 3D conditions.
These models constitutes the most simple fractional models that can be de-
fined and from the theoretical point of view they represents a benchmark to
learn how to manipulate such a kind of model. Of course a complete descrip-
tion of real material behavior should include anisotropicity, when effectively
present, and hyperelasticity that is present in many polymers and biological
tissues, but it useful to start with something simple to increase gradually the
difficulty of the problem.

The finite element method

The definition of 3D constitutive models, however, is not enough to predict
the distribution and the history of strain and stress in a complex shaped com-
ponent; indeed, already the elastic solution can be obtained only in a few very
simple cases. For this reason, in order to model real engineering components
as fractional viscoelastic, the model of fractional viscoelasticity must be imple-
mented in finite element framework. Many researchers, in fact, are attracted
by fractional viscoelasticity, but any of the available commercial finite element
software contains in its material library the possibility to characterize the con-
stitutive behavior as fractional viscoelastic. For this reason, in this thesis this
issue has been addressed.

The finite elements type definitions in terms of spatial discretization already
available in literature are also good for fractional viscoelasticity; then the only
efforts has been devoted to the time discretization in order to allows the finite
element software to numerically integrate the governing equations in both
explicit and implicit (with the Newton-Raphson method) schemes; user ma-
terial subroutine codes have been obtained and provided. One problem that
came out from the implementation is due to the fading memory of the frac-
tional viscoelastic models that implies the needs to memorize all the history
of stress and/or strain for each integration point of the finite element model;
for this reason the amount of memory required to run an analysis could be
prohibitive, but it shown that it is already possible to run analysis for models
discretized with a large number of finite elements and with a large number of
time increments by using normal computer.
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Xiv Introduction

In this work the implementation has been tested in the finite element software
Abaqus 6.14, but the implementation is possible in other software that allows
the definition of user material by mean of subroutines.

Organization of the thesis

The thesis is subdivided in five main chapters and an appendix. The appendix
contains the definition of some integral transforms and of some special func-
tions that become of everyday use when one works with the fractional calcu-
lus.

The first chapter shows basic concepts and definitions of fractional calculus
and provide some tools useful to manipulate and solve fractional differential
equation, that is mainly the integral transform of fractional operators.
Chapter 2 introduces basic concepts of linear viscoelasticity and 1D fractional
viscoelasticity. Chapter 3 is devoted to the formulation of 3D fractional vis-
coelastic models and the study of their behavior.

Chapter 4 deals with the implementation of 3D fractional viscoelasticity in a
finite element framework.

Finally, Chapter 5 shows some applications of fractional viscoelasticity:

* propose of fractionally damped Tajimi-Kanai model (a single degree of
freedom oscillator) useful to generate earthquake acceleration histories
as filtered white noise;

e formulation of Euler-Bernoulli and Timoshenko fractional viscoelastic
beam and a fitting of experimental test on a pultruded bar with the frac-
tional viscoelastic Timoshenko beam model;

¢ application of fractional viscoelasticity to model damping of non-local
Timoshenko beam discretized with the finite element model;

¢ 3D finite element analysis of a UHMWPE (Ultra-High Molecular Weight
PolyEthylene) knee replacement bearing.
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Chapter 1

Fractional calculus

This chapter introduces the main concepts of the Fractional calculus, a branch
of mathematical analysis that studies the generalization of integer order integro-
differential operators. In particular in this chapter the fractional operators are
introduced and discussed, focusing the attention on that operators that are
useful for the understanding of subsequent chapters: the Griinwald-Letnikov
fractional integral and derivative, the Riemann-Liouville fractional integral
and derivative and the Caputo fractional derivative. Furthermore, some of
the main properties (semigroup rule, Leibniz rule,..) and the application of
the integral transforms (introduced in Appendix A) to the fractional opera-
tors are discussed.

Obviously there exists more fractional operators and many more theoretical
aspects then those considered in this chapter, but here the author limited it-
self to the treatment of what is related to fractional viscoelasticity that is the
main topic of the following chapters. Many others informations on fractional
calculus can be found in [60, 74, 75, 81].

1.1 Some history about fractional calculus

The basic idea of the fractional calculus, that is the generalization of the dif-
ferential operators to allow non-integer order of differentiation/integration,
is old as the differential calculus itself. The first mathematician to hypothe-
size the possibility to define this kind of operators was Leibniz in his letters
to L'Hopital (1695) and to Wallis (1697); in those letters Leibiniz discussed the
possibility of considering differentials and derivatives of order 1/2.

1
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2 1. Fractional calculus

The first derivative of non-integer order was defined by Euler (1738) that ob-
served that the evaluation of the derivative of a power function f(t) = t
has a meaning also for non integer order of derivation. Then in 1822 Fourier
suggested the idea to use the equality

d’;j;(px) = Lﬂ /_0:0 APAA /_o;f(t) cos(Ax — tA + prr/2)dt (1.1)

to extend the concept of derivative to non-integer order. This was the first
definition for derivative of arbitrary order.

However the history of that fractional calculus that has been developed so far
began with a paper of Abel (1823) in which the following integral equation
was solved:

/x (xq)_(tz)ydt =f(x), x>a,0<pu<l (1.2)

This equation was not solved with the intention of defining fractional inte-
grals or derivatives, however the integral in the left hand side is what later
will be identified as the integral of order 1 — u of ¢(t) and then the inversion
of this equation leads to the fractional differentiation.

A great contribution to fractional calculus came in the years between 1832 and
1837 from Liouville, that may be considered the real creator of the theory of
fractional integro-differentiation. In fact his first contribution was to extend
the n — th derivative of the exponential function

d'rl

W@“t = a"et (1.3)

with n € IN, to a non integer order of derivation as follows

—e" =4a%"t, acR (1.4)

At this point, by expanding the generic function f(t) as a series of exponential
f(t) = Y2ocje”’!, the fractional derivative is easily defined using the rule
(1.4):

(D*f) (£) = ) cjate! (1.5)
k=0



“GAThesis” — 2016/1/14 — 18:12 — page 3 — #17

1.2 Fractional derivatives and integrals 3

Another idea of Liouville was to define the fractional derivative as a limit of a
difference quotient

Wﬂﬂzhmgﬁﬁ@— (1.6)

h—0 h*

This idea was no further developed by Liouville, but it was reconsidered by
Griinwald (1867) and Letnikov (1868) that now give the name to one of the
known definition of fractional integral/derivative.

Another important contribution to the initial development of fractional calcu-
lus was that of Riemann; he arrived to the following expression for fractional
integration

Lo o)
HMA Gt x>0 (1.7)

This definition has become one of the most important definition of fractional
integral; later was unified with another integral definition of Liouville by
Sonin and now is known as the Riemann-Liouville fractional integral.

As already mentioned above, subsequently Griinwald and Letnikov devel-
oped the idea of fractional differentiation as limit of a difference quotient and
demonstrated some important properties of the fractional operators such as
the semigroup property. Many others mathematician gave their contribution
to the development of fractional calculus; among all of them the italian math-
ematician Caputo deserves to be reminded because in 1967 provided another
definition of fractional derivative that has proved to be very useful in some
engineering applications.

1.2 Fractional derivatives and integrals

Classical derivatives and integrals are characterized by the fact that the order
n of derivation or integration is integer, that is n € IN. On the other hand,
although the improper adjective fractional seems to refer to fraction and then
to rational numbers, fractional operators are characterized by arbitrary order
of derivation or integration &, then &« € C. However for the purpose of this
manuscript it is sufficient to consider real order derivatives and integrals, then
to avoid confusion in the following it will not be considered complex order
derivatives and integrals, even though all the properties also hold for complex
order derivatives.
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4 1. Fractional calculus

Following the notation of Davis, in the next sections fractional derivatives and
integrals of a function f(¢) will be denoted as

(«Dif) (1) (1.8a)
(aIf f) (t) = («D;"f) (1) (1.8b)

where a and t are the lower and upper bound of integration, respectively.

A fractional differential equation is an equation that contains one or more frac-
tional derivatives; a fractional integral equation is an equation that contains one
or more fractional integrals. In general, a fractional order system involves frac-
tional differential and/or integral equations.

In the subsequent sections the main definitions of fractional integro-differential
operators are introduced; moreover the integral transforms of them are pre-
sented.

1.2.1 The Griinwald-Letnikov definition

As mentioned in the previous section, Griinwald and Letnikov developed a
definition of fractional derivative based on the generalization of a difference
quotient; this definition is suitable for both integration and derivation of arbi-
trary order. In order to give a single definition including both integration and
derivation, the generalized integer order derivatives and integrals definition
will be unified first, then extended to the arbitrary order.

We start from the definition of first derivative of a function f(¢) as a limit of
difference quotient

af(t) _ . f(8) = f(E= A8 (1.9)

dt At—0 At

By applying this definition two and three times the second and third order
derivatives are obtained, respectively:

dzértgt) _ Aliino f(t) —2f(t _AAttZ) + f(t —2At) (1.10a)

F(E) =B (£ — AE) +3F (£ — 208) — F(£ — 3AH)
ar A0 A3

(1.10b)



“GAThesis” — 2016/1/14 — 18:12 — page 5 — #19

1.2 Fractional derivatives and integrals 5

For the generic order of derivation n:

df(t) _ o Apn i(—1>k<n>f(t — kAt (1.11)

datn At—0 = k

where (}) are the binomial coefficients defined as

(Z) - (n_n;'c)uku (1.12)

In order to unify (1.11) with the corresponding formula for integration of or-
der n, it is convenient to define the n — th derivative in a limited range; to do
this it is sufficient to choose Aty = (t — a)/N, with a lower limit of the range
and N number of intervals contained in the range considered. If the unre-
stricted limit (1.11) exists, the restricted limit exists as well and they are equal;

moreover, since (i) = 0 for k > n, the n — th derivative may be rewritten as

n N-1 n
d;;(f) — lim At Z(—l)k<k>f(t—kAtN) _

AfN —0 k=0

i (5) E Qs o

k=0

Now the same procedure is repeated to define the integral of order n; we start
from the first order integral defined as Riemann summation

A V. =
[d(t—a)rl_/af(t)dt—AlHoAf];JfU kAt (1.14)

The integral has the meaning of the area under the curve f(t) evaluated as
a sum of the area Atf(t) of N rectangles. If we apply this definition twice
and three times to evaluate second and third order integrals, the following
equations are obtained:

m = lim 2N_1 . a
[d(t—a) > Am, A k;:)(k—i_l)f(t kAt) (1.15a)
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-3 N—1
AT ap Y EEDEED) (1.15b)
[d(t —a)] A0 S 2

For the generic n — th order of integration

d_nf(t) s nN—l ktn—1 B B
W—Erg{)&é}( B )f(t kAt) =

Iyg;o(t;,gnti:(ﬂz_l)f[t—k(t;]”)] (1.16)

Comparison of Egs. (1.13) and (1.16) reveals that, apart from the sign out-
side n, they differ only for the binomial coefficient; however it can be demon-

strated that
(—1)"(’;) = <k L 1) (117)

and since the sign of 7 has to be changed switching from integral to derivative,
equality (1.17) makes Eqgs. (1.13) and (1.16) identical, then the two definition
are unified.

In order to extend the formula (1.13), or equivalently (1.16), to arbitrary order
a it is needed to generalize the binomial coefficient to allow the substitution
of n € IN with & € C; to do this we make use of Euler gamma function in the
place of factorials, as follows

kma—1) _(k—a—1)! I(k—a)
< k ) N (—a—1)k! - [(—a)T(k+1) (1.18)

By using relationship (1.18) the Griinwald-Letnikov (GL) fractional derivative
can be written as

N-1
(D) (1) = fim 617 35 Aef 1~ ) (1.19)

where as usual At = (t —a)/N and

I'(k—a)

Ak = T(—a)T(k+1)

(1.20)
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A further simplification on the coefficients A; based on Euler gamma function
properties leads to

M= T80, Ag=1 (1.21)

Eq. (1.21) allows to evaluate coefficients Ay in a recursive way; this can be
useful for the numerical implementation of the fractional derivative, espe-
cially when working with softwares in which Euler gamma function is not
implemented. Details on how to obtain Eq. (1.21) can be found in [86].
Obviously, if « < 0 Eq. (1.19) becomes a fractional integral; moreover if x € Z
Eq. (1.19) reduces to discretized integer order integrals or derivatives.
Finally, the GL definition of fractional derivative is very useful mainly for two
reasons:

e The derivatives of the function f(t) do not appear in it; only the values
of the function itself are needed to evaluate the GL fractional derivative.

¢ It is easy to implement in numerical codes and then permits to get nu-
merical solution to fractional derivatives and integrals.

1.2.2 Riemann-Liouville fractional operators

Riemann-Liouville (RL) definition of fractional integrals can be derived by
generalization of the Cauchy formula for multiple integrals; this formula al-
lows to evaluate a multiple integral as a single convolution integral

Ty
I f) ( / / ]f (Tw)d T, - - - ddT =
n 1
n—1 / f(r it (1.22)

For the generalization of Eq. (1.22) it is sufficient to use Euler gamma function
and to substitute n € IN with a € C:

GIEF) (t /f (t— 1) ldr (1.23)

Eq. (1.23) is the Riemann-Liouville fractional integral of order «; in particular this
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one is called the left sided, because the lower bound 4 is fixed while the upper
bound is the variable t. The right sided Riemann-Liouville fractional integral is
defined with a fixed upper bound b and a variable lower bound:

() (1) = g | F@) e =1 e 12

Usually the left sided and right sided RL integrals are labeled as I7, and I},
respectively. If 2 — —oco and b — oo the left and the right RL fractional inte-
grals are usually denoted as I and I*, respectively.

The Riemann-Liouville fractional derivative is easily obtained from the RL frac-
tional integral considering that the derivative of order a can be obtained as
the derivative of order n of the integral of order n — «; this approach leads to
the following expression for the left and right-sided RL fractional derivatives,
respectively:

(DEf) (1) = r(nl_“)j;/at (t_fr(;)—de (1.25a)
—1\" n b
(:Dy f) (t)ZFEnl_)a)L/t ﬁfffgwdr (1.25b)

As for the integrals, the left sided and right sided RL derivatives are labeled
as D, and Dj_, respectively; if a — —oco and b — oo the left and the right RL
fractional derivatives are usually denoted as D and D%, respectively.
Note that the definitions provided in this section use the backward difference
(t — 7); if the forward differences (¢ + 7) are used instead, the obtained oper-
ator are known as Weil fractional integrals and derivatives.
One of the main characteristic of the RL derivative is that the derivative of a
constant is not zero:

c(t—a)™

D¢ = Ta—a (1.26)

1.2.3 Riesz fractional integrals and derivatives

The generalizations of fractional integrals to the whole real axis are the Riesz
fractional integral I* and Riesz complementary fractional integral H*; they are de-
fined as

(D) (0= 5y [ FOle =7l e (1.272)
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(Hf) () = 21/1(0() [ °; F(r)sgn(t — 1)t — 7|* ldr (1.27b)

where v.(a) = T(a)cos(ar/2) and vs(a) = T'(a)sin(arr/2). By means of
some simple considerations, Riesz fractional integrals can be related to RL
fractional integrals:

() () = gy (025 0+ (2) () (1.280)
() () = g gy L0 (0 = () 0] (1.280)

As for the RL definitions, starting from the Riesz fractional integrals it is pos-
sible to define the Riesz fractional derivative D* and the Riesz complementary
fractional derivative D*:

(D*f) (¢ 2VC / f t_|TT|M S g (1.29a)
(D*f) (1) 21/5 A t_‘:'m ) son(e)ae (1.29b)

As for the integrals, Riesz fractional derivative are strictly related to RL frac-
tional derivative:

(D) (1) = ———— (DY) () + (D) (] (1.30a)
2cos (%)
(0) () = gy (DN O -2 (O] (1300

It is worth noticing that definitions of Riesz integrals and derivatives are valid
for R(a) #1,3,5,....

1.2.4 Caputo’s fractional derivative

Riemann-Liouville definitions of fractional derivatives and integrals has been
very important for the development of the fractional calculus theory, espe-
cially for applications in pure mathematics. However for for practical appli-
cations the pure mathematical approach need to be revised. In fact fractional
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derivatives appear in many applications, especially in the field of viscoelas-
ticity and hereditary materials (that is the application of this thesis); these ap-
plications need the formulation of initial conditions (conditions in the lower
terminal @) in order to solve the governing differential equations of fractional
order. However RL approach leads to initial conditions in terms of initial val-
ues of the fractional derivatives, but unfortunately these have not physical
meaning and can not be known a priori. To overcome this problem one can
think to consider as lower terminal of the derivative —oo instead of a finite
value g, but this strategy does not allow to study transient problem.

A solution to this problem was proposed by the italian mathematician Michele
Caputo, that gave another definition of fractional derivative:

1 t (T
(Ssf) (1) = e / 0 f T)i+)1_ndr (1.31)
where n —1 < & < n. When using definition (1.31), initial conditions in terms
of integer order derivatives are obtained and this make Caputo’s fractional
derivative suitable for applications in real physical problems.

If « — n the Caputo’s derivative reduces to classical integer order derivatives;
moreover the Caputo fractional derivative of a constant is zero as integer or-
der derivative. In certain cases, putting @ = —oo in both Caputo and RL
definitions and when the function f(t) has a certain behavior for t — —oo,
the Caputo and RL fractional derivative give the same result. Also the same
result is achieved for f(0) = 0 whena = 0.

1.3 Examples of fractional derivatives
In this section fractional derivative of some simple functions are reported. In

particular here the fractional derivative of the Unitstep function, a power law
function and a trigonometric function are shown.

1.3.1 Fractional derivative of the Unitstep function

The Unitstep function U (t) is a function defined as

u(t) = {(1) :ig (1.32)
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The RL fractional derivative of this function is:
t*ﬂé
D4 = 1.

Form Fig. 1.1 it is possible to appreciate that for « = 0 the differintegration

2.0
1.5
1.0D° U(t)

0.0

-1.0

Figure 1.1: 3D plot of RL fractional derivative of the Unitstep function for ¢t > 0 and
oerder of differintegration —1 < a < 1.

gives the function U(t) itself, for « = 1 gives the first order derivative (Dirac
Delta function 6(f)) and for « = —1 the results is the first order integral of the
function U(t), that is the ramp function; for real values of « the results of the
differintegration is a power law of real order, then something intermediate
between the ramp and U () (—1 < a < 0) or something intermediate between
U(t) and 6(t) (0 < a < 1).

1.3.2 Fractional derivative of a power law function

Consider a power law function (t —a)? with B € R and a > 0. The RL
fractional derivative is:
r(g+1)
“(p_gfp=_T
i (Y
According to Eq. (1.34) the fractional derivative of a power law function is
still a power law function, whose power is the difference between the original
power of the function f () and the order of derivation.

(t —a)P~« (1.34)
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1.3.3 Fractional derivative of sin(wt)

The RL fractional derivative D7, of trigonometric functions gives results in
terms of the so called hypergeometric functions; however focusing the atten-
tion far from the lower terminal of the derivative a, the fractional derivative
of a trigonometric function is still a trigonometric function. This is confirmed
by the fact that if we choose as lower terminal of the derivative —co, hyperge-
ometric functions do not appear and trigonometric function appear instead;
if we consider the function sin(wt), with w € IR, its RL fractional derivative
gives:

Disnmaw)::w“gn(aw+-%?) (1.35)

The operation of derivation on the sin(wt) function give another sinusoidal
function with a different phase that depends on the order of differintegration
« and with a different amplitude that depends on w and «. In particular,
by considering w = 1, the amplitude remains the same and only the phase
change, as it is possible to see in Fig. 1.2:

1.0 o L T T T T T
[ a=1
0.5F a=0.5
b=t I
@ 0.0
g f
Q L
~0.5¢ =0 ]
) a=-0.5
: a:_ 4
_1.0 T T T O T I T T T T S BN
0 1 2 3 4 5 6

Figure 1.2: Plot of RL fractional derivative of sin(t) for different values of the order
of differintegration «.
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1.4 Properties of fractional integrals and derivatives

In this section linearity, Leibniz rule and semigroup rule for fractional operators
are discussed.

* Linearity. Fractional operators are linear operators; this property can
be demonstrated for each of the definitions of fractional integrals and
derivatives; here the linearity is proved just for the left RL fraction deriva-
tive. Consider two function f(t) and g(t) and two complex numbers A
and p and definition (1.25a):

w MO +18(0) = 5 : dn/umf(TH”g(T)dr:

n—a)dtn (t —1)x—ntl
A dn ot f(@) poodanot o g() _
My ), = oo T —ayam J, =t -

)\Dg+f(t) + ]/ng+g(t) (136)

¢ Leibniz rule. This rule allows to evaluate the n — th derivative of the
product of two functions and can be extended to non integer order deriva-
tion. In the case of n — th integer order derivative Leibniz rule is ex-
pressed as follows:

;77; (FBg) = Y. (Z)f(k)<t)g(”k)(t) (1.37)

k=0

An extension of Eq. (1.37) is valid for all the definitions of fractional
derivative introduced above; the proof is very long and here is not re-
ported for brevity. Leibniz rule for fractional derivative is expressed as
follows:

L (g0 = 1 ()00 (o) 0 ass)

k=0

Obviously Eq. (1.38) is not applicable because the summation contains
infinite terms. Then the summation is truncated, resulting in the follow-
ing form of the Leibniz rule:

=

() = X (5) 00 (D5t) - R 39)

k=0
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where n > a4+ 1 and R (t) is a remainder that can be evaluated as fol-
lows:

RO = iy =0 (e [ 0@ e —ras 140

If n — oo then R4 (t) — 0 and Eq. (1.39) reduces to Eq. (1.38).

¢ Semigroup rule. Semigroup rule allows to combine multiple operation
of derivation and/or integration. By considering a function f(t), inte-
grable for the orders a and g with R(a) > 0 and R() > 0, the semi-
group rule can be demonstrated for both the left and the right-sided
integrals:

e ()| o = [ asn) o = (1PF) (0 (141a)
[Iga (15, f)] (t) = [15, (1% f)] (t) = (1;‘,“8 f) (t) (1.41b)

For a > 0:
[Da+ (I« )] (£) = f(t) (1.42a)
[Dy- (I-£)1 (t) = £(t) (1.42b)
As it happens for the classical differential calculus, commutation of the
operations of derivation and integration is not valid

[l (Dae )] () # f(1) (1.43a)
[Ty~ (Dp- )1 (£) # f(£) (1.43b)
Another form of the rule is
s (18.£)] (1) = (DFA)(1) (1.44a)
D5 (1) (1) = (D £)1) (1.44b)
with R(«) > R(B) > 0. Finally, if R(x) > 0and n € IN:
DS £) (1) = (D) (1) (1.452)
dn

g (D5-f) (5) = (=1)" (D" f)(1) (1.45b)
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1.5 Laplace transform of fractional derivatives and inte-
grals

In this section Laplace transforms of fractional operators introduced in the
previous sections are reported; the proofs are often long and here are not re-
ported for brevity; more details on how the relationships presented here are
obtained can be found in Podlubny.

1.5.1 Laplace transform of Riemann-Liouville fractional operators

We start with the Laplace transform of the RL fractional integral oforder « > 0;
this can be easily found by noting that RL integral (1.23) is neither else than a
convolution integral; then applying the rule (A.12) for the Laplace transform
of the convolution, it can be proved that

{8, ) (B3} = s~Fe (s) (1.46)

Eq. (1.46) is obtained for fractional integrals in the range 0 =+ t, because the
rule (A.12) holds true for convolution in the same range; this could appear
as a limitation, but it is not, because any RL integral with the generic lower
terminal 2 # 0 can be reduced to an integral in the range 0 =+ t by performing
some change of variables and /or making use of particular functions such as
the Unitstep function U(t).

The Laplace transform of RL fractional derivative is slightly different because
it contains initial values of the fractional derivatives of the function at hand:

n—1

CA(DEf) (15} = *Fe(s) = Y [ (DsT71f) (1)] (147)

=0 t=0

where n —1 < a < n. The applicability of Eq. (1.47) to fractional differential
equations is limited, for practical applications, by the presence in it of the
values of fractional derivatives at t = 0 that have not physical meaning.

1.5.2 Laplace transform of Griinwald-Letnikov fractional operators

In [75] it has been demonstrated that GL discrete fractional integrals and
derivatives can be reduced to convolution integrals similar to RL fractional
operators; this allows to use the same strategy used in the previous section to
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obtain Laplace transform of GL operators.
For the GL fractional integral:

L{(Dgef) (£);s} =s"“Fe(s) (1.48)

with & > 0. For the GL fractional derivative:

s (o5 sy =LQ 4 L (ps) — f0)) =sEe(s)  (149)

Sl—:x Sl—ﬂ(

In spite of the validity of Laplace transform of GL integrals (Eq. (1.48)) for any
« > 0, Laplace transform of GL derivative of order « > 1 does not exist, then
Eq. (1.49) is valid only for 0 < & < 1.

1.5.3 Laplace transform of Caputo fractional derivative

Laplace transform of Caputo fractional derivative has the same structure of
Laplace transform of RL fractional derivative

Iy { (SD;X f) (t);s} = $*F(s) — Z_Z:s““ £®(0) (1.50)

The fundamental difference is that, differently from Eq. (1.47) (Laplace trans-
form of RL fractional derivative), in Eq. (1.50) the values of the function f(t)
and of its integer order derivatives appear; these terms have a clear physical
meaning when we try to solve fractional differential equation with physical
applications and then can be known a priori. For this reason Caputo fractional
derivative is preferable for the description of some physical phenomena.

1.6 Fourier transform of fractional operators

In some cases it is convenient to use Fourier transform instead of Laplace
transform in the study of fractional differential equations; this can be true
for example when investigating the stationary behavior of dynamical sys-
tems such as fractional damped oscillators. The proofs of the relationships
presented in this section are not reported an can be found in Podlubny.



“GAThesis” — 2016/1/14 — 18:12 — page 17 — #31

1.6 Fourier transform of fractional operators 17

1.6.1 Fourier transform of fractional integrals

The procedure to obtain the Fourier transform of fractional integrals is anal-
ogous to the one used in the case of Laplace transform, that is the use of the
property of the Fourier transform of convolution. With this strategy, by con-
sidering the left RL fractional integral with lower terminal 4 = —oco we obtain:

FUIES) (), w} = (—iw) *Fy(w) (1.51)

Eq. (1.51) is valid also for GL fractional integral and Caputo fractional inte-
gral, both with lower terminal 2 = —oo, because in this case they coincide with
RL fractional integral. The Fourier transform of right RL fractional integral I*
is:

F{IYf) (1), w} = (iw) *Fy(w) (1.52)

For simplicity sake, Egs. (1.51) and (1.52) can be written in one equation:

FLULS) (), w} = (Fiw) "Fy(w) (1.53)

With the aid of Egs. (1.53) and (1.28) and considering that

(Fiw) ™ = [cos (%) + isgn(w) sin (%)] ||~ (1.54)

the Fourier transform of Riesz integrals can be easily found:
F{(I*f) (t);w} = |w| *Fs(w) (1.55a)

F{H"f) (1);w} = isgn(w)|w| *Fr(w) (1.55b)

1.6.2 Fourier transform of fractional derivatives

By setting 4 = —oo in left RL, GL and Caputo fractional derivatives, these
three definitions are equivalent; then the following relationship for the Fourier
transform of the fractional derivative is valid for all of them:

F{(-=Dif) (t);w} = (—iw)"Fs(w) (1.56)



“GAThesis” — 2016/1/14 — 18:12 — page 18 — #32

18 1. Fractional calculus

For the right RL fractional derivative:
F{(:DLf) (t); w} = (iw)*Fy(w) (1.57)

Using Egs. (1.56) and (1.57) and taking into account Eq. (1.54) the following
expressions for the Fourier transform of Riesz derivatives are obtained:

F{(Df) (t);w} = |w|*Fz(w) (1.58a)

F{(Df) (t);w} = —isgn(w)|w|*Fs(w) (1.58b)

1.7 Mellin transform of fractional operators

In some cases, the study and the solution of fractional differential equations
can be conveniently done with the aid of Mellin transform, then it is important
to know Mellin transform of fractional operators.

1.7.1 Mellin transform of RL fractional integral

The Mellin transform of RL fractional integral can be found for the case in
which the lower terminal 2 = 0. Using the change of variable T = ¢ it is
possible to write:

tDé

OIf) () = g [ =00 e = s [ - e =
t

1"(0,;) /000 f(t)g(8)dS  (1.59)

where

_ \a—1
g(t) = {(()1 2 E?:lt; 2 (1.60)

M {g(0;7) = Bla,7) = i) (L61)
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At this point using property (A.53) and Egs. (1.59) and (1.61) the following
relationship for the Mellin transform of RL integral is obtained:

ML (07} = By +a) (162

1.7.2 Mellin transform of RL fractional derivative

Consider 0 < n—1 < a < n. According to the definition (1.23) of left RL
fractional derivative we can write

(ODEF) (1) = S (D" f) (1 (163)

By assuming g(t) = (oD; """ f) (t) it is possible to use property (A.54) of the
Melin transform of integer order derivatives; moreover using the rule (1.62)
we obtain:

MDA (1) =M { 4 D7) () =2 {07}

i 1 - ,>, + k) [g(n—k—l) (t)t'y—k—l} oo

) 0
+WGM(’Y—1¢)
5~ I 1—7+k> TP, b
kZ(:) I(1—7) [dtnkl (0D§ ") ()7 F 1@0
(1—’Y+Tl) (1_7"’_7’1—1’14—0()
" (1=l —>y+n) Bx(y —n+n—a)
nflr(l—’y_kk) e e
T (= [(oDr1f) (1]
+WFM(7—0¢)

(1.64)

If 0 < @ < 1 then Eq. (1.64) reduces to

(D) ) = (oD 17) 1))+ HE By -0 e

0
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Eq. (1.64) can be further simplified if f(t) and $(7y) are such that the limits in
square brackets at t = 0 and t = oo in give zero and in this case:

MA{(oDif) (H); 7} = ﬁpﬂvﬁ(’y —a) (1.66)

1.7.3 Mellin transform of Riesz operators

Following the approach used to obtain Mellin transform of RL integrals, it
is possible to obtain the Mellin transform of the Riesz integral and the com-
plementary Riesz integral. In order to do this, it is necessary to distinguish
between the even and odd part u(f) and v(f) of the function f(t) at hand; in
the end the following expressions are obtained:

MAIf) (1);w} = MAI" (u(t) +o(t)); 7} =
ve(y)

mlﬁw(’)’-FD&)-f—

vs(7)
WVM(’Y +a) (1.67a)

MAHf) ();w} = M{H" (u(t) +o(t); 7} =
Bty +wytan (F7) - Uy g ot ()

vs(1—1y
(1.67b)

With the same approach used for the Mellin transform of RL derivatives it is
also possible to find Mellin transform of Riesz derivative and complementary
Riesz derivative; as in the case of the Mellin transform of Riesz derivative, it
is necessary to distinguish between the even and odd part u(t) and v(t) of the
function f(t) at hand; in the end the following expressions are obtained:

ML{(Df) (t);w} = M{D”‘( u(t) +o(t);v} =

B Z 77 k) [(D%Hf) (t)tyfkfl}:

vs(7)

VC(’Y)
R LA A oy

=D Va(y —a) (1.68a)
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M{(Df) (B);w} = M{D" (u(t) +o(t)); 7} =

) ,;: Sy () e
+ VCS(; ! j;)“) Uye(y — ) tan (gv) — Vﬁ(; T :;)“) Vie(y — a) cot gv)

(1.68b)

If f(t) and R () are such that in Egs. (1.68) the limitsa tt = 0 and t = oo give
zero then

MA{(DYf) (1);w} = MAD" (u(t) +o(t)) ; 7}

_ W(‘fy(z)“)uM(y L= )y ) (1.69)

MA{(D*f) (t);w} = MA{D" (u(t) +o(t)); 7} =

el 78y —wytan (Z9) = 2Ty () cot (29)

A=) (=)
(1.69b)

N

1.7.4 Mellin transform of Caputo fractional derivative

Consider 0 < 1 — 1 < & < n. By denoting h(t) = f(")(t) and using properties
(A.54) and (1.62) it is possible to write

e { (§) (00} =2 { (402 £ (07} = ML (0DE"h) (1)}

_TA=-s—-(n-4a)

= T ) Hy(s+n—a)

= N 1— —n+¢x+k) ek k11
=L S ]
RIS

(1.70)
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i ‘X—k Fla—k—1) [f()(t)ty—a+kr°

CT(1-9) 0
s
If 0 < @« < 1Eq. (1.70) reduces to
e{ (§021) i} = Fa=2 [y + DL Rty -

1.71)
If the function f(t) and R(-y) are such that in Eq.(1.70) the limits at + = 0 and
t = oo give zero then

M{(§Dif) (i} = th —a) (1.72)

1.8 Conclusions

In this chapter the main concepts regarding fractional calculus have been
shown; in particular the main definitions of fractional derivatives and inte-
grals have been introduced and integral transforms of these operators have
been obtained. The definitions shown in the previous section are useful to
understand the mathematical development of fractional viscoelasticity, but
it is to be emphasized that others definitions of fractional operators exist.
Moreover, integral transforms of fractional operators have been introduced
in order to give some tool useful to solve fractional differential equations.
The reader that wants to go deeper inside the fractional calculus can refer to
[60, 74,75, 81]; for an innovative techniques useful to solve fractional differen-
tial equations with the aid of Mellin transform one can consult [4, 14, 15, 28].
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Chapter 2

Linear viscoelasticity

In this chapter the main concepts of linear viscoelasticity will be introduced,
starting from the classical approach of classical viscoelasticity that models vis-
coelastic behaviour by combining elastic and viscous models; further, the fun-
damental principle of linear viscoelasticity, the Boltzmann superposition princi-
ple will be discussed; finally fractional viscoelasticity will be introduced and
discussed.

2.1 Preliminary concepts

Viscoelastic materials are those materials that exhibit a mechanical behavior
intermediate between those of elastic solids and viscous fluids. Solids are
characterized by the fact that they have their own shape; in particular elastic
solids are those solids which experience deformations proportional to exter-
nal applied loads through a material parameter, the modulus of elasticity, and
that return to their initial configuration once the loads are removed. Fluids,
instead, do not possess an own shape and are characterized by the fact that
the internal stress is proportional to the deformation gradient through the
so-called viscosity, a parameter of the liquid itself; in particular for Newto-
nian fluids the viscosity is a constant that does not depend on the gradient
of deformation. Because of the presence of the viscous part in their behavior,
mechanical behavior of viscoelastic materials is time dependent.

Many materials exhibit viscoelastic behavior: polymers, biological tissues,
bones, asphalt mixtures, concrete, soils and also some kind of rocks. For this
reason in civil and industrial construction the characterization of viscoelastic

23
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properties of materials is very important because allows to predict long terms
effects of loads that if neglected can lead to erroneous design of engineering
components and structures.

The time dependent nature of the mechanical behavior of viscoelastic material
imposes to take into account into viscoelastic models of the time variable. For
this reason in viscoelasticity usually the terms stress history and strain history
take place instead of the simple stress and strain and time dependent entity,
such as relaxation and creep function, are taken into account instead of the
simple elastic moduli used in linear elasticity.

2.2 Basic concepts of linear viscoelasticity

In this section some basic concepts of linear viscoelasticity are introduced;
firstly the attention will be focused on the creep and relaxation functions,
then using those definitions the Boltzmann superposition principle will be
obtained.

2.2.1 Creep and relaxation functions

Creep and relaxation are two phenomena typical of viscoelastic materials; in
particular, the creep is the evolution of the strain that increases when a con-
stant stress is applied to the material, while the relaxation is the evolution
of the stress that decreases when a constant strain is applied. Each of these
phenomena can be described by a corresponding function, the creep and the
relaxation functions. They are able to completely describe the time dependent
behavior of viscoelastic materials and are also involved in their constitutive
laws.

The creep function C(t) is the response in terms of strain history to an applied
constant unitary stress history o(t) = U(t), where U(t) is the unitstep func-
tion. Since we are limiting ourselves to linear viscoelasticity, if the applied
constant stress is not unitary the obtained strain is simply obtained as:

e(t) = C(t)oy 2.1)

where 0y is the constant applied stress. The function C(t) is monotonically
increasing and depends on the material at hands; moreover C(¢) = 0 for t < 0.
A typical creep function is depicted in Fig. 2.1.

The relaxation function R(t) is the response in terms of stress history to an
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Figure 2.1: Typical creep function for a viscoelastic material.

applied constant unitary strain history e(¢) = U(t). In linear viscoelasticity:
o(t) = R(t)eo (2.2)

whereg is the constant applied strain. The function R(t) is monotonically de-
creasing and depends on the material at hand; like the creep function, R(t) =
0 for t < 0. A typical relaxation function is depicted in Fig. 2.2.

The properties of the Creep and Relaxation function to be null for ¢ < 0 estab-

Figure 2.2: Typical relaxation function for a viscoelastic material.

lish an important characteristic of viscoelastic models: the effect does not an-
ticipate the cause, then viscoelastic models are non-anticipative systems and
obey to the concept of causality.
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2.2.2 The Boltzmann superposition principle

Consider an ideal test in which a tensile stress is applied to a linear viscoelastic
material. At the time t = t; > 0 a stress of magnitude Aoy is applied; at the
time t = t, > t; the stress is instantaneously increased to the value Aoy + Acy;
this history of stress can be written as follows:

o(t) = AU (t — 1) + AU (t — 12) (2.3)

The presence of the unitstep function U(t) in Eq. (2.3) suggests that in f; and
in t; the history of the applied stress has two jumps, than it is discontinuous,
as shown in Fig. 2.3(a). In the range 0 < t < t; the applied stress is zero

o &(t)

Aoy + Ao,

AO’]’

(@) (b)
Figure 2.3: Applied stress history (a) and response in terms of strain history (b).

and nothing happens; in the range t; < t < t;, the applied stress is Aoy, then
the response in terms of strain history can be evaluated by applying Eq. (2.1);
finally, for t > t, the applied stress is Aoy + Ao, and since the material is
linear, it is possible to superimpose the responses due to the two stresses Aoy
and Ao considered separately, that is:

S(t) = A0'1C(t — tl) + AU’ZC(t — tz) (24)

Since C(t —t;) = 0fort < t1,in Eq. (2.4) e(t) = 0 for < t; and in the range
t; < t < t; only the stress Aoy contribute to the strain as it is shown in Fig.
2.3(b).

The same approach described above can be used with 7 jumps in the stress
history; in this case the response in terms of strain history can be written as

n

e(t) =Y AoC(t — ty) (2.5)
k=1
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Eq. (2.5) express the superposition principle that is valid in linear viscoelas-
ticity.

If the applied stress history is continuous, it can be discretized as a series of
steps of duration At in which the stress is constant; if At — 0 then Ac — do
and summation (2.5) becomes an integral:

e(t) = /0 Cdo()C(t - T) = /0 'H(T)C(t - T)dr (2.6)

Eq. (2.6) is a convolution integral that gives the response in terms of stain
history to a certain applied stress history and represents the integral formu-
lation of viscoelasticity. It is evident that at every time instant the strain de-
pends on all the past stress history; moreover if 0(0) # 0 it is necessary to add
another term in Eq. (2.6):

e(t) = /O '(T)C(E — T)dT + (0)C(1) 2.7)

It is possible to define a dual formulation of the integral formulation of vis-
coelasticity; in order to do this, it is necessary to consider an ideal test in which
the strain is applied to the viscoelastic material. Using the same approach as
above the following formulation is obtained:

o(f) = /0 "H(TR(t — T)dT + (O)R(E) 2.8)

Integrals in Egs. (2.7) and (2.8) are often labeled as Boltzmann integral from
the mathematician that studied them; often they are also labeled as “heredi-
tary” integrals because of the dependence that the output £(¢) (or o(t)) has of
the all past history of the input o' (t) (or &(t)).

Boltzmann integrals are also useful to find a relationship between the creep
and relaxation functions; to this purpose, consider to apply to a linear vis-
coelastic material a stress history o(t) with ¢(0) = 0; if we suppose to know
the creep function C(t), by means of Eq. (2.7) it is possible to obtain the re-
sponse in terms of strain history &(t). If we also suppose to know the re-
laxation function R(t), by using the response ¢(t) in Eq. (2.8), the initially
imposed stress history o (t) is obtained. By performing Laplace transform of
(2.7) and (2.8) and remembering properties (A.10) and (A.6), the following
relationships in Laplace domain are obtained:

o (s) =sec(s)Re(s)  ec(s) =sog(s)Ce(s) (2.9)
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that with simple manipulation give:

Re(5)Co(s) = & (2.10)

52
Eq. (2.10) states that one of the creep or relaxation function can be obtained
once the other is already known; this is a very important result because allows
to perform only one test to characterize the behavior of a linear viscoelastic
material both in creep and in relaxation.

2.3 Classical viscoelastic models

In this section the main aspects of classical viscoelastic models and some basic
concepts of linear viscoelasticity are introduced.

2.3.1 The elastic and the viscous model

As already mentioned in the previous section, classic viscoelastic models are
obtained by means of the combination of linear elastic and viscous models.
The linear elastic model is the the so called Hooke’s law in which the stress is
linearly proportional to the strain:

o = Ee (2.11)

o (),&(t)

E N

W~ <

\ et)=o(t)/E

(a) (b)

Figure 2.4: The spring or Hooke model (a); constant applied stress and obtained
strain (b).
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where o (t) is the stress, €(t) is the strain and E is the Young modulus,
that measure the attitude of a material to be strained under the application of
some stress; the higher is the Young modulus greater has to be the stress to in-
duce a given strain or smaller is the strain to induce a given stress. The stress
is a force per unit area, then it has the dimension of a pressure (Pascal); the
strain is an elongation per unit length then it is adimensional then the Young
modulus has the same dimension of the stress. Usually the Hooke model is
represented as a spring as depicted in Fig. 2.4(a).
As for the viscous model, the Newton-Petroff model is usually used; the con-
stitutive law of this model is:

o(t) = ne(t) (2.12)

o(t),&(t)

o(t) //

Ui
— S c=owi1)m

(a) (b)

Figure 2.5: The dashpot or Newton-Petroff model (a); constant applied stress and
obtained strain (b).

where 7 is the viscosity of the fluid and the dot means first time deriva-
tive. The viscosity 1 plays a role analogue to the Young modulus because if
it is higher a smaller strain rate £(t) is needed to obtain a given stress. Differ-
ently from the Young modulus, the dimension of 7 is a stress multiplied for
time and the dimension of the strain rate is the inverse of time.The Newton-
Petroff model is represented as a dashpot as depicted in Fig. 2.5(a).
Although the structures of the two laws above are very similar, they describe
very different behavior; in fact the Hooke law does not depend on time, any
stress/strain applied to the solid immediately causes a correspondent strain/
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stress and when the cause is removed also the consequence immediately dis-
appears (see Fig. 2.4(b)). This also means that the Hooke material is able to
store the work done by external load and to give it back when the loads are re-
moved, without any loss of energy. The Newton-Petroff model, instead, is not
able to store energy and all the work done by the external load is transformed
into heat; as a consequence, the viscous fluid flows and does not return on the
initial configuration when the loads are removed, as shown in Fig. 2.5(b). For
this reason this model is usually used to represent the damping or dissipation
of materials.

The Hooke and the Newton-Petroff models are mathematical models that rep-
resent ideal solid and ideal fluid. Although some materials can be modeled
with very satisfactory approximation with one of this ideal behavior, as for
example many metals in their linear elastic range, in the real world neither of
the limiting behavior above described exist; indeed, all real materials combine
properties of those limit cases and for this reason in classical viscoelasticity
they are modeled as combinations of springs and dashpots.

2.3.2 Maxwell and Kelvin-Voigt models

The most simple classical viscoelastic models are the Maxwell model and the
Kelvin-Voigt (KV) model; the first is constituted by a spring and a dashpot in
series while the second is a spring connected in parallel with a dashpot, as
depicted in Fig. 2.6.

E
E 7

W1

—
—
"

(@) (b)

Figure 2.6: Maxwell model (a); KV model(b).
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These models are the basis of viscoelasticity and are discussed in the fol-
lowing.

Maxwell model

This model is characterized by the fact the both the spring and the dashpot in
it experience the same stress, while the strain is the sum of the strains of the
spring and of the dashpot; it is possible to take advantage of these conditions
to obtain the constitutive equation of the model. In order to do this, the strain
of the spring will be labeled as ¢.(t) while the total strain simply &(¢). The
previous conditions in analytical form are the following:

o() = Eeolt),  o(t) =y (e(t) — ec(t)) 13)

Combining the two expressions the constitutive equation is easily obtained:
. E .
o(t) + ?f(t) = E¢(t) (2.14)

In order to find the creep and the relaxation function Eq. (2.14) has to be
solved once by imposing an unitary constant stress o(t) = U(t) and once by
imposing an unitary strain e = U(t); alternatively one of the function can be
found solving the constitutive equation and the other can be found with the
aid of Eq. (2.10). The following expressions are obtained:

(2.15a)

R(t) = Ee 7' (2.15b)

Egs. (2.15) are depicted in Fig. 2.7; although the relaxation function is accept-
able to fit experimental data (but it is not the best fitting possible for many
viscoelastic material), the creep function is in contrast with the experimental
evidence, because the strain increases linearly indefinitely. For this reason this
model is not suitable to reproduce the mechanical behavior of real viscoelastic
material.
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R(t) C)

1/E

(a) (b)

Figure 2.7: Creep (a) and relaxation (b) functions for the Maxwell model.

Kelvin-Voigt model

This model is the dual of the Maxwell one; since the elements are connected
in parallel, they experience the same strain while the applied stress is the sum
of the stresses on the spring ¢, (t) and on the dashpot o; (¢):

o.(t) = Ee(t), oy(t) = né(t) (2.16)

Considering that the total stress is the sum of the two aliquots in Eq. (2.16),
the following constitutive equation is obtained:

(2.17)

As in the case of the Maxwell model, the creep and relaxation can be easily
found from the constitutive equation and are the following:

C(t) = % (1 - e*gf) (2.18a)

R(t) = E+56(t) (2.18b)

It is worth noticing that in Eq. (2.18b) #6(t) does not contribute to the relax-
ation function itself but it is not negligible when we use the relaxation function
in the Boltzmann integral. Differently from the Maxwell model, in this case
the creep function can be considered acceptable to fit experimental data, al-
though it is not the best choice for the correct fitting; the relaxation function,
instead, is totally in disagreement with experiments, because it is constant, as
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it is possible to see in Fig. 2.8.

C(t) R

1/Ef == === mmm i ommoooooooooooaan.

() (b)

Figure 2.8: Creep (a) and relaxation (b) functions for the KV model.

The Maxwell and the KV are not able to reproduce both the creep and re-
laxation behavior; indeed, the Maxwell model is acceptable only to simulate
the relaxation while the KV model is acceptable only to reproduce the creep
behavior. For this reason other viscoelastic models constituted by more el-
ements have been developed. These models are discussed in the following
section.

2.3.3 Other classical viscoelastic models

Using more then two simple elements it is possible to define viscoelastic me-
chanical models that are able to reproduce both the creep and the relaxation
behavior; by changing the way the springs and the dashpots are linked, dif-
ferent viscoelastic behavior can be obtained. The most simple of these models
are the Zener models or Standard Linear Solid (SLS) models, depicted in Fig.
2.9. The constitutive equations of these two models are the following;:

F(t) + }f;(f(t) — (Ey + E2)é(t) + BE2¢(p) (2.19)
(1) + Elf%(t) — Eié(f) + Elf%(t) (2.19b)
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E, E,

— [T E

E, n n
(a) (b)

Figure 2.9: Standard linear solid models: model correspondent to Eq. (2.19a) (a),
model correspondent to Eq. (2.19b) (b).

The creep and relaxation functions can be easily evaluated; for the model

(a):

E1Ey

1 E g_(EﬁEz)ﬂt
By,
R(t) = Ey + Eze 7 (2.20b)
whereas for the model (b):
1 (E{+E _B
C(t) = E( 1; 2 e f*) (2.21a)
2 1

E _Ej+E

R(H) = +1E2 <E2+Ele K 2"‘) (2.21b)

All the response of these model are governed by exponential functions, that
ensure acceptable approximation of the creep and relaxations functions, espe-
cially when short term responses have to be simulated. Furthermore, these
models have only three parameters each and then the best fitting of experi-
mental results is still easy to perform. However, when simulation of long term
behavior is needed these models are not enough accurate. For this reason vis-
coelastic models with more than three elements exists; the generic constitutive
equation of these models is:

n dk m dk
—0(t) = br——¢(t 2.22
L ageo(t) = ¥ biggelt e2)
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In Eq. (2.22) a; and by, are coefficients that depend on the mechanical param-
eters of springs and dashpots; when n and m increase, the accuracy of the
model improves both in the short and in long term behavior. This is due to
the fact that real viscoelastic materials exhibit power law type creep and re-
laxation functions; since the models of Eq. (2.22) have exponential type creep
and relaxation functions, a good fitting of experimental data can be performed
only with the superposition of many exponential functions, and then using
models with many elements. However, many elements in the model means
many coefficients to be defined with the best fitting of the experimental re-
sults; this can leads to practical difficulties in performing the best fitting and
sometimes also to unexpected results.

Despite all the disadvantages classical viscoelastic models are still used for
some engineering application, for the simplicity of mathematical manipula-
tion and also for the ease in the implementation in finite element software,
but many researcher of the field in the last decades switched their attention
to something more rigorous and consistent with experimental results, that is
fractional viscoelasticity.

2.4 Linear fractional viscoelasticity

In the previous section it has been shown how classical viscoelastic models
are inadequate to properly simulate the behavior of real viscoelastic material.
Fractional viscoelasticity overcomes the main disadvantages of classical vis-
coelasticity, as it will be shown in the following.

2.4.1 The experimental evidence

As mentioned above, many viscoelastic materials are characterized by creep
and relaxation function that are well fitted by power law type functions; this
fact has been confirmed by many researcher throughout the 20th century, but
before it was believed that viscoelastic material could be characterized by ex-
ponential type functions as the classical model suggested.

The first that suggested the possibility to characterize viscoelastic materials
with power law functions was P.G. Nutting; he performed many experimen-
tal test on viscoelastic materials (creep and relaxation tests) and in the end he
arrived to two conclusions: 1) creep and relaxation functions are will fitted by
power law functions; 2) the Hooke and the Newton law are particular cases
of a more general constitutive law of solids.
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In his paper of 1921 [73] he states that for the materials he tested he found
two characteristics: for a given stress, the displacement is proportional to the
power law of the time variable; for a given time instant the displacement is
proportional to the power law of the applied force. Based on these results he
postulated what he called “a new general law of deformation” for the descrip-
tion of the creep of solids:

s = at"F" (2.23)

where s is the displacement, F is the constant applied force, a, n and m are
material parameters; n and m are independent of F, s and a but depend on the
temperature. The behavior of the Hooke law can be obtained from Eq. (2.23)
by setting m = 1 and n = 0, whereas the behavior of the Newton law can
be obtained by setting n = m = 1. Nutting found that the typical value of
n are in the range 0.2 < 0.9, while the values of m lie in the range 0.75 < 3.5.
For material that exhibit a solid behavior the values of 7 is close to zero, while
for materials which behavior is similar to fluids the value of n is close to the
unity, as for example for materials near the melting temperature.

After the experience of Nutting many researcher of the field confirmed his
results; following these results, other researcher had the idea to use the frac-
tional calculus to describe the mechanical behavior of viscoelastic material;
the link between the law of Nutting and fractional viscoelasticity will be ex-
plained in the following sections.

2.4.2 The springpot element and the fractional constitutive law

In his paper Nutting introduced a law for the creep of viscoelastic materials
that can be particularized to the limiting behavior of the Hooke law and the
Newton law. Following this idea, in the twentieth century some researchers
proposed a viscoelastic constitutive law in terms of fractional derivative, with
order of derivation in the range 0 =- 1; in this way when the order of derivation
reach the limiting values of 0 and 1 the Hooke law and the Newton law are
obtained, respectively, extending the idea of Nutting.
The first to hypothesize such a kind of constitutive law were Scott Blair G.
W. and Caffyn J.E. [83]; they introduced a constitutive law containing the RL
fractional derivative:

o(t) = E(Dy.€)(t) (2.24)

where 0 < & < and E > 0 are material parameters; moreover they introduced
a symbol corresponding to this law and they gave it a name: the springpot, that
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is something intermediate between the spring and the dashpot. The springpot
is depicted in Fig. 2.10. Another author, A. N. Gerasimov [54], formulated
a similar expression in which the only difference is the use of the Caputo’s
fractional derivative instead of the RL one:

o(t) = k(°D%e)(t) (2.25)

where 0 < & < 1and k > 0 are material parameters. If ¢(f) < 0 for t < 0, then
the RL derivative in Eq. (2.25) and Caputo derivative in Eq. (2.24) coincide,
then the two formulation are equivalent.

A slightly different formulation was introduced by G.L. Slonimsky [85]:

(I3o)(t) (2.26)

| =

e(t) =

C, «a

o

Figure 2.10: The springpot model.

As previously, 0 < « < 1 and k > 0 are material parameters. If e(t) < 0
for t < 0, this formulation coincide with the first two. E and k assume the
meaning of generalized viscosity; in the following this generalized viscosity
will be denoted as C,. Then the fractional constitutive law of the springpot
element can be expressed in the following equivalent ways

o= Cy(“D%e)(t) (2.27a)

() = o (ILo)() (2.27b)

24
It is to be noted that C, is not a usual coefficient and usually it is considered
an anomalous coefficient; its dimension depends on the other parameter of
the material «, indeed as the dimension of the Young modulus is Pa (Pascal,
=N/ mz) and the dimension of the viscosity 7 is Pasec, the dimension of C, is
Pasec".
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Since the Caputo derivative and RL integral reduce to integer order operators
if  reaches integer values, the constitutive law of the springpot reduces to the
Hooke one or the Newton one. This concepts is well summarize in Fig. 2.11

Spring p=0 EOJ\/\/V\/\/—o o=E(D'e)(t)=Ec(t)

SPRINGPOT  (<p<I -EQ—- o=C,(D"O)(1)
u a

Dashpot p=1  —— = o=D'Y@M)=né®)
n

Figure 2.11: The springpot model and its particular cases.

It is to be emphasized that Eqs. (2.27) are not defined arbitrarily; in-
deed they descend directly from the Boltzmann superposition principle when
power law creep and relaxation functions are assumed. In this way, the the-
ory of fractional viscoelasticity is founded on solid basis and the link between
power law functions and fractional derivatives is set rigorously.

2.4.3 The integral formulation of fractional viscoelasticity

In order to obtain fractional constitutive laws, the power law creep and relax-
ation functions have to be arranged like in the following:

ttX

C(t) = AT (2.28a)
Cat @
R(t) = e (2.28b)

These functions are depicted in Fig. 2.12 for the different values of the pa-
rameter « and for C, = 1.
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Figure 2.12: Creep (a) and relaxation (b) functions of the springpot for C, = 1 and
different values of «.

We start by considering the formulation (2.8) of the Boltzmann superposi-
tion principle and the relaxation function (2.28b):

C L _
o) = Fr /0 ¢(T)(t—T)"%dT = Co(CDR.)(¢) (2.29)
By using the formulation (2.7) and the creep function (2.28a) instead:

e(t) = m /Ot(f(r)(t —1)%dTt (2.30)

integrating by parts and using property (A.66) of the Euler gamma function:

e(t) = CT(T—HX) /Ota(r)(t _ 1) lgr

- Cal}(ﬂ) /Ot O(T)(t - T)aildT B Clt)c(lg+a)(t)

From the Equations above, it is evident that by using power law creep and re-
laxation function in the Boltzmann superposition principle, fractional deriva-
tives or integrals appears in the stress-strain relationship, because these oper-
ators are neither else than convolution integrals with power law kernel.

The use of the Euler gamma function in the creep and relaxation functions is
not casual, but it is useful to respect the relationship between the creep and
relaxation function in the Laplace domain; indeed, by performing Laplace
transform of creep function (2.28a):

(2.31)

o —1—a
Ce(s) :L{c(t);s}:,c{mm} - SC“ (2.32)
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while for the Laplace transform of the relaxation function (2.28b):

Re(s) = L{R(t);s} = L {F(Cl“t_l;);s} = Cys 11 (2.33)

and then by multiplying the two Laplace transform:

g 1w 1

CasflJrDt _

Ce(s)Re(s) = G 32

(2.34)
Eq. (2.34) demonstrate that the way the power law functions in Eqgs. (2.28)
have been arranged is consistent with the Boltzmann superposition principle,
because condition (2.10) is respected. Note that without the Euler gamma
functions in the definitions of C(t) and R(t) the product between their Laplace
transform would give

I'(l—a)T(1+a)
2

Ce(s)Re(s) =

violating the condition (2.10).

Note that the validity of the relationship (2.34) for the springpot model im-
plies that with only two parameters it is possible to characterize a viscoelastic
material both in relaxation and creep phases; for more details see [39].

2.5 The physical meaning of fractional viscoelasticity

Fractional viscoelasticity has some unquestionable advantages, but in the past
its application has encountered some obstacles because of the lack of physical
meaning of the fractional derivative of the strain (or of the fractional integral
of the stress). Indeed, while the integer order derivatives or integrals of a
function have a well known meaning, the fractional derivatives and integrals
still lack of geometrical interpretation. However, in the field of viscoelasticity
some researchers have been able to give to the fractional constitutive law a
mechanical description in terms of particular combinations of simple classical
elements, springs and dashpots, and then to give it a physical meaning.

In the past this issue was tackled by Schiessel and Blumen [82] and by Hey-
mans and Bauwens [58] with their hierarchical models; in the last year the
problem was also faced by Di Paola research group [36-38, 41] that defined
the mechanical model of fractional viscoelasticity. In the following sections
these models will be briefly discussed.
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2.5.1 The hierarchical models

These models are characterized by the fact that some pattern is always re-
peated; the models of Schiessel and Blumen [82] for example is constituted by
a series of Maxwell model connected like in the Fig. 2.13.

I Tmmm - Iiinn o gy T

Figure 2.13: Schiessel and Blumen hierarchical model.
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If the Young moduli and the viscosities are chosen as the following

_ 1 T(p) T(H+1-p)
STyt pr-1-p) (2352

_ _2M(p) T(+1-p)
DETa-p) TG+p) " (2:350)

then the constitutive law of the springpot is obtained.

The same authors proposed another model based on the fractal Sierpinski
triangle; this model simulates the chain network of many polymers and is
constituted by a self-similar structure of springs and dashpot, as depicted in
Fig. 2.14
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Figure 2.14: Schiessel and Blumen self-similar model.
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As the previous one, this model exhibit power law creep and relaxation
functions, then is able to reproduce the features of fractional viscoelasticity.
Heymans and Bauwens [58] proposed a fractal model constituted of KV mod-
els that form a self-similar tree structure; the model is representative of the
mechanism generated by the chain structure of the polymers. The model is
depicted in Fig. 2.15.

g

Figure 2.15: Heymans and Bauwens fractal model.

Also this model is able to reproduce power law creep and relaxation func-
tions and then the constitutive law of the springpot.

2.5.2 The mechanical model of fractional viscoelasticity

In the early eighties Bagley and Torvik [11] showed how the fractional deriva-
tive naturally arises when particular mechanical models are studied.

Their original model was represented by a thin massless plate resting on a
Newtonian viscous half-space (see Fig. 2.16(a)); they investigated the shear
stress exerted by the Newtonian fluid on the plate when the plate is moved
with a prescribed speed 1 (t). The Newtonian fluid is characterized by uni-
form viscosity 79 and uniform mass density pg. The governing equation of
the motion of the fluid column with area A = 1 is the following:

9% (z, t
poii(z,t) = ’70?)(;_) (2.36)
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By imposing the boundary conditions u(co,t) = 0 and (0, t) = u(t) the fol-
lowing solution is obtained:

o(t) = /porgo(“DylPu) (1) (2.37)
o(1)A (1) - )
— > o(t)A m=p Az u(t)
(1) T
zy Po Mo c=n/4z — Nz
A=1 | |
Newtonian fluid
c=n,/4z 4@— Az
| <
¢ o e=n/tz I H
[ ] [ J [ J [ ] [ ] [}

(a) (b)

Figure 2.16: Original Bagley and Torvik model (a) and discretized version (b).

Eq. (2.37) shows that the mechanical of Fig. 2.16(a) does not yield a vis-

coelastic rheologic model, since the order of derivation is not in the range 0 =1
and it may be considered a visco-inertial system. The discretized version of
Fig. (2.16(b)), for Az — 0, leads to the same results of the continuous counter-
part.
In order to obtain a viscoelastic behavior this model has to be modified as
shown in Fig. 2.17(b), that has been labeled as visco-elastic (VE) model. In
this case a nondimensional z coordinate is introduced and the unitary strain
v(z, t) instead of the displacement u(z,t) is considered. If #y(z) = vy and
Gv(z) = Gyy the governing equation of this model is:

%y(z,t
oy (z,t) = Gog;> (2.38)

that leads to the following relationship between applied stress and the strain

atz =0:
o (t) = /Gronvo(“DY2y)(t) (2.39)
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Since the order of the fractional derivative in the range 0 + 1, this model
describe a fractional viscoelastic constitutive behavior. The same result can
be achieved with a model specular to the VE model, that is depicted in Fig.
2.17(a) and is usually labeled as elasto-viscous (EV) model, simply by setting
constant stiffness of the bed of springs and constant viscosity of the viscous
layer.

Gif2) o4 y(t) o) o)A (1)
 maad _  maad
+HH

G,(z)
A=1

W 1) =l
W Viscous 1ayerA=] ST Elsticlayer
MWW 3_4}:}_
W §—H:}—

° ° ° ° ° °
° ° ° ° ° °
(@) EV (b) VE

Figure 2.17: Modified Bagley and Torvik elasto-viscous (EV) model (a) and visco-
elastic (VE) model (b).

However these models are not satisfactory, because permit to obtain only
a particular case of fractional viscoelasticity, that is the case with order of
derivation « = 1/2. But experimental tests reveal that viscoelastic material
can have very different values of the order of derivation in the range 0 + 1.
Then to obtain a more general results these models have been further im-
proved by Di Paola [41]. In order to do so, variable viscosities and stiffness
along the coordinate z are defined; for the EV material (« € [0,1/2]):

Gele) = ragy e 1) = g (2.40)
while for the VE material (« € [1/2,1]):
Gv(z) = r(lG_Oﬁ)Z_ﬁ/ nyv(z) = F(lﬂiﬁ)z‘ﬁ (241)
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where Gy and )¢ are reference values. The governing equations of the systems
of Fig. 2.17 are:

EV: % [qg(z)a/yé?t)] = Ge(2)7(z,t) (2.42a)
VE: aaz [Gv(z)aygzt)} =nv(z)y(zt) (2.42b)

The solutions to these equations can be easily found in the Laplace domain;

indeed, the Laplace transform of Eqs. (2.42) are Bessel equations, then the
solution 7y (z, s) involves modified Bessel function of the first and second kind,
denoted I,(-) and Kg(-), respectively, and defined in Eqs. (A.98) and (A.99).
The solutions in the Laplace domain for the EV case is:

vel(z,8) =2 [BEle (rj(ﬁ)s) + BpoK, <TEZ(,B)S>] (2.43)

where 1(B) = —nol'(B)/(T'(—B)Go) and « = (1 — B)/2; for the VE case in-
stead:

Yo(z,8) = 2" |:BV1LX G—M) + By2Kq (z\/?ﬁ)sﬂ (2.44)

with 7y (B) = =o' (—B)/(F(B)Go) and & = (1 + B)/2. The constant Bg; and
By, are obtained from the following boundary conditions:

tim e (2) 1) — o(0,1) = o1

EV: 0z (2.45a)
Jim (2 =0
, 97(z,t)
lim Gy (z =0(0,t) =o(t

ve: | Im&vE—; 0.5)=a() (2.45b)

Jim 1) =0

By making inverse Laplace transform of Egs. (2.43) and (2.44) the constitutive
law of the springpot is obtained:

EV: ~(t) = C;@C)(Igm)(t) (2.462)
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1 o
where Cg(a) and Cy («) are defined as following:

o 20—1
Ce(a) = r<2GEr2(a))r2(1 — = (B)" (2.47a)

Gol'(1 — a)2!=2
C = “ 2.47b
v(e) [(2—24)0(1 —(X)TV(‘B) (2470)
An interesting characteristic of the mechanical models in Fig. 2.17 is that the
motion is not transmitted indefinitely along the z coordinate; this allows to
discretize the models in the way depicted in Fig. 2.18 by considering a finite
number of elements.

ky — 4=1 004, y(1)

N

Cro ’—‘ Az ky, Az
kEl Cyy
Cr, ’—I Az k Vi Az
kEZ [
° °

(a) EV (b) VE

Figure 2.18: Modified Bagley and Torvik elasto-viscous model (a) and viscoelastic
model (b): discretized counterparts.

For the EV model, the coefficients of the springs and of the dashpots are
defined, accordingly to the continuous counterpart, as:

Go o %
kpi = ————2z7%Az, = 2.48
B T+a) ©% BT T(A—a) Az (2.48)
whereas for the VE model:
Go z; " o —u

zZ.

kv — J = A 2.4
ViTTA—a) Az" VT TAra) OF 249)
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To obtain the response of the upper lamina, which corresponds with the re-
sponse of the springpot, it is necessary to write the equilibrium equations of
all the laminae considered; for the j — th lamina:

EV: kE]’)/](t) + CE]'_lA’j/]'_l(t) — CE]A’)’](t) =0, j=1,2,..,,00 (2.50a)

VE: CV]’)/](t) + ij—lA'j’j—l(t) — kV]A’)/](t) =0, j=1,2,..,,00 (2.50b)

then if the model is constituted by n laminae, a system of n coupled ordi-
nary differential equations is obtained. The advantage is that the system can
be decoupled by a modal analysis obtaining n uncoupled differential equa-
tion of the first order that are very easy to solve; in this way it is possible to
construct comparison solutions also for cases in which the input is very com-
plicate. Accurate results are obtained with a high number of laminae, such as
n = 1000 + 1500 for observation times of some tens of seconds; longer is the
observation time higher must be the number 7 to obtain accurate results.
Finally note that the discretized VE model is perfectly equivalent to the Schies-
sel and Blumen of Fig. 2.13. More details can be found in [36-38, 41].

2.6 Conclusions

In this chapter basic concepts for linear viscoelasticity have been introduced
and then applied for deriving the fractional viscoelasticity law, that is the con-
stitutive law of the so-called springpot; moreover it has been shown how the
behavior of the springpot can be reproduced by classical viscoelastic models
only by taking into account a great number (theoretically infinite) of classical
elements, namely springs and dashpots.

However, the 1D law is not enough if one wants to apply the fractional vis-
coelasticity to real engineering components; indeed, the evaluation of the
stress and strain fields in real engineering components needs the definition
of a proper 3D constitutive law; this issue will be addressed in the next chap-
ter.
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Chapter 3

3D fractional viscoelasticity

In the previous chapter, the fractional viscoelasticity has been introduced for
1D problems. Nowadays, many polymers and other viscoelastic materials are
used in many applications, from engineering to biomechanics; then, in order
to replace expensive experimental tests with numerical simulation, there is
the need to define accurate 3D models; the parameters of these models can
be found by the best fitting procedure on experimental tests of simple shaped
specimen. In this chapter a linear fractional viscoelastic 3D model is defined;
others 3D fractional viscoelastic models have been proposed in literature with
both small strain and large strain formulations, but never the 3D behavior of
these models is investigated or at least shown by means of creep or relaxation
tests in 3D conditions, or by analyzing the behavior of the viscoelastic Pois-
son’s ratio, see for example [50, 53, 59]. For this reason, in this chapter, once
the 3D fractional viscoelastic model is introduced, the 3D behavior is inves-
tigated through creep and relaxation tests and by means of the viscoelastic
Poisson’s ratio in creep and in relaxation; moreover the thermodynamic con-
sistency of the model is discussed in order to find restrictions on the values of
the parameters.

3.1 3D fractional constitutive law
In this section we introduce the isotropic 3D fractional model of the springpot;
the model is intended to be isotropic throughout the deformation, hence it is

assumed that the effects due to memory do not alter the material symmetries.
However, concepts outlined in the following are valid also for the other frac-

49
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tional models mentioned above.

The constitutive model is obtained by means of a generalization of the elastic
constitutive law (Hooke’s Law); in that case only two parameters are required
to define the whole stiffness (or compliance) matrix of the material and these
two parameters can be chosen as Young’s modulus and Poisson’s ratio. In
this case, we choose to write the stiffness matrix in terms of the shear mod-
ulus and Bulk modulus, because of their clear physical meaning (deviatoric
and volumetric parts of the stiffness). The terms of the stiffness matrix D can
be written as follows:

2
Dijkh = (K — 3G> 5ij5kh +G (5ik‘5jh + ‘5ih5jk) (3.1)

where K = 3(%2]/) is the Bulk modulus, G is the shear modulus, J;; is the Kro-
necker symbol, E is Young’s modulus and v is Poisson’s ratio.

In order to generalize the elastic laws and obtain a fractional viscoelastic con-
stitutive model, it is sufficient to substitute shear modulus and Bulk modulus
with appropriate relaxation functions; we choose to consider both the devia-
toric part (shear relaxation function) and the volumetric part (Bulk relaxation

function) as follows:
G“ t —a

G(t) = T —a) (3.2a)
—p
K(t) = F(Kft_ﬁ) (3.2b)

where K, Gﬁ, « and f are parameters of the deviatoric and volumetric relax-
ation functions respectively.

By assuming relaxation functions with the form of Egs. (3.2), a four parameter
mechanical model is obtained. The strain-stress relationship can be obtained
simply by applying the Boltzmann superposition principle:

o(t) = /OtR(t — T)édt (3.3)

where R(t) is the relaxation matrix and ¢ (¢) and &(t) are the stress and strain
tensors, respectively. The relaxation matrix R(#) can be written in the same
way as the stiffness matrix of Eq. (3.1) in which G is substituted with G(f)
of Eq. (3.2a) and K is substituted with K(t) of Eq. (3.2b). In some cases, ap-
plication of Eq. (3.3) is difficult because of the presence of the Mittag-Leffler
function in the relaxation function (fractional Maxwell and SLS models): the
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convolution with this function as kernel in-fact leads to a summation of infi-
nite fractional derivatives. This problem may be overcome by using the in-
verse relationship, namely the convolution in terms of creep functions (Eq.
(2.6)).

The inverse relationship of Eq. (3.3) is obtained by applying the dual form of
Boltzmann’s superposition principle:

e(t) = /O "t = T)o (D)t (3.4)

In order to use Eq. (3.4) we need to obtain the creep matrix C(t) by us-
ing Eq. (2.10) (adapted for the 3D case). C(t) is evaluated by performing a
Laplace transformation of the relaxation matrix and evaluating its inverse in
the Laplace domain:

C(s) = (3.5)
By taking the inverse Laplace transform of C(s) in Eq. (3.5) the creep matrix

can be written as:

‘ : ) S
Cijen = (Két) - Gé”) Gijorn + G(t) (5ik5jh - hZ]k> (3.6)

where K(t) and G(t) are creep functions of the volumetric and deviatoric
parts, respectively, and are analogous to Eq. (2.28b):

_ e
G(t) = CTaT s (3.7a)
R i (3.7b)

= g g

Note that in both Egs. (3.1) and (3.6) the shear strain is considered as the en-
gineering shear strain, e.g. y12 = 2¢1s.

In the SLS models, both the creep and the relaxation functions contain Mittag-
Leffler functions, then using Eq. (3.4) is not a viable strategy. In this case
we write directly the governing equations separating the volumetric and de-
viatoric contributions and then summing the contributions; obviously, since
the volumetric and deviatoric relaxation and creep functions have the same
structures of Eq. (3.26), the equations for the two contributions are perfectly
analogous to Eq. (3.26). This is the easiest way to obtain governing equations
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for the 3D fractional models.

In some applications it could be necessary to define anisotropic viscoelastic
models; this is for example the case of fiber reinforced composites with poly-
meric matrices, especially when the fiber have a prevalent orientation. Indeed
most of the fibers used in the composites may be considered as elastic, while
polymeric matrices exhibit a considerable viscoelastic behavior (pultruded
bars); for this reason the mechanical properties are different between the di-
rection along the fibers and the directions orthogonal to fibers and anisotropic
constitutive model are required. As in elasticity the number of mechanical
constant increases with the increasing level of anisotropy, in viscoelasticity
for anisotropic models more than two relaxation (or creep) functions must be
defined. Once again, this leads to the need to use simple fractional viscoelas-
tic models and not very complicate ones in order to have the smallest number
of mechanical parameters to be defined.

3.2 Behavior of the 3D springpot model

In this section the behavior of the 3D springpot model is analyzed in creep
and relaxation tests focusing the attention on the Poisson’s ratio and on the
evolution of the stresses and the strains in 3D conditions.

3.2.1 Poisson’s ratio

One of the most important aspects of 3D viscoelastic models is the behavior of
the ratio of the lateral contraction to the elongation, i.e. the viscoelastic Pois-
son ratio. In fact, it is well known that during the infinitesimal deformation
of any real viscoelastic material, the lateral contraction is a time-dependent
(or equivalently frequency-dependent) function. Among all studies devoted
to the viscoelastic Poisson’s ratio, the works of Lakes and Tschoeg]l are of par-
ticular interest. In the paper [89] some concepts about viscoelastic Poisson’s
ratio are clarified: first, it is shown that the viscoelastic Poisson’s ratio de-
pends on the test performed, then viscoelastic Poissson’s ratio is different in
creep and in relaxation test; then it is shown, by means of correspondence
principles [49], that the viscoelastic counterpart of the elastic Poisson’s ratio
is the viscoelastic Poisson’s ratio in relaxation and not in creep; finally, it is
shown how to switch between Poisson’s ratio in creep and in relaxation. In
the paper [64] the same results are achieved; moreover, in the papers [63, 64]
it is shown that the viscoelastic Poisson’s ratio can increase or decrease with



“GAThesis” — 2016/1/14 — 18:12 — page 53 — #67

3.2 Behavior of the 3D springpot model 53

time; indeed, most polymers for example exhibit an increasing Poisson ratio
because of the fact that the volumetric part of stress relaxes much less than
the deviatoric part, but material with a particular microscopic structure can
behave the opposite way; furthermore, in the paper [64] it is demonstrated
that the viscoelastic Poisson’s ratio need not be monotonic with time.

As it is shown in the following 3D fractional constitutive models are able to
reproduce both an increasing and a decreasing viscoelastic Poisson’s ratio. To
this purpose the viscoelastic Poisson ratio is evaluated from an ideal creep test
and an ideal relaxation test.

Poisson’s ratio in creep

The Poisson ratio is evaluated in an ideal creep test on a viscoelastic cube; only
one face of the cube is fixed only in the normal direction and in the opposite
face the cube is loaded by a constant normal stress op; using the springpot
model of Fig. 2.10 considering the creep functions specified in Egs. (3.7):

(3.8)

_ KI(Hp)  6GI(tw) _ —2+3at P

P o —B
KT (1+B) + 3G, T (1+a) 2 (1 + 3at? )

where ¢ (t) = (@ + %) U(t) and e7(t) = (@ - %) U(t) are the lon-
gitudinal and transverse strain, respectively, U(t) is the unit step function and

= Iéi ?815; > 0 and the subscript C of v¢(t) stands for creep. If &« = B, the
Poisson ratio is constant over time:

== 3.9

ve(t) =7 2(Ge + 3Kp) (3:9)

Note that Eq. (3.8) can be written in this form because, since in creep all the
components of the stress vector are unitstep functions (the longitudinal one is
a unitstep function, while the others are zero), the convolution (3.4) reduces to
a product between C(t) and ¢ (t) and then both €1 (t) and er(¢) can be simply
written in terms of volumetric and deviatoric creep functions.

If « # B, the Poisson ratio varies in time and it has limit values at t = 0 and
t = o0, as summarized in the Table 3.2.
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t=20 t=o0
x>p|lv=-1|v=1/2
—2G,+3K
N = ﬁ U(t) e 72(G“+3Kﬁ§
B>alv=1/2]v=-1

Table 3.1: Limiting values for the Poisson ratio in a creep test.

Note that both the value have to be evaluated as a limit. The main conse-
quences of these results are:

e If « > pB, the material exhibits a Poisson ratio of -1 at t = 0, then its
behavior gradually changes until it becomes incompressible for large
values of t.

o If B > w, the material is incompressible at t = 0, then its behavior grad-
ually changes until it exhibits a negative Poisson ratio for large values
of t.

Poisson’s ratio in relaxation

The Poisson ratio can also be evaluated for an ideal relaxation test on a cube
with the same boundary conditions of the creep test; on the face opposite the
fixed one, a normal constant displacement is applied. In this case the longi-
tudinal strain is imposed while the transverse strain is unknown; in order
to obtain it we simply need to write Eq. (3.3) and assume that the trans-
verse components of the stress are both zero. Since e7(t) is not constant as
er(t) = eoU(t) is, relationship (3.3) does not simplify in a simple product be-
tween R(t) and &(t), then determine an expression of the Poisson ratio in re-
laxation in terms of the relaxation functions is not straightforward. In (citare)
a relationship between the two ratios has been found:

B fot vr(t — 1)Cr1(T)dT
N Cii(t)

Vc(t) (310)
where Cy1(t) is the term in position 1 — 1 of the creep matrix that in this case
t

is Ci1(t) = @ + @ In order to find vg () Laplace transform can be used,
but inversion of the Laplace transform of vg(f) to the time domain is very
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difficult. Only in the case when a = B the transverse strain e7(f) is constant
during the relaxation test and is equal to:

—2G(t) + 3K(t)
~2(G(t) +3K(t))

er(t) = eoU(t) (« = B) (3.11)

where ¢ is the amplitude of the superimposed strain. Since €1 (f) = eyU(t)
the Poisson ratio is

—2G(t) + 3K(t)

VR(t) = _Z(G(t) —|—3K(t)) (D‘ = :B) (3.12)
that form the equality & = p reduces to:
—2G, + 3K
VR(t) =7 = —m; (e =p) (3.13)

The Poisson ratio in relaxation when a # 8 can be found in another way. The
longitudinal stress 07, (t) can be decomposed into its deviatoric and volumetric
components; the volumetric component of the longitudinal stress is

oy =2 = (3.14)

being I; the first invariant of stress; the deviatoric component of the stress is
instead

o) = ou(1) — o (1) = 2ou(1) (3.15)

On the other hand, by considering the constitutive law (3.3), 0’£v) (t) and O’éd) (1)
are written as:

ol (1) = Kg (Déisv) (t) (3.16a)

o (1) = 3G [D§ (e1 — e1)] (1) (3.16b)

Since from Egs. (3.14) and (3.15) descends that (Téd) (t) = 2c7£v), by considering
Egs. (3.16) the following equation is obtained:

2Ga[Dj (e1 — )] (1) = 2K5 (Dfrev ) (1) (317)



“GAThesis” — 2016/1/14 — 18:12 — page 56 — #70

56 3. 3D fractional viscoelasticity

This equation can be solved in the Laplace domain using properties (1.50) and
(A.87) and gives the following results for the Poisson’s ratio:

3Kg 0
% - %Ea*ﬁ (_ Gft{x 'B> a>p

—1+3F, (—3%‘; tﬁ—“) B>

As expected, the expression for v(t) is not the same as for the creep test;
however since, for ¢ > 0, Ex(—ct!) — 1 for t — 0 and E (—ct*) — 0 for
t — oo, the general trend and limiting values still hold, hence observations
made above for the creep test are still valid; in particular for « = p the Pois-
son ratio assumes the same constant value 7 of Eq. (3.9).

(3.18)

05p--c==--z2--cc--cc- e o
—
V | T
v =025 B=a=0.5 B=0.75
-1r------—-—--—--—-"—-"—-"—"—"—-{ - - - - - - - — — - — — - — — =
0 20000
t(s)

Figure 3.1: Poisson’s ratio in relaxation test for the 3D springpot model for Ky = 1,
Gx =1, « = 0.5 and different values of B.

In Fig. 3.1 it is shown the viscoelastic Poisson ratio in a creep test for fixed
a = 0.5 and different values of 8; from this Figure it is possible to appreciate
that the proposed 3D model is able to produce different trends in the behavior
of the viscoelastic Poisson ratio.
The single springpot model considered here produces prescribed limits at
t = 0and t = oo, depending on the relative values of a and S.
By using more complex fractional viscoelastic models (shown in Fig. 3.5) it is
possible to obtain different asymptotic trends of the viscoelastic Poisson ratio.
It is also possible to use different fractional viscoelastic models for the devia-
toric and volumetric contributions and changing the values of the parameters
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many different behaviors can be obtained; basically it is possible to obtain any
initial value and any asymptotic trends (t — o) in the range —1 <+ 0.5.

3.2.2 Creep and relaxation behavior

The influence of the Poisson ratio, and then of the relative values of a and
B, can be analyzed also by monitoring the normal components of stress and
strain in ideal creep and relaxation tests in 3D conditions.

To this purpose, an ideal creep test in the same conditions of the previous
section is considered; in this case the final value of the applied stress 0y =
1 MPa is reached with a linear ramp of duration ¢y, as depicted in Fig.3.2(a).

1o} - - - - 1.0F
08 I 7 08 L
0.6 ] 0.6
eL(%) o (MPa)
04r ] 0.4}
0.2 1 0.2
0.0 L L L L 0.0 L
0 2 4 6 8 10 0 2 4 6 8 10
t(s) t(s)
(a) (b)

Figure 3.2: Applied strain (a) and stress (b) for the 3D springpot model; tp = 1 s.

Then the applied stress history o (t) and the resulting strain e (¢) and e7(¢)
can be written as follows:

o(t) = ‘tlg [t — (t— to)U(t — to)] (3.19)
_op [T — (F—to)PTIU(t —to)  *Th— (¢ —to)*TIU(t — to)
elt) =4 [ KT (2 + ) * 3G.T(2 1 a) }
(3.19b)
f = 0 P — (t—t)PHIU(t —tg) 1T — (t — to)*TIU(t — to)
er(t) = fo[ 9KsT(2+ B) a 6G.I(2+a) }
(3.19¢)

The value of « is fixed, while different  values are considered. The evolution
of the longitudinal and transverse strain is monitored and reported in Fig. 3.3.
From these figures it is clear that the while the behavior of the longitudinal
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strain is affected only in the amplitude, the transverse strain can even radi-
cally change its behavior depending on the relative values of « and ; indeed,
if B > a the amplitude of the transverse strain decrease even if the longitu-
dinal one increase. The values of & and S affect also the stresses; in order to

0.00
0.8
—0.02F £=0.3 a=0.2 |
L 1 —0.04
06 p=0.3
o) p=0.2 -0.06
L o4l £=0.1 J er(t) —0.08F
-0.10
0.2F
-0.12¢ =0.1
a=0.2 / =02
0.0 . . . . -0.14 1 . . . .
"0 2 4 6 8 10 0 2 4 6 8 10
t(s) t(s)
(a) (b)

Figure 3.3: Evolution of longitudinal (a) and transverse (b) strain for the 3D springpot
model in a creep test, with fixed « and various values of 8, for K/g =

1 MPa sP and G, = 1 MPa s".

analyze this influence, a relaxation behavior on a cube is considered. The cube
has all faces but one fixed in the normal direction and in the free face a normal
displacement is applied; with these boundary conditions the transverse strain
is zero, but the transverse stress is not zero. The free face is strained reaching
the final value of the strain ey = 1% of by a linear ramp, as depicted in Fig.
3.2(b). The applied strain and the obtained stress are expressed as follows:

e(t) = ‘%g [t — (t — to)U(t — to)] (3.20a)
: P — (t—t) ' TPU(t—ty) 4Gy 1% — (t —to) U (t — to)
) = 2 [y g
B — (b —t) 1 PU(t—ty) 2G, t (t—to)! u<t(3'§0;3)
€ 1P —(t—tg) — 1o w8 = (t—tg) " — 1o
=7 {Kﬁ r2-p) "3 r2—a)
(3.20c)

While the behavior of the longitudinal stress is slightly affected by the rela-
tive values a and p and it is always decreasing with time, the transverse stress
can increase or decrease with time, in particular if f > « the transverse stress
increases instead of decreasing as one expects.
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o (t) . or(t)

a=0.2

Figure 3.4: Evolution of longitudinal (a) and transverse (b) stress for the 3D springpot
model in a relaxation test, with fixed « and various values of S, for K[; =

1 MPa sP and G, = 1 MPa s".

The results of Figs. 3.3 and 3.4 have shown the flexibility of the 3D springpot
model in which the order of the power law for creep (and relaxation) volu-
metric and deviatoric functions can have different values; however these are
only theoretical behaviors and in some cases they can be not so intuitive, as
for example when B > «. For this reason, one way to validate what ranges of
the mechanical parameters are valid is to study whether the model is thermo-
dynamically consistent or not. This issue will be addressed later on.

3.3 Multi-element fractional viscoelastic models

Although the power law creep and relaxations functions of the springpot are
often good to fit experimental data, sometimes the springpot model is not
fully satisfactory in practical applications for different reasons:

® some viscoelastic materials exhibit an instantaneous strain when loaded,
while the creep law of the springpot is zero for t = 0;

e the creep functions C(t) is monotonically increasing in the range 0 < oo
and goes to oo for t — oo, but in some cases it is desirable a finite value
asymptote in the creep law; this is for example the case of the volumetric
part of the strain in a the creep test, because with the pure power law
the volume of the specimen would go to zero (compression) or to co
(tension) as the time goes to infinity, leading to an evident paradox;
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e the relaxation function R(t) diverges in ¢t = 0; this can generate diffi-
culties in the fitting of relaxation tests when, in order to simplify the
procedure, the ramp is reasonably neglected because it lasts very short
in comparison with the duration of the entire test;

e the relaxation function R(#) is monotonically decreasing and goes to
zero for t — oo, but some materials experience a residual stress, so that
the relaxation law needs to exhibit an asymptotic limit different from
zero for t — oo.

Fractional Maxwell model Fractional KV model

E

Fractional SLS models

a) E b

Figure 3.5: Fractional viscoelastic multi-elements models.

For these reasons in many engineering applications, researchers prefer to use
the springpot in combinations with other classical elements; usually the spring-
potis used with springs as substitute of the dashpot in classical models; in this
way the generalizations of classical viscoelastic models are obtained: the frac-
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tional Maxwell model, the fractional KV model, the fractional SLS models and
so on. The most used of these models are depicted in Fig. 3.5. As an a exam-
ple the fractional Maxwell model has been used to reproduce the behavior of
asphalt mixtures [27] and of polyethylene for human joint substitutions [56],
the fractional KV is used to model the behavior of lumped degrees of freedom
structures with fractional damping term ([10], [35]), while the SLS models are
used to model arteries ([20]) and other biological tissues ([24, 26, 61]).

For the models depicted in Fig.3.5 the governing equations and the creep and
relaxation functions are reported in the following.

Fractional Maxwell model.

This is a three parameters mechanical model. The creep and relaxations func-
tion of the fractional Maxwell model have an finite value different from zero
at the origin, while at co they behave as the springpot functions:

(D% (£) + (ia(t) — E(D%) (£) (321a)
R(t) = EEa <—CE;XtD‘) ; C(t) - %—f— C,xl—‘(t]fx—i—ﬂé) (321b)

C(t)
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Figure 3.6: Creep (a) and relaxation (b) functions of fractional Maxwell model for
various value of a.

Fractional Kelvin-Voigt model.

This is a three parameters mechanical model. The KV model has creep and
relaxation functions that asymptotically tend to a finite value different from
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zero for t — oo, but at the origin they behave like the springpot functions:

o(t) = Co (§Dfe) (1) + Ee(t) (3.22a)

R(t) = E+ r(cl“t_a) C(t) = % (1 — E, (—(it» (3.22b)

c() R()

C,+E

[ ! :

— a
—os5 =075
5 o
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Figure 3.7: Creep (a) and relaxation (b) functions of fractional KV model for various
value of a.

Fractional SLS model a).

This is a four parameters mechanical model. This model and the subsequent
ensure finite values in both the relaxation and creep functions and for both the
value at t = 0 and for t — oo; then they overcome all critical points reported
at the beginning of this section for the springpot model:

o) + S (0%0) () = Bae(t) + LT

P (D%) (t) (3.23)

R(t) = E1 + E»E, <—(E:2t"‘> (3.24a)

o

1 E, [_ E{E,
(

C(t) = — TR AT t"‘] (3.24b)

— E
Ei  Ei(E1+E) p
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(a) (b)
Figure 3.8: Creep (a) and relaxation (b) functions of fractional SLS a) model for vari-
ous value of a.

Fractional SLS model b).

This is a four parameters mechanical models. For this model the same consid-
erations of the previous model are valid:

(a) (b)

Figure 3.9: Creep (a) and relaxation (b) functions of fractional SLS a) model for vari-
ous value of a.

E E,

(D) (1) = 52 elt) +

Ey+E;

_ K E+E,
R() = 55, [ElEa ( et > +E2] (3.26a)

(D%) (t) (3.25)
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1 |E1+E E>

t) = — —E, | —=t* .26b

C(t) Ez[ E, < C. ﬂ (3.26b)

In Fig. 3.8 A = (C4Ez + C4E1 + E1E»)/(Cy + Ez), while in Fig. 39 B =
[E1(Ex + Cy)] /(E1 + Ex + Cy).

The values of the instantaneous Ej and long-term E., moduli for the springpot
and the multielement fractional models are summarized in Table 3.2.

Eo Feo
Springpot o 0
E. Maxwell E 0
E. KV 0o E
F.SLS a) Ei+E Eq

F.SLSb) B | ety

Table 3.2: Instantaneous and long term moduli for fractional viscoelastic models

By observing Tab. 3.2 it is evident that fractional SLS (FSLS) models are the
most adjustable; indeed, by changing the parameters of the springs different
combinations of E; and E; can be obtained. It is worth noticing that since
property (A.78) holds true for the Mittag-Leffler function E,(-), when o =
1 the creep and relaxation functions for the fractional models reduce to the
creep and relaxation functions of the correspondent classical models, where
exponential functions appear instead of Mittag-Leffler one.

3.3.1 Generalized fractional viscoelastic models

Theoretically it is possible to use fractional models with more elements than
the models of Fig. 3.5; in this way it is possible to obtain slightly different be-
haviors, but no other improvements can be achieved about the critical points
listed for the springpot model. To the limit it is also possible to generalize Eq.
(2.22):

i a(D%0)(t) = i br(DPre)(t) (3.27)
k=0 k=0

The creep and relaxation functions for these kind of model are expressed as
sum of Mittag-Leffler functions.
However a fractional viscoelastic model with more than three simple elements
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(with at least one being the springpot) is not justified, especially if the frac-
tional viscoelasticity is adopted to decrease the number of mechanical param-
eters in the model; moreover, in order to work with 3D viscoelasticity, more
than one creep function or relaxation function are needed, then the number
of mechanical parameters to be defined increases even more. In the light of
these considerations, the author opinion is that the models mentioned above
are sufficient for most of the applications of viscoelasticity, then in the formu-
lations of the 3D fractional viscoelasticity only the models depicted in Fig. 3.5
are taken into account.

3.4 Multi-element 3D fractional models

In some cases when the best fitting of the experimental data is obtained with
one of the model of Fig. 3.5, 3D models can be defined also starting from
one of them, as already mentioned in Sec. 3.2. The main difference between
the multi-element models and the springpot are the instantaneous and long
term moduli; indeed for the springpot the afore mentioned moduli are 0 and
oo, respectively, and this values for some materials can be not adequate. In
the case of 3D models the instantaneous and long term Bulk and shear mod-
uli affect the instantaneous and long-term behavior of the Poisson’s ratio, as
summarized in the following:

e Fractional 3D Maxwell model:

—2G + 3K
= — 2
v0) = 5653 (3.282)
0,5 B<ua
v(eo) = ¢ —1 B>u (3.28b)
—2G,+3Kj B
2(Cy13Kp) p=ua
e Fractional 3D KV model:
-1 B<ua
v(0) =40,5 p>a (3.29a)
—2G,+3Kj B
2(Ga+3Kp) p=ua
—2G + 3K
v(o0) = 3G 13K (3.29Db)
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e Fractional 3D SLS a) model:

_ 2(G1+Gp) +3(K; + Kp)
Y0 = 31 T o) +3(Ki T Ko)) (3.302)

—2G1 + 3Ky
=— .30b
V() = 3G, 7 3K) (3.30b)
e Fractional 3D SLS b) model:
_ —2G1 + 3K
v(0) = 2(Gy + 3K)) (3.31a)
_2 GG +3 KKy
G1+G; Ky +K
v(eo) =2 ( e 2+ e 2) (3.31b)
G1+Gy Ki+K;

It is worth noticing that when then instantaneous and the long term moduli
have finite values, the values of the viscoelastic Poisson’s ratio at 0 and co are
not determined by the relative values of « and B, but only from the values
of the elastic moduli; this means that in those cases the properties of the vis-
coelastic element of the model only affect the way the viscoelastic Poisson’s
ratio evolves from 0 to oo, but they do not affect the fact that v(t) is increasing
or decreasing with the time.

It has to be remarked that different behavior can be obtained also by combin-
ing different viscoelastic models for the deviatoric and the volumetric contri-
butions; these cases are not analyzed here, but it has to be taken into account
that a fitting procedure can leads to adopt different models for the two contri-
butions.

3.5 Thermodynamic consistency of the 3D fractional mod-
els

Any constitutive model of material behaviour must be thermodynamically
consistent. The thermodynamic consistency of viscoelastic materials with
memory have been demonstrated by many authors (see for example [21, 23]);
Bagley and Torvik [12] found the thermodynamic restrictions on the values
of the parameters of a fractional SLS viscoelastic models by making use of
concepts as dissipation rated and stored energy; recently, Adolfsson [1] found



“GAThesis” — 2016/1/14 — 18:12 — page 67 — #81

3.5 Thermodynamic consistency of the 3D fractional models 67

thermodynamic restrictions on the relaxation function of a fractional viscoelas-
tic material based on the mechanical analogy between the springpot and the
Maxwell chain, that is a mechanical model constituted by a number of classi-
cal Maxwell model in parallel. In the light of these works, the 1D springpot
model is for sure thermodynamically consistent; however, working in 3D con-
ditions it has been found that the behavior can be very weird and not intuitive
when « # B. Then in the following the admissibility of the reciprocal values
of parameters « and f that the determine the behavior of the viscoelastic Pois-
son’s ratio is investigated.

3.5.1 The Bagley and Torvik study

Thermodynamic consistency of fractional viscoelastic models has been exam-
ined by Bagley and Torvik [12] that based their analysis on the following form
of 1D constitutive equation:

o(t) + A(DVo)(t) = Be(t) + C(D")(t) (3.32)

Note that the original notation has been changed to avoid confusion with the
present notation. The thermodynamic consistency is usually investigated by
imposing to the model non-negative internal work (elastic energy stored in
the solid) and non-negative rate of energy dissipation and verifying if these
two conditions can be fulfilled by the model, and if so what restrictions ap-
ply to its parameters in order to respect the conditions. In classical models
the internal work is related to the stored energy in the solid, then to the elas-
tic part of strain, while the dissipated energy is related to the viscous part of
the strain. However, differently form classical models, in fractional viscoelas-
ticity is not possible to distinguish between elastic and inelastic strain; this
is due to the the fact that the springpot model contains in itself the features
of both springs and dashpots, as shown with the hierarchical and the me-
chanical models of fractional viscoelasticity. Then in order to investigate the
thermodynamic consistency of their model, in the paper [12] the authors ap-
ply a sinusoidal history of strain and analyze the system behaviour after the
transient has decayed. In the stationary condition the stress is also sinusoidal
and by means of the complex modulus in the frequency (Fourier) domain it is
possible to relate the signs of the internal work and of the dissipate energy to
the mechanical parameters of the model. With this strategy they obtained the
following restrictions on the parameters of the model:

A>0 (3.33a)
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B>0 (3.33b)
C>0 (3.33¢)
C
—>B .
= (3.33d)
y=A (3.33e)

By comparing Eq. (3.32) with Eq. (3.25) we recognize that they are equivalent
if:

A . g BB Gh
- E +E - E+E  E+E

Then conditions (3.33a)-(3.33d) for the model described in(3.25) are automat-
ically satisfied if the coefficients E;, E; and Cp are positive; condition (3.33e)
is implicitly satisfied because the same order of derivation was assumed for
the derivative of the stress and the strain in Eq. (3.25). The concepts outlined
above are also valid for a 3D model because as in [12], the same restrictions
apply independently to the deviatoric and the volumetric material functions.
Furthermore, the procedure does not impose any restrictions on the relation-
ship between the two parameters («, §), which relationship determine the be-
havior of the viscoelastic Poisson ratio. Eq.(3.32) can be compared also with
Eq. (3.23) and the same conclusions are reached, then both the SLS models
presented in this chapter are thermodynamical consistent (provided that the
coefficients are positive). These results have been obtained for the particular
case of the SLS models of Fig. 3.5; however in the author opinion it is impor-
tant to find restrictions that apply to the mechanical parameters of simple 3D
springpot model; this issue is addressed in the next section.

y=A (3.34)

3.5.2 Validation of the values of « and B of the 3D springpot model

Thermodynamic restrictions on the values of x and p can be investigated
working with state functions and in particular with the concept of free energy
and dissipation rates. The specific Helmotz free energy 1 is a thermodynamic
state function whose gradient with respect to the actual value of strain e gives
the measured stress; it represent the energy stored in the solid, that is what in
elasticity is defined as elastic energy. The rate of free energy can be expressed
as follows:

=i — T$ (3.35)
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where 1 is the rate of specific internal energy, T is the the absolute temperature
and s is the entropy production. The second principle of thermodynamics
states that s > 4/T, being 4 the rate of change of specific thermal energy, or
simply the rate of thermal energy exchange. It is to be emphasized that:

¢ The rate of change of specific internal energy is related to the rate of the
specific mechanical work done on the system and on the thermal energy
exchange, then 11 = W,y + 4.

* Introducing the entropy production rate due to irreversible transforma-
tions labeled as () > 0, that is related to the dissipated energy, the
second principle of thermodynamics can be written as § = /T + (),

By performing these two substitutions in Eq. (3.35) we get:

§ =t + 4 — T (/T +50) = ooy — D(1) (3.36)

where D(t) = Ts denotes the dissipation rate. When we apply to the vis-
coelastic solid a strain or stress history, in Eq. (3.36) the external work rate
is known and can be evaluated as W,y = o(t)é(t); if it is possible to define
also the free energy rate then also the dissipation rate can be evaluated from
Eq. (3.36). Unfortunately the free energy is not uniquely defined unless a
rheological model with well defined and distinct elastic and viscous phases is
available, as it is so in classical viscoelasticity; in fractional viscoelasticity the
only possibility to distinguish between elastic and viscous phases is to make
use of the discretized versions of the mechanical models described at the end
of the previous chapter, but the number of elements to be taken into account
is very high and depends also on the observation time and on the input on
the system; for these reasons this strategy is not applicable. However, in the
paper [25] the mechanical models of fractional viscoelasticity have been used
to prove that the correct form of the free energy function for the fractional vis-
coelastic material is the one proposed by Stavermann and Schwartzl (citare)
and defined as:

topt
Pss = ;A L R2t—1 —n)d(n)d(n)dndn (3.37)

where R(-) is the relaxation function as usual and the pedex SS stands for
Stavermann and Schwartzl. By using Eq. (3.37) in Eq. (3.36), the following
expression for the dissipation rate is obtained:

DW= [ [R@t -7 -0 @) (@indn (639
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Figure 3.10: Applied strain histories for the evaluation of free energy and dissipation
rate with Egs. (3.39): sinusoidal (a) and constant with initial linear ramp

(b).
For the particular case of the springpot Egs. (3.37) and (3.38) read as follow:

Pss = ZCF // 2t—1 — 1) % (n)d(n)dndn (3.39a)

D(t) = CF // -1 1) " (n)d(n)dudn (3.39b)

Egs. (3.39) should be flrst applied to the 1D springpot model and then to the
3D springpot model; however the main reason to use Egs. (3.39) is to vali-
date the range of values of « and S, then the validation is made directly for
the 3D model. In this case in order to evaluate the free energy and the dis-
sipation rate it is needed to take all the components of stress and strain into
account from both the volumetric and deviatoric contributions. Limitations
on the relationship between « and B can be found by enforcing the condition
that ¢(f) > 0 Vtand D(t) > 0 Vt. However the analytical solution of the
double integrals in Eqs. (3.39) is not straightforward hence numerical inte-
gration has been performed. Egs. (3.39) have been evaluated by considering
a large range of values of & and f; the other mechanical parameters (G, and
Kp) are chosen positive. Two histories of strains have been applied as shown
in Fig. 3.10: a) sinusoidal; b) relaxation with initial linear ramp. For simplic-
ity here we show only results with the following values: 1) x = g = 0.5; 2)
a =05 6=0253)a =055 = 0.75. Fig. 3.11 shows the specific dissipation
rate (dissipation rate per unit volume), while Fig. 3.12 show s the specific free
energy function for the two applied strain histories of Fig. 3.10. Figs. 3.11
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Figure 3.11: Dissipation rates for the applied strain of Fig. 3.10 evaluated with Eq.
(3.39b): sinusoidal (a) and constant with initial linear ramp (b).

and 3.12 show that the dissipation rate and the free energy function are non-
negative whatever the relationship between the values of &« and  is. From
this evidence it has to be concluded that the 3D fractional viscoelastic models
are thermodynamically consistent independently of the relationship between
« and f; this means that both an increasing and a decreasing viscoelastic Pois-
son’s ratio are possible for 3D fractional constitutive models that hence are
suitable to represent both behaviors. The thermodynamic consistency of the
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Figure 3.12: Free energy for the applied strain of Fig. 3.10 evaluated with Eq. (3.39a):
sinusoidal (a) and constant with initial linear ramp (b).

multielement fractional viscoelastic models descend directly from the thermo-
dynamic consistency of the springpot; indeed by adding one or more springs,
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in series or in parallel, to the springpot, no dissipation is added to model;
moreover springs are mechanical elements able to store only positive energy,
then they can not make the free energy function negative. For these reasons it
is possible to state that all the fractional viscoelastic models considered here
are thermodynamically consistent.

3.6 Conclusions

In this chapter a 3D viscoelastic isotropic model based on the fractional vis-
coelasticity has been proposed. The model is defined by means of two relax-
ation (or creep) functions that are assumed power law functions as the simple
1D springpot. The behavior of the model has been explored in terms of the
viscoelastic Poisson’s ratio in creep and in relaxation and by means of creep
and relaxation tests in 3D conditions; the thermodynamic consistency of such
a model has also been investigated in order to find eventual restrictions on
the parameters a and B, which relationship determine the behavior, increas-
ing or decreasing with time, of the Poisson’s ratios in creep and in relaxation;
it has been found that no restrictions apply to the values of « and p and this
is in agreement with reality because there exist both material with increasing
Poisson’s ratio and material with decreasing Poisson’s ratio.

In the same way the 3D springpot model has been defined, it is possible to
define other 3D models based on multielement fractional viscoelastic models;
the advantage of these models is that they have well defined instantaneous
and/or long term moduli. The thermodynamic consistency of these model
descends directly from that one of the springpot model.

Of course, these models are not able to reproduce the behavior of all viscoelas-
tic materials; indeed, for some materials the memory affects the symmetry
and then makes a material anisotropic; also, many materials experience, as
well as viscoelasticity, the feature of hyperelasticity. For these reasons these
models are not resolutive for viscoelasticity problems, but they constitute a
first step to learn how to manipulate and control their behavior and in the
future it is for sure needed more complicate mechanical models to take into
account of all phenomenon that a material experiences. Moreover, the defini-
tion of a mechanical model is not enough to allow researcher and enginner to
use it, then in the next chapter the implementation of these model in a finite
element framework is addressed.
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Chapter 4

Numerical implementation of
3D fractional viscoelasticity

The formulation of proper constitutive models to reproduce the behavior of
viscoelastic materials is of great importance for design and prediction of the
life of engineering components; however, in the field of engineering this is
not enough. Indeed, when working with a real complex shaped components
the analysis of stress and/or of strain can not be conducted without the aid of
some advanced tool such as the Finite Element Method (FEM). For this reason,
in order to make the 3D model of fractional viscoelasticity usable by engineers
it has to implemented in a finite element framework. In this chapter rou-
tines are obtained for the fractional models presented in the previous chapter;
moreover the stability of the integration scheme is analyzed and some exam-
ples performed with the Finite Element (FE) software Abaqus are presented.

4.1 Basic concepts on the finite element method

The finite element method is the most known and efficient methods to find
the solution to problems of solid mechanics. The method is based on the spa-
tial discretization of a continuum body in a finite number of elements. For
the sake of simplicity, in the following the basic concepts of FEM are recalled
referring to an elastic problem.

Consider the generic elastic solid of Fig. 5.26(a), characterized by the volume
V, the free surface Sr and the constrained surface Sc. The solid is loaded with
body forces P and surface traction T on the free surface Sp. The analytical

73
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problem of elasticity is governed by fifteen differential equation:

CTo=P Equilibrium (3)
Cu=ce Compeatibility (6) 4.1)
o = De Constitutive law (6)

with the following boundary conditions:
Cr? c=T in SV ( 4 2)
u=1 in Sc '

where CT and C are the equilibrium and compatibility matrix, respectively,
containing partial differential operators with respect to x, y, z; u is the dis-
placement vector, D is the stiffness matrix, # are prescribed displacement and
n is the outgoing normal vector to the free surface. For the Kirchoff theorem
the solution is unique, but it can be really found only in some special cases
or by introducing some simplifying hypothesis, such as for example the De
Saint-Venant hypothesis for the beams.

/L
- %
nodes «_, g
> /
1
: T .
\ FEs
~L_ |~ X y
(b)

Figure 4.1: Generic elastic body (a); FEM discretization (b).

In order to find an approximate solution, the FEM considers a discretized
domain of the body as shown in Fig. 5.26(b); the number of degree of freedom
(DOF) of such a system is equal to the sum of the number of DOF of each
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node. The displacement field u# inside the domain of each FE is obtained by
interpolating the nodal displacements d, by means of shape functions:

u=Nd, (4.3)

where N is the shape functions matrix; shape functions are usually chosen as
polynomial. By using Eq. (4.3) in the compatibility equation Eq. (4.1), the
following relationship is obtained:

e=Bd, (4.4)

where B = C N is the matrix containing the derivatives of the shape functions
and is usually labeled as compatibility matrix of the FE model. The nodal
displacement vector d, of the single FE must be related to the the global nodal
displacement vector d, that contains displacements of all the nodes of the
system; this is possible by means of connectivity matrices L,:

de =1L, dg (4.5)

To enforce the equilibrium of the system it is necessary to equate the work
of internal forces with the work of external forces for any admissible change
of configuration characterized by the virtual strain field de and the virtual
displacement field du. For the continuum solid of Fig.5.26(a):

/ seTodV = / su'Pav + [ suTds (4.6)

For the discretized solid of Fig. 5.26(b) Eq. (4.6) can be written as:

N, Ne Ny
Y [ seToav =Y | suTPav+Y [ suTTds (47)
i=17Ve i=17Ve i=175f

where N, is the number of FEs, V, is the volume of the generic FE, N is the
number of FEs that have a face on the free surface of the solid and Sy is the
free surface of the generic FE. By using Eq. (4.3), (4.4) and (4.5), the variations
of the strain and of the displacement fields and the stress field are written as
follows:

de = BL.ddg (4.8a)

du = NL,dd, (4.8b)
o = DBL.dg (4.8¢)
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Substituting Egs. (4.8) in Eq (4.7) leads to:
) TpT
5d! {; </V LTB DBLedV> dg—

N, Ny
y / LINTPdV - ¥ / LeTNTTdS} —0 (49)
i=17Ve i=1"5f

that in more compact form reads:

odg {Kdg — Fy — Fs} =0 (4.10)
where:
N,
K=Y / LTBTDBL.dV (4.11a)
i—17/Ve
N,
F=Y / LINTP4V (4.11b)
i=17Ve
Ny
E=Y / LTNTTdS (4.110)
i=17/5f

In Egs. (4.11) K is the stiffness matrix, Fy is the nodal loads vector corre-
sponding to the body forces P and Fs is the nodal loads vector corresponding
to the surface traction T. Eq. (4.10) must be valid for any admissible change of
configuration described by the virtual nodal displacements vector & dg ; then,
by denoting F = Fy + Fs:

Kd, = F (4.12)

Once the stiffness matrix and external loads are known, displacements dg can
be easily evaluated from Eq. (4.12).

Integrals in Eqgs. (4.11) are usually solved numerically with the aid of the
Gauss integration rule (or Gauss quadrature), that reduce one integral in a
summation of a few products and then reduce the computation time; for this
reason each FE contains some so-called Gauss points (or simply integration
points) which number and position depends on the order of the polynomial
of the shape functions (citare un libro sul FEM).

The Gauss integration is especially important when the material is nonlinear
or time dependent; in those cases the solution cannot be found in one step by
inverting Eq. (4.12), but in most of the cases many steps are involved and the
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integrals in Eq. (4.11b) have to be evaluated at every step. With the aid of the
Gauss integration the analysis time is decreased drastically.

4.2 Implicit and explicit integration schemes

When a time-dependent or a nonlinear material is considered, at every time
step the value of the stress must be evaluated for every integration point, then
suitable and efficient integration schemes have to be defined. The most used
integration schemes can be subdivided in two great classes: explicit and im-
plicit integration methods.

4.2.1 Explicit methods

Explicit methods allows to evaluate the state of the system at a later time from
the state of the system at the current time. Consider Eq. (4.13):

£(t) = f(x(t)1) (4.13)

In order to find a numerical solution of Eq. (4.13), the time variable f is dis-
cretized in n time steps of length At. At the generic time t; = kAt the equation
is written as:

Xk = f(xp ) (4.14)

Approximation of the first time derivative with forward Euler method as X} =
(xk1 — x) /At gives

X — X
S = flte) (4.15)

and then:
Xk41 = Xk + Atf(xk, tk) (4.16)

The method is called explicit because the solution for each consecutive step
is written explicitly in terms of the past state of the system. The advantage
of this method is that no iteration is needed through each time increment,
however the method is conditionally stable and in some cases it needs very
small time step At.
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Example

Consider the first order differential equation:

; 2(4) —
X(t) +ax=(t) = f(t) (4.17)
x(0) = xo
Discretization with the forward Euler method gives:
x"%t_xk Yol = f (4.18)

The solution at the time step k + 1 is easily found as:

Xep1 = X + (fe — ax?)At (4.19)

4.2.2 Implicit methods

With implicit methods the solution of the system at a late time is found by
solving an equation that involves both the later time and the current time.
Consider Eq. (4.14); if %y is approximated with the backward Euler method as

¥ = % (4.20)

the discretized equation becomes:

Xk — Xk—1

AF f(x, tr) (4.21)

and then:
Xk = X1 + Atf(xg, tr) (4.22)

Eq. (4.22) is said to be implicit in x; because it appears on both side of the
equation. The advantage of this method is that it is unconditionally stable,
then the time step can be larger than that used in explicit integration; how-
ever at each time step Eq. (4.22) has to be solved and then each time step is
computationally more expensive than a time step in explicit methods.
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Example

Consider the same first order differential equation considered above; dis-
cretization with backward Euler method gives:

Xk — Xk—1
Tax% = fi (4.23)
and rearranging: . N
axi+ 30— (it =57 ) =0 (4.24)

Eq. (4.24) is a quadratic equation, then there exist two roots for it:

—ﬁi\/ﬁ+4“(ﬁ<+%)

5 (4.25)

X =

The correct solution is chosen based on the values of x;_; (xg at the first step)
and fi. In most of the cases the equation to be solved is not as simple as Eq.
(4.24), then no analytical solution is available. For this reason so-called root
finding algorithms are used; the most efficient and used of these algorithms is
the Newton-Raphson that is briefly explained in the next section.

4.2.3 The Newton-Raphson algorithm

The Newton-Raphson algorithm is able to find iteratively the solution to the
equation f(x) = 0; suppose the correct solution is %. In the first iteration an
estimate x; of the solution must be defined arbitrarily; the correct solution
can be defined as ¥ = x; + ¢;, where ¢; = & — x7 is the distance between
the correct and the tentative solution. Since by definition f(%) = 0, by using
linear approximation:

f(x) = f(x1+e1) = f(x1) +erf' (x1) =0 (4.26)

that gives an estimate of e;:

_ f(x)
e 4.27)

With e; it is possible to evaluate an improved estimate of X, namely x»:

e =~

X=x1+e = x1— f(X1) (4.28a)

f'(x1)
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Xp =Xx1+e6e =x1 — ]J:/((fcll)) (4.28b)

At this point the procedure is repeated:

e — ]f:/ ((’;22)) (4.29a)
X3 = Xp +€) = Xp — f(x2) (4.29b)

f'(x2)
The procedure ends when the difference between x,, and x,,_; is smaller than
a prescribed tolerance. This method is often called tangent method because
of the geometric interpretation shown in Fig. 4.2. The Newton method works
well when a sufficiently good first estimate is defined; it is not so, or if the
function is oscillating near the root, Newton method can lead to the wrong
solution or converge very slowly.

J) o

J) [ 5

o),

Figure 4.2: The Newton-Raphson method.

When applied to a FEM problem, the Newton method does not need an
initial guess estimate because equilibrium equations can be used to guide the
procedure. Consider a nonlinear system in the configuration 1y with applied
load Fy. If a load increment AF is applied, the new applied load is F;; in
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order to find the corresponding displacement u; a residual Ry is defined as
difference between the internal and applied forces:

Ro=1Iy—F = —AF (4.30)

Using linear approximation, the first tentative 11, labeled as u 1, is evaluated
as:

Ui = ug — -~ (431)

where Kj is the tangent stiffness, usually labeled as Jacobian, in the configu-
ration up. The tangent stiffness K; ; and the internal force I; ; are evaluated
in the configuration u4 ;; with these quantities a new residual R;; and a new
tentative 1, labeled as u; > are evaluated:

Rl,l = 11’1 — Fl (432&)
R
Uig = tyq — —K“ (4.32b)
1,1

The solution is stopped when R; ,, and/or w1, — u1,,—1 are smaller than pre-
scribed tolerances. The geometric interpretation of this procedure is shown in
Fig. 4.3.

FA
F, K, g
]112/211212 LA

)

FO """ R1,1
Ro
>

u, u1,1 Llu u, u

Figure 4.3: The Newton-Raphson method in FEM analysis.
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When a multi degree of freedom (MDOF) is analyzed, the external and in-
ternal forces, the displacement and the residual are vectors instead of scalars
whereas the Jacobian is a matrix.

4.3 Implementation of 3D springpot model

The constitutive model of the springpot has been implemented in the com-
mercial finite element software Abaqus/Standard through a user material
subroutine UMAT. The implementation however is suitable for any finite ele-
ment code that uses implicit or explicit integration schemes. The subroutine
calculates the increment of stress at the end of each time increment and the
material Jacobian to be used in the computation for the next increment. In
this section we show only the implementation for the springpot model, the
details for the other models are presented in Section 4.5.

When the routine is called, the following information is available as Input:
the stress at the beginning of the increment, the strain at the beginning of the
increment and the increment of strain. We need to have access to the history
of strains i.e. the values of strains in all previous increments. We will give
some details of how this can be achieved at the end of this section.

We start by evaluating the direct component of stress o017 at the end of in-
crement k, which is the first component of the stress vector in Eq.(3.3); the
equations for the evolution of the volumetric and the deviatoric parts of g
are

Ilét) =K (Dﬁﬁv) (t) (4.33a)
o (1) = 3G [D“ <€11 - 8”?)} (t) (4.33b)

where [; = 091 + 020 + 033, €y = €11 + € + €33 and al(f) = o011 — I1/3 is the
deviatoric part of 1. Note that the fractional derivative in Eq. (4.33) is the
Caputo’s fractional derivative. By summing the two contributions we obtain:

on(t) =Ks (DFev) (0 + 36, [0* (e = 22 2) () o

Note that Eq. (4.34) can be obtained also by direct evaluation of Eq. (3.3).
Now, Eq. (4.34) is discretized by using the GL fractional operator; for numer-
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ical implementation the GL operator is slightly modified:

k+1
(§-DFF) (1) = (F-DFF) ((k+1)at) = lim At Y Aflt = (j—1)AH
t—=0 =1
(4.35a)
1
A1 = ]jﬁAj; A =1 (4.35b)
After discretization and rearranging Eq. (4.34) becomes:
k+1 . k+1 (k—j+2)
oV = K Py AP 4 g ey A ( _tmtin ;)
j=1 j=1
(4.36)

The other two direct components of stress can be found by simply rotating
indexes. Eq. (4.36) can be directly implemented in the material subroutine. It
is useful to distinguish the volumetric part, common to all direct components
of stress, and the deviatoric part related to each direct component of strain;
then a scalar quantity Vj related to the first of these and a three component
vector S, related to the second are defined as:

k+1 .
Vs = Kgat F Y APelit2) (4.37a)
j=1
k+1 .
Sur = %G,XAF“ Yo AT 2 11,22,33 (4.37b)
j=1

With these two quantities we are able to evaluate the direct components of
stress as follows:

k 1
O',S +1) = V‘B + Szx,r - E (Z Sa,j - SIX,1’> ; r= 11/ 22/ 33 (438)
]

In an analogous way it is possible to compute increments of the shear compo-
nents of stress:

k+1 .

Y = Gar e Y AW 12,13,23 (4.39)
j=1

where T is the shear stress and 7y is the engineering shear strain. These terms
can be computed directly one by one.
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At this point, by simply calculating differences between (Ti(kﬂ) and Ui(k) with

i = 11,22,33 and between 7" and 7" with r = 12,23,13, all increments
of stress are easily evaluated, and determination of the Jacobian is straightfor-
ward:

A 2
1 - ~ _
m@hnr<@“ﬁ_3@ma)%%+6ﬂfﬂﬁ%+@ﬁﬂ (4.40)
kh

Note that in Eq. (4.40) the substitution /\ga) = /\gl3 ) — 1 has been made. To
code this, we need two quantities; one related to the volumetric relaxation
function (Jg) and the other one related to the deviatoric function (J,)

Jg = KgAt P (4.41a)
Ju = GoAt—0 (4.41Db)
Then
BA(Ti(]-kH) ’
A (]/3 - 3]oc> 8ii0kn + Ju (6ixdjn + Oindit) (4.42)
Ekn

It is to be noted that if routines for a different isotropic fractional viscoelastic
model are needed the structure of Egs. (4.38) and (4.42) remain the same and
the coding can be done without any difficulties; in Section 4.5 some details
are given for the fractional KV, fractional Maxwell and fractional SLS models,
as illustrated in Fig. 3.5. These relationships also demonstrate how the use of
GL fractional derivatives allow the unknown stresses to be determined from
the derivative itself. In this way we avoid the implementation of convolution
with Mittag-Leffler function kernels as done in [24]; moreover the evaluation
of the components of the Jacobian is straightforward and leads to very simple
expressions.

One of the issues in the implementation of the fractional viscoelasticity law
is that we need to have access to the history of strains in order to obtain the
increment of stress. To overcome this problem the values of the components
of strain at each increment must be stored in an array to be updated at every
increment and for each integration point. When working with Abaqus (as the
author of the present work has done), the subroutine is written in Fortran or
C language, then the storage of the values of strain/stress can be done sim-
ply by using a so-called “commonblock”. Storing the history of strain of all
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integration points of all elements can potentially lead to a huge memory re-
quirement when running large models subjected to long histories of loading.
This problem is not negligible, but sometimes can be reduced as shown in the
section numerical tests.

The Newton-Raphson scheme has been proved to be very stable and accurate
for this class of problem; furthermore the integration scheme proposed in this
section is very stable and convergence is related only to the size of the time
increment At, in fact fast convergence is ensured by the use of a sufficiently
small At. The accuracy of this integration scheme in comparison with ana-
lytical results can be appreciated in the section Numerical tests. Some com-
mercial FE codes that use an implicit Newton-Raphson integration scheme
allow the time increment to be determined automatically to optimize the run
time. The Griinwald-Letnikov formula for evaluation of the fractional deriva-
tives has been derived assuming a constant independent variable increment
(i.e. the time) and to the best of our knowledge a corresponding formula-
tion for a variable increment is not available in the literature; furthermore,
the automatic time increment requires the definition of a tolerance criterion,
that is difficult to define without knowledge of the elastic and inelastic parts
of the strain, contrary to that for plastic and classical viscoelastic materials.
For these two reasons, until now, we have limited ourselves to use this model
with a fixed time increment.

In situations where an explicit integration scheme is needed, we can simply
use the formulation reported above, apart from computing the Jacobian which
is not needed.

4.4 Numerical tests

In this section the results of simple analysis in Abaqus with the fractional
viscoelastic material subroutine are reported. The purpose if this test is to in-
vestigate the accuracy of the subroutine for various At and for various input
on the system; moreover, in order to reduce the amount of memory needed
for the analysis it is investigate the possibility to truncate the memory of the
material.

In all the examples the model is a truss with length L = 5 m, cross sec-
tion A = 10~* m?; one end of the truss is fixed whereas on the other end a
longitudinal force history F(t) is applied which results in an applied stress
o(t) = F(t)/A considered uniform over the truss. A 1D model has been
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chosen because results are easily understandable and valid also for 3D model
since here only the time integration scheme is analyzed; the truss is discretized
with a single linear FE with two nodes and one Gauss point, that in case of
application of one concentrated force gives the exact solution.

The mechanical model is the 1D springpot model with C, = 10° Pa sec* and
a = 0.3. The value of C, is of the order of magnitude of the Young modulus
of many common polymers.

Analysis are performed in quasi-static condition with implicit integration scheme
and in dynamic condition with both implicit and explicit integration scheme.
Implicit integration uses the Newton-Raphson iterative algorithm; in this case
analysis with different value of At have been performed; it is not possible to
truncate the memory. Explicit integration scheme does not use the Newton-
Raphson method and there is no check for the convergence; for this type of
analysis the possibility to truncate the memory has been investigated. Fur-
thermore, another strategy to reduce the amount of memory required has
been tried, that is to use a variable At; some tests have been performed to
explore the possibility to use this strategy in both implicit and explicit analy-
sis, but results are not good and this strategy is abandoned for this work.

The analysis have been performed with three different applied stress history:
constant (creep test), linear ramp, sinusoidal:

o(t) = %U(t) (4.43a)
o) =27 (4.43b)
o(t) = %sin(wt) (4.430)

where Fy = 1000 N, T is the observation time and w is the frequency of the
sinusoidal load.

4.41 Implicitintegration scheme

The implicit integration scheme is used at every time increment to evaluate
the increment of stress from the knowledge of the the increment of strain;
moreover the Jacobian is evaluated. The increment of stress together with the
material Jacobian allow to evaluate the new increment of strain (for the next
time increment or for the next iteration of the Newton-Raphson algorithm).
This method can be used both in quasi-static analysis and in dynamic analysis.
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Quasi-static condition

In quasi-static condition the time variable is taken into account but inertia
forces are neglected; the applied stress histories of Eqs. 4.43 are depicted in
Fig. 44forT =20sand w = 1.
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Figure 4.4: Applied history stresses for the quasi-static FEM tests: unitstep (a), linear
ramp (b) and sinusoidal (c).

The analysis have been performed with different choices of the time in-
crement At = 0.1, 1, 2 s; for At = 0.1 s results coalesces with the analytical
results. Fig. 4.5 shows the responses of the viscoelastic truss to the input of
Fig. 4.4. From this figures it can be deduced that: the less demanding situ-
ation from the computational point of view is the case with ramp load (Fig.
4.5(b)), while the more demanding situation is that with the sinusoidal load
(Fig. 4.5(c)); for the creep test (unitstep load), when At assumes large values,
the precision is low only at the beginning of the test, because the FE software
can not apply the pure unitstep load, but it consider a linear ramp through
the first time increment.
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Figure 4.5: Responses of the viscoelastic truss in quasi static conditions for unitstep
load (a), linear ramp load (b) and sinusoidal load (c).

Itis to be noted that the precision is better than in the case that the Newton-
Raphson algorithm is not used; this is evident especially when the sinusoidal
load is applied: although the time resolution for At = 1, 2 s is not good to
properly describe the applied load, the error is not big and it is at most 6 %.

Dynamic conditions

The same numerical tests have been performed in dynamical conditions. For
the chosen mechanical parameters, transitory dynamical effect are observable
in a very small range of time; for this reason the time of observation has been
set to T = 0.2 s and the frequency w = 100, resulting in the same applied
stress histories of Fig. 4.4, in which the time scale has been reduced to have
the maximum t = 0.2 s. Results are shown in Fig. 4.6 for At = 1074, 5.
103,102 s.
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Figure 4.6: Responses of the viscoelastic truss in dynamic conditions for unitstep load
(a), linear ramp load (b) and sinusoidal load (c) with implicit integration
scheme.

Differently from the quasi-static conditions, the most demanding situa-
tion is the creep test; indeed in this case the load is applied suddenly (linear
through a time increment) and very fast oscillations are inducted on the sys-
tem. For the linear ramp and sinusoidal loads, the input change gradually
from the value of 0 at t = 0, then a larger At is able to reproduce the correct
response. Good results with the constant and sinusoidal load are achieved
also with At = 1073 (not present in Fig. 4.6), but in order to have a good res-
olution of the oscillations at the beginning of the creep test At = 10~* must
be used. As in the quasi static conditions, results to the linear ramp applied
stress are good also with very big time increments.

4.4.2 Explicit integration scheme

Explicit integration scheme is used when it is convenient to use a great num-
ber of small time increments; the integration for every time increment is much



“GAThesis” — 2016/1/14 — 18:12 — page 90 — #104

90 4. Numerical implementation of 3D fractional viscoelasticity

faster than with implicit integration, because no Jacobian has to be evaluated
and inverted; indeed in FE models with many DOFs, the Jacobian is a matrix
which dimensions are equal to the number of integration points, than invert-
ing the Jacobian is very time consuming.

0.010
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Figure 4.7: Responses of the viscoelastic truss in dynamic conditions for unitstep load
(a), linear ramp load (b) and sinusoidal load (c) with explicit integration
scheme.

Explicit integration schemes are conditionally stable; indeed, the size of
the time increment has a maximum value Atg that is the so called “stable time
increment” determined as the time that a dilation wave employs to go through
a single FE; when the model has FEs of different size and more then one ma-
terial, Atg is the smallest between the stable time increments of all the FEs.
When the time increment is bigger than Atg, the response diverges; some-
times to obtain accurate results the time increment is even smaller than Ats.
The truss of the previous sections has been used also for the test with explicit
integration; the possibility to truncate the memory of the material is investi-
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gated. In this case Ats = 1,56 - 10~3; however to obtain good results At = 104
has been used. For each load history of the dynamic implicit conditions, the
analysis has been performed with different length of the memory of the ma-
terial M = 0.2, 0.05, 0.02 s. Results are depicted in Fig. 4.7.

From this figure it is evident that when the memory of the material is trun-
cated, at a certain time t > M the response of the system starts to follow a
wrong evolution; however, the response remain stable if the memory is trun-
cated not too much: for the linear ramp and sinusoidal loads M = 0.1 s (not
present in Fig. 4.7) ensure to obtain the correct response in an observation
time T = 0.2 s, while for the creep test the correct resposne is obtained with
M = 0.15 s (not present in Fig. 4.7). As in the dynamic implicit analysis, the
most demanding situation is the creep test.

4.5 Implementation of multi-element fractional models

In this section governing equations and Eqgs. (4.37), (4.39) and (4.41) for the
fractional multi-element models (fractional Maxwell, fractional KV, fractional
SLS) are given.

Fractional 3D Maxwell model

The governing equation of the 1D fractional Maxwell (3.21a) is reported in the
following:
E
B = - B

(D a) () + Cﬁa(t) E (D e) (t) (4.44)
From this equation it is evident that this model requires a knowledge of both
strain and stress history to evaluate the new stresses; to avoid this, we simply
perform an integration of order § of the equation:

E
— (1P —
o(t) + G (1P0) (£) = Ee(t) (4.45)
In this way only the history of stress is required to evaluate the new stress at
each increment. Then the volumetric and deviatoric parts of the governing
equation are found by generalizing Eq. (4.45) and not Eq. (4.44); governing
equations for volumetric and deviatoric parts of 0y (t) are

Lo K (gL,
T <1 3> (1) = Key (1) (4.46a)
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d G (d) 4 822(f) + 833(f)
‘71(1)(t) + G. (104011 ) (t) = gG <€11(t) B E— (4.46b)
Terms for evaluating stresses:
KK AP k1
= F kD) 2y (B k) 4.47
Ve Ky + KAtF {EV 3Ks 57 } (4.472)

o k+1
Sy = ;GG“{s&"“) AP A @) } ;o r=11,22,33 (4.47b)

G + GuAt® 2G, = I
k+1
(k+1) _  GGa (k+1) At (@) _(k=j+2) | . _ 12 13.23
o _G—l—GaAt"‘{ ’ Ga ];Af K o TE e
(4.48)
Terms for the evaluation of the Jacobian
_ KK (4.49a)
o= X, Ko e
GGy
= 4.49b
Jo= a7 G A (4.49D)
Fractional 3D KV model
Governing equations for volumetric and deviatoric part of 011 (¢):
Ilg(t) — Key () + Ky (Dﬁsv) (t) (4.50a)
4 €(t) + €e33(t 4 €0+ ¢
c Dy = 4 (e — W Eent) 40 [pa () emtems)]
3 2 3 2
(4.50b)
Terms for evaluating stresses:
k+1 & k—j+2
RS CARES N A](f‘)e(V*” ) (4.51a)
j=1
k+1 ,
Ser = %Gg&” Uy %G,XAF“ y A](“)sgk7]+ 2. r=11,22,33  (451b)
j=1
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k+1 k+1 & k—j+2
7 = Gy Y 4 Gar Y AWM T, r=12,133 (45
j=1

Terms for the evaluation of the Jacobian
Jp = K+ KgAt =P (4.53a)
Jo = G+ GuAt™" (4.53b)

Fractional 3D Zener model a)

Governing equations for volumetric and deviatoric parts of o1 (t):

I K I Ky +kp)K
gl + K—i (Dﬁ;> (t) = Kyey(t) + (1K22)ﬁ (Dﬁ€V> (t) (4.54a)

A0+ & (0eld) () = 261 (en(n - 2T

L G H GG [ (2t ] 4y (45up)
3 Go 2

By analizing Eqs. (4.54) it is immediately evident that this model requires a
knowledge of both strain and stress histories; with this model, and also with
more complicated models, this cannot be avoided and equivalent simplifica-
tions to that employed for the fractional Maxwell model are not available.
Terms for evaluating stresses:

_ 1 (k+1) —p
V‘B = W{EV [KlKZ + (Kl + KZ)KﬁAt i| +

5 k+1 8)
—|-K/5At ;A]’

; 3

(k=j+2)
_. I
(Ky + Kp)elk 772 — 1] } (4.55a)

_ 4 (k+1) —a
Sar = 3(Ga + GabAE9) {Er [G1G2+(G1+G2)G4At ] +

k+1
+GoA Y ALY
j=2

. (k—j+2)
(G1+ Gz)sgkfﬁz) _ T 5

|

r=11,22,33 (4.55b)
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! (k+1) )
v = e 616+ (G + GG ] +
¥ k=j+2) k—j+2
+ GuAt™" Z)\](a) [(Gl 4 Gy)y K gk )} };
=2

r=11,22,33 (4.56)
Terms for the evaluation of the Jacobian
B KiKsy + (K1 + Kz) + KﬁAfﬁﬁ

p Ko + KgAt=F (4.572)
G1Gy + <G1 + Gy) + G At
- 4.
Ja Gy + GaAt— (4:57b)

Fractional 3D Zener model b)

Governing equations for volumetric and deviatoric parts of oy (¢):

11 Kﬁ Il K1K2 KlKﬁ
= DE=) (1) = t)+ —+F  (DP t)  (4.58
3+1<1+1<2< 5 ) ) K1+K2€V()+K1+K2< gv)U (4.582)

(d) Gu «(d) _4 GG _ex(t) +ess(t)
oy (8) + Gi + G, <D 011 ) (t) = 361G e11(t) — 5 )T
4 GG, €2 + €33
= D* - t) (4
+3G1—|—G2[ <€11 > )]() (4.58b)
Terms for evaluating stresses:
1 (k+1) -
Vg = Ky (Ko + KgAt P
P K1+K2+K,3At—l3{€‘/ 1(Ke - KpAE)+

k+1 . [(k=i+2)
+Kpat Py AP (Kls(v’”* Yol } (4.59)
j=2

4
3(G1 + Gy + GaAtf‘J‘)

k+1 ‘ (k=j+2)
+ G“Atftx Z )L](IX) <G185k1+2) _ 0}2> }’
j=2

Sur = {sﬁ””cl (G2 + GuAt ™) +

r=11,22,33 (4.59b)
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(k+1) 1 (k+1) —x
= + G, A +
o G1+G2—I—GaAt“{% G1 (G2 + Gubt™)

k+1 , .
+ GuAE Y ALY (Gnﬁ"’”” - r}"’””) } . r=12,13,23 (4.60)
j=2

Terms for the evaluation of the Jacobian

Ky (Ky + KgAtF)
- Ky + Ky, + K[;At_ﬂ

If (4.61a)

Gy (G2 + GuAt™)
" G1+ Gy + GuAt™

T (4.61b)

4.6 Conclusions

In this chapter the implementation of 3D fractional viscoelastic models in a
finite element framework has been discussed; the fractional derivatives in the
constitutive equations have been discretized by means of the GL definition.
The routines have been tested in Abaqus and they resulted very fast and sta-
ble; however, the need to access to all history of stress and/or strain implies
that a great amount of memory have to be used to analyze models with a
great number of FEs and with many time increments; to decrease the amount
of memory required one possible strategy is to truncate the memory of the
materials, but this works only for explicit analysis; on the other hand, implicit
analysis converge with larger time increment than explicit analysis, with con-
sequent smaller amount of memory required, but in some cases, for example
when contact are present in the model, explicit analysis converge more eas-
ily than implicit. Although in some cases truncate the memory is useful, it
is believed that other strategy can be found to decrease the amount of mem-
ory required, for this reason in the future some efforts should be devoted to
this purpose. In the next chapter an example of FE analysis with fractional
viscoelastic material implemented with the formulation of this chapter is pre-
sented.
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Chapter 5

Applications

In the previous chapters fractional viscoelasticity, 3D formulation of fractional
viscoelasticity and its implementation in the finite element method has been
discussed; in this chapter some engineering applications of these mechanical
model are presented. In particular the following topics are discussed: the frac-
tional Tajimi-Kanai model, that is a model useful to generate filtered white
noise (as for example earthquakes) that has been modified with a fractional
term; Euler-Bernoulli and Timoshenko beams made of fractional viscoelas-
tic material; the formulation of a nonlocal fractional viscoelastic Timoshenko
beam; FEM simulations of biomedical prosthesis constituted of a viscoelastic
polymer.

5.1 The fractional Tajimi-Kanai model

The ground acceleration is usually modeled as a filtered Gaussian process.
The most common model is a Tajimi-Kanai filter [62, 88] that is a classical
viscoelastic Kelvin-Voigt unit carrying a mass excited by a white noise (accel-
eration at the bedrock). Based upon the observation that soils exhibit a power
law trend in the creep test, it is proposed the substitution of the purely vis-
cous element in the Kelvin Voigt element with the springpot. With this choice
two main goals are reached: i) The viscoelastic behavior of the ground may
be simply characterized by performing the creep (or the relaxation) test on a
specimen of the ground at the given site; ii) The number of zero crossing of the
absolute acceleration at the free field that for the classical Tajimi-Kanai model
is oo for a true white noise acceleration, remains finite for the proposed model.

97
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Results of this section have been already published in [6].
In the following the fractional Tajimi-Kanai model will be introduced in de-
tails, but for clarity’s sake the classical Tajimi-Kanai model is first discussed.

5.1.1 The classical Tajimi-Kanai model

The Tajimi-Kanai (TK) model for the earthquake ground motion is based on
the observation that the absolute acceleration of the ground may be sought as
a white noise process (acceleration at bedrock) filtered through superimposed
soil deposit modeled as a single degree of freedom oscillator as depicted in
Fig. 5.1. Let us denote as M, the mass of the oscillator, K, the stiffness and

W)

U@
>

M

O O

Figure 5.1: Classical Tajimi-Kanai model.

C, the damping coefficient of the dashpot connecting the mass M, and the
bedrock, U(t) is the absolute displacement of the mass Mg, W(t) the absolute
displacement of the bedrock and X, () the relative displacement between the
mass M, and the bedrock (X, (t) = U(t) — W(t)). Based on the above consid-
erations, the dynamic equilibrium equation of the mass M, is given as:

Mq(Xo(t) + W(t)) + CoXq(t) + Ko X(t) =0 (5.1)
and dividing by M, we get
Xg(b) +205we Xg (1) + wiX(t) = —W(t) (5.2)

where {, and w, are the damping ratio and the circular natural frequency
of the ground, respectively, whose values are generally w, = 57 (rad/sec),
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{¢ = 0.6. Then since we are interested in absolute acceleration of the free field
we may write

U(t) = Xo(t) + W(t) = 204w Xg — w3 X, (t) (5.3)

Now let us suppose that W(t) is a normal white noise process characterized
by the Power Spectral Density (PSD) level Sy (constant at overall frequencies),
then the PSD for U(t) is given as

4 2,02 2
wy +4lGwow

. -9
Su(w) = 27So (W} — w?)? + 4G wiw?

(5.4)

Close inspection of Fig.5.1 reveals that the classical TK filter is neither else
than a Kelvin-Voigt element carrying a mass M, in which the elastic and the
viscous elements take into account the viscoelastic property of the soil deposit.
In order to overcome the unrealistic value of S;;(w) at w = 0 (S;3(0) = 271Sy)
in [19] is proposed a modification of the classical TK by inserting another os-
cillator (like a filter) avoiding the physical inconsistency. On the other hand
in the previous section it has been shown that the correct interpretation of the
viscoelastic property of the soil is a spring (like in the classical TK filter) and
a fractional element characterized by the coefficients f and Cg. This issue will
be addressed in the following.

5.1.2 Fractional Tajimi-Kanai model

Once we know the local constitutive law of the ground, by knowing the depth
and the local characteristics of the soil deposit by using a shear type beam
model the acceleration at the free field may be obtained. However since our
goal is to find a simplified model like the Tajimi-Kanai filter we assume that
the dashpot in the TK is substituted by a fractional element characterized by

pand C ) as depicted Fig. 5.2. Inspection of the above model reveals that the
dashpot characterized by C, in the classical TK is substituted by a fractional
element (Fig. 5.2b), usually termed as springpot because it is an element with
an intermediate behavior between the purely elastic (SPRING) and a purely
viscous one (dashPOT). As we assume that the term C,X,(t) in Eq. (5.1) is

substituted by Céﬁ ) (CD(’E;+ X¢)(t) the equation of motion in canonical form is
written as

Xq(t) + 28w (CDE. Xo) (1) + w?X, (1) = —W(t) (5.5)
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Figure 5.2: Fractional Tajimi-Kanai model.

where , is an anomalous damping coefficient [{g] = [secF~1].
Since the Fourier transform of the Caputo’s fractional derivative is given as

7 {CDE Xe) (10} = (i) K () = o] <Cos </32”> +
isgn(w) sin <’827T>> X (w) (5.6)

where i = /-1, sgn(w) is the signum function and X,(w) is the Fourier
transform of X,(t), then after some algebra we get the PSD of the absolute
ground acceleration in the form

wf + 453 + 4gwPa) cos(1F)
(wf — w?)? +452w2w2ﬁ+4§gwﬁwgcos(ﬁn)( wg =)

Su(a)) =278y (57)

It is worth stressing that as soon as we assume f = 1, then gg = (g, and
since cos(pr/2) = 0 Eq.(5.7) reverts to Eq.(5.4). Also in the proposed model
there is a physical inconsistency at w = 0, that is S;;(0) = 27Sy like in the
classical filter. To avoid this problem, a similar strategy, like that one used in

[19], may be also used for the FTK system. However for the sake of simplicity

hereinafter this problem is not considered. To select the parameters kg, Cé(,’3 )

and f it is possible to perform a best fitting of experimental shear creep tests
on sample of real ground. It can be easily demonstrated that for a fractional
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Figure 5.3: a) Typical visco-elastic shear test [91]; b) Shear creep test: experimental
data (dots), theoretical result (solid line)

Kelvin-Voigt model the creep function is given in the form

k
J(t) = klg (1 —Eg (—Cé)tﬁ>> (5.8)
8

where Eg g, 1(-) is the Mittag-Leffler defined in the Appendix. Inserting Eq.
(5.8) into Eq. (2.6) it leads to

© k
1) =Y =5 (5 @) (5.9)

The creep function for the ground are rare as in fact the tests performed on
the specimen of ground are usually performed only to assess the ultimate
load for the ground at hands and not for the characterization of the viscoelas-
tic behavior. However recently [91] for shale located in Lougtan Hydropower
project of China using shale sample size of 150mmx150mmx150mm the creep
test are reported. Such a test have been performed for various shear stress
levels and the results are depicted in Fig.5.3a A best fitting between experi-
mental creep and theoretical ones obtained by Eq. (5.8) returns the parame-
ters kg, = 55 10°[N/m], Céﬁ) = 71 kg[NsecP /m], B = 0.4, for the minimum
level stress T = 0,45MPa. The selection of the minimum stress level is made
in order to ensure us that the ground behaves in the viscoelastic zone. The
parameter 7; is a dimensional factor useful to give a numerical relation be-

tween k, and cl); for the ground at hands it is 1 = 20 [secf]. Like in the
classical TK then the main assumption is that the ground deposit behaves lin-
early. This is reflected from the fact that the equation of the filter is ruled by
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Caputo’s fractional operators that are in fact linear ones. If the magnitude of
earthquake grows then the Nutting law requires the dependence on the level
of stress as well. As in fact the Nutting law is y(t) « ¢ F (being a an indi-
cator of nonlinearity) and the equation of the filter is non linear. Hereinafter
the dependence on the stress level is eliminated in order to work with a linear
model as the classical TK is. Once the parameters have been obtained by the
best fitting the shear creep test curve obtained from experimental data is con-
trasted with the theoretical one expressed in Eq. 5.8 and plotted in Fig.5.3b.
From the figures some considerations may be withdrawn: i) From the experi-
mental tests it is apparent that the correct way to describe the soil constitutive
law is involving power law in the kernel of Egs. (2.6) and/or (2.8). ii) As a
consequence of i) the proper constitutive model of soil deposit is not a clas-
sical Kelvin-Voigt or Maxwell element or more complex combination of such
elementary units since a fractional constituitive law may be represented by co
Kelvin-Voigt elements. Now to study the PSD of the FTK the values of { ¢and
wgq have to be found; in order to do this, first a relation between (, and wy is

found thanks to the relation between k, and C;E,’5 ) as
(B)
C Y1 k -
8 8
—£ = = 20w (5.10)
Mg M 88
and since '
g _ 2
we obtain
s N
ls == wg (5.12)

The values of {; and wy are then calibrated in order to have the PSD peak of
the FTK at almost the same frequency of the peak of the TK PSD obtaining
wg = 2[rad/sec] and {g = 20. In Fig.5.4 the PSD for the classical TK filter is
contrasted with that of the proposed FTK filter. From Fig.5.4 at first glance
it seems that no substantial difference between the two PSD distributions is
evidenced. It follows that up to now the only reason to prefer using the FTK
is that it models the viscoelastic property of the soil in a more realistic way.
As in fact the parameters (, and wy of the classical TK are mainly determined
by the zero crossing of historical data and other specific characteristics based
upon the probability theory of stochastic processes. However there is another
reason to prefer the FTK from a theoretical point of view that is not explicitely
claimed in literature. This issue will be adressed in the next section.
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Figure 5.4: Power spectral densities of U(t); classical TK (solid line): wy = 571, {g =
0.6, So = 1; FTK (dashed line): wg =2, (¢ =20, = 04,5y =1

5.1.3 Zero crossings for TK and FTK model

The PSDs of the absolute acceleration U(t) of TK and of FTK model are given
in Egs.(5.4) and 5.7, respectively. In order to match experimental data coming
from historical earthquake model the zero crossings of the absolute acceler-
ation at the free field has to be evaluated. It is well known that the mean
number of zero crossings v of the stationary Gaussian stochastic process U (t)
is given as [69]

= I S (@) . (5.13)
where Sij(w) is the power spectral density of the rate of acceleration (], oy;
and oy are the standard deviation of {] and U, respectively.

On the other hand since Sij(w) = w?S;;(w), the number of zero crossings
for the TK model and the FTK model is given by inserting the corresponding
PSDs obtained by Eq.(5.4) (TK model) or Eq.(5.7) (FTK model). We prelimi-
nary observe that Sy (w) for classical TK model is depicted in Fig.5.5 (solid
line), in the same figure the Si7(w) is plotted for FTK model (dashed line)
for the selected parameters reported in previous sections and Sy = 1cm?/sec.
From this figure it is evident that for B = 1 (classical TK) the PSD of {](t)
for w — oo is constant (for the case under exam the asymptotic value is
355 cm? /sec®). This may also be captured by making the limit for w — oo
of Eq.(5.4) multiplied by «w?.

L1 [fowsu(w)dwr/z _loy
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Figure 5.6: Sample functions of U(t) for various values of the cut off frequency w. in
the TK filter (wg = 57, {¢ = 0.6)
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105

This means that as we assume that the PSD is that given in Eq.(5.4) the
mean number of zero crossing per unit time is co. This fact is ignored in liter-
ature since usually people say that for w > 80 — 100 rad/sec the PSD is negli-
gible. This means de facto that the stochastic process of input is band limited.
If this assumptions is made then also the mean number of zero crossing does
not diverge.

30
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Figure 5.7: Sample functions of U(t) for various values of the cut off frequency in the

FTK filter (wg = 2, g = 20, f = 0.4)

In Fig. 5.6 two sample functions of U (t) are plotted with different clipping
on the PSD of the classical TK filter. In Fig.5.6a the cut off frequency wc is
80 rad/sec and the number of zero crossings v ~ 8sec™!, in Fig.5.6b the cut
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off frequency is 5000 rad/sec and v ~ 60sec”!. By increasing the cut off
frequency v increase without limit.

In Fig.5.5 something different happens for the FIK filter, that is the PSD
of UI(t) goes to zero for w — oo. Moreover if 0 < B < 0.5 also the area
of the PSD reamains finite and then the mean number of zero crossings is
tinite. That is the FTK model may be enforced by a true white noise process,
obtaining, for w. — o0, a number of zero crossings v ~ 7.6sec”!. In Fig.5.7
two sample functions of U () for the FTK with different values of w; in Fig.5.7
a the cut off frequency wc is 80 rad/sec and the number of zero crossings
v ~ 5.7sec”!, in Fig.5.7b the cut off frequency is 5000 rad/sec and v ~ 7 sec™ L.
This value remain stable also for higher values of the cut-off frequency and is
v ~ 7.6sec! for w, — oo. From the above considerations it follows that by
using the FTK one may take profit of all tools of [td’s calculus that remains
valid only if the input is a true white noise.

5.2 The fractional viscoelastic beams

In last years growing interest has been devoted to the use of polymers for
structural applications; in particular, fiber reinforced composites with poly-
meric matrix are already widely used, as for example composite panel and
pultruded elements. Fiber reinforced are more known as Fiber Reinforced
Polymers (FRP). Many FRP are constituted by long fibers disposed along one
or more direction; if for simplicity we refer to fibers along one direction only,
it is reasonably expected that, since the fibers are often elastic, in the direction
of the fibers the behavior is elastic while in the other direction the behavior is
viscoelastic due to the viscoelasticity of the matrix. Viscoelastic effects occur
also in the direction of the fibers because of the sliding of the fibers with re-
spect to the matrix due to a non-perfect adhesion at fiber-matrix interface. For
these reasons, when FRP elements are modeled as beams, it is necessary to
include the viscoelastic constitutive laws in the beam model; with this strat-
egy the elastic beam formulation can be modified to include fractional vis-
coelasticity. The fractional viscoelastic EB has been formulated and discussed
in [33]; in the following the fractional viscoelastic Euler-Bernoulli is first re-
ported for completeness and fractional viscoelastic Timoshenko beam is in-
troduced; then a comparison between experimental result and the fractional
viscoelastic Timoshenko beam is presented.
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5.2.1 Fractional viscoelastic Euler-Bernoulli beam

In the classical elastic Euler-Bernoulli (EB) beam the main hypothesis is that
the cross section of the beam remains perpendicular to the center of gravity
line in the deformed configuration. This hypothesis, known as Bernoulli hy-
pothesis, implies that there are not shear strain; this hypothesis is reasonable
for slender beams in which the shear deformation in negligible respect to the
flexural one. Slender beams are considered those with L/H > 10, where L is
the beam length and H is the height of the cross section.

Consider an EB beam constituted of a viscoelastic material which correspond-
ing model is the springpot model; the beam has the center of gravity line over-
lapping the z axis, while the x and y axis are in the cross section plane. The
equilibrium equations of the beam are given as:

oT,(z,t 0%v(z,

0 _paP ey G
OM,(z, d¢x(z,
a(ZZt) = Ty(z,t) — mx(z,t) +pIx(z)(%E§t) (5.14b)

where T, is the shear in y direction, My (z,t)is the bending moment around
the x axis, v(z, t) is the displacement of the center of gravity of the cross section
in the y direction, ¢(z,t) is the rotation of the beam cross section around x
axis, gy (z, t) is the distributed load in the y direction, m,(z, t) is the distributed

v(z,1)

Figure 5.8: EB beam. Positive sign conventions are reported.

moment around x axis, I,(z) is the second moment of the cross section about
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x axis and p is the density of the beam. For the Bernoulli hypothesis:

do(z,t)
oz - @(Z/ t) (515)
With this assumption:
0%v(z, t
e(y,z;t) = —y aiz ) (5.16)

By considering the governing equation of the springpot (2.29) and considering
that

My (z,t)
oy, z;t) = 5.17
Wzt) ==y Y (5.17)
the following relationship is obtained:
9?
My (z,t) = —CaIx(z)g(Dgﬁv(z,t)) (5.18)

By differentiating (5.18) with respect to z and taking into account Eq. (5.14b):

2
Ty(z,t) = _C"‘aaz (Ix(z);ZZ(D8‘+v(z,t))> (5.19)

By substituting Eq. (5.19) in Eq. (5.14a) the fractional differential equation for
the viscoelastic EB beam is obtained in this form:

0%v(z,t) 02 0?
pA(z) 57— T Cana (Ix(Z)aZZ(DSW(ZIt))) =qy(zt) (5.20)
Boundary condition can be superimposed by means of Eq. (5.18) and Egq.
(5.19).

An analogous law can be obtained for viscoelastic EB beam which material is
modeled as a fractional KV model with parameters E, C, and «; by making the
same manipulations of above the following fractional differential equation is
obtained:

Po(z,t) 2 9 .
pAE 0D L P 1) 2 (Bo(e ) + CulDg oz 0) | = (2 G21)

The solution to these equations can be fund by classical approach, as for ex-
ample Galerkin approach or the Agrawal approach in the case that I;(z) is
constant along z (citare qualcosa).
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5.2.2 Fractional viscoelastic Timoshenko beam

The fractional viscoelastic Timoshenko (TM) beam can be developed with the
same approach used for the fractional viscoelastic EB beam. Differently from
the EB beam the kinematics of the TM beam take into account of the shear
strain for the evaluation of the deflection of the beam; this implies that the
slope of the deflection has to be written as:

8vgzz,t) =1(zt) — ¢(z,1) (5.22)

where 7(z, t) is the shear strain in the y direction. The equilibrium equations
(5.14) remain valid also in this case. In the viscoelastic Timoshenko beam two
constitutive laws must be defined, one for the normal stress ¢(¢) and one for
the shear stress 7(#):

o(t) = Cy (Dy:e) () (5.23a)

T(t) = Cy (D{;q) (t) (5.23b)

Note that C, plays the role of E (Young modulus) of the elastic case, while Cg
has the same role of G (shear modulus), but C, and Cg are not related to each
other as E and G are. This means that the mechanical model of the beam is
transversally isotropic, because the constitutive law along z is different from
the constitutive law in the plane xy. Eq. (5.17) remains valid also in this case

and moreover: T2 )
y z,t

= == 5.24

(= L5 (5:24)

where yx is the shear factor and A is the area of the cross section. Eq. (5.16) is
not valid for the TM beam then it is only possible to write:

e(y,z;t) = ya"’éz’ £) (5.25)

By using Eq. (5.17), Eq. (5.23a) and Eq. (5.25) the bending moment M, (z, t) is
obtained as

Mu(z:1) = Cule(2) o (DS 9) (1) (526)

while using Eq. (5.23b) and Eq. (5.24) the shear T} (z,t) is

Ty(z;t) = xA(z)Cp [D8‘+ (avgzz,t) + go(z,t))] (5.27)
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Spatial differentiation of both Eq. (5.26) and Eq. (5.27) and the use of equi-
librium equations (5.14) leads to the coupled differential equation of the TM
beam:

2. (z,t 92
oL@ T 2ED 1) 2 (D5 ) (04

XACg {Dg <avgzz,t) + %(z,t))] = my(z,t) (5.28a)

2
)(A(Z)Cﬁaaz [D8‘+ <avgzz,t) + go(z,t)ﬂ = —qy(zt) —I—pA(z)a zg(zzz,t) (5.28b)

If I,(z) and A(z) are constant along z, by means of some manipulations Egs.
(5.28) can be reduced to a single equation:

o' (Do) (z1) L o (15.0) (z,1) CuLp? (D5 Fo(z 1) )

Cals dz* xCp ot xCpg 0t29z2
I d*v(z,t) *v(z,t) (2,0 + omy(z,t) N ol d (I(?My) (Z,t)+
Phapaz TP T T 9z | xAC;  op
Cut (Dg: ﬁ”’y> &) (5.29)
XACg 022 '

Eq. (5.29) is the governing equation of a transversally isotropic fractional vis-
coelastic Timoshenko beam; by setting « = p = 0 in Egs. (5.28) and in Eq.
(5.29) the classical elastic Timoshenko beam coupled equations or single equa-
tion are obtained. This model is more suitable to model fiber reinforce com-
posites than the EB beam, because often FRP are well represented by transver-
sally isotropic models due to the presence of a prevalent direction of the fiber
orientation. Indeed, for long fiber composites, the viscoelasticity along the
fiber direction can be captured by both the EB and TM beams, but the vis-
coelasticity in the cross section plane can not be represented by the EB beam
that does not allow shear strain, but can be reproduced by the viscoelastic TM
beam.

As longitudinal or transverse mechanical model for the beam, also other frac-
tional viscoelastic mechanical models can be assumed, but they are not re-
ported here for brevity.
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5.2.3 Fitting of experimental results with fractional viscoelastic Tim-
oshenko beam

The mechanical parameters of viscoelastic beams can be obtained by the best
fitting on experimental test. To show that the models introduced above are
good to reproduce the behavior of viscoelastic beams, a three point relaxation
bending test has been performed on a specimen obtained from a pultruded
beam. In the middle of the specimen a displacement is applied and corre-
sponding force is monitored. The machine is a Zwick Roell Z005, with a load
cell of 5 kN. In Fig. 5.9 the experimental setup is depicted. The beam has

Figure 5.9: Experimental setup for the 3-points bending test on a pultruded bar.

length Ly = 200 mm, the distance between the supports is L = 160 mm, the
heightis h = 24, 4mm and the width is b = 9,7 mm; for the rectangular section
the shear factor is y = 5/6. The mechanical scheme of the beam is of simply-
supported beam of length L with a concentrated force at z = L/2, but because
of the symmetry, it has been considered half beam, as shown in Fig. 5.10.
Previous axial test on similar specimen resulted in the evidence that the lon-
gitudinal behavior of the beam, and then of the specimen, is elastic; this means
that in Eq. (5.29) « = 0. With this assumptions, neglecting inertia forces and
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lF (t) F(t)/2l
A —
L L/2

Figure 5.10: Mechanical scheme for the 3-points bending relaxation test.

considering that q,(z,t) = 0 and my(z,t) = 0, Eq. (5.29) reduces to:

o*o(z,t)

=0 (5.30)
With the equivalent scheme of Fig. 5.10 it is needed to integrate Eq. (5.30) only
for half beam and then only four constant of integration have to be found;
indeed if we perform integration with respect of z of Eq. (5.30) the following
equation is obtained

3 2
v(z,t) = cl(t)g + cz(t)? +c3(t)z + cq(t) (5.31)
Note that the constant of integration are constant only in the z variable but
not in the t variable; the following boundary conditions can be einforced:

v(0,t
M(0, ¢t
p(L/2,t
M(L/2,t

0
0 (5.32)
. .

~— — ~— ~—

F(t)L/4
From Eq. (5.32) descends that:

__F@)

al) = =3¢,5

Cz(f) =0

C3(f = +
2CxA ' 2C,I;

(5.33)

C4(t) =0
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The governing equation for half beam is then:
p
F(t) 23 (10+F> () Fr2
) =— — 5.34

v(z,t) 2C.1. 6 + 2ChxA +2C,,¢Ix v4 (5.34)

that particularized in z = L/2 gives
3 B L _

L/2,t) = F(t (15.F) =) 5.35
where 6 = 0.5 mm is the superimposed displacement in the relaxation test.
Eq. (5.35) can be solved for F(t) in Laplace domain; the solution in the time
domain is:

oL? 12C, I,
F(t) = —o—Eg [~ tP 5.36
(®) 48C, I, * < L2Cpx A ) (5:36)
The fitting has been performed with Eq. (5.36) and gave the following results:
p=0,19 C,=13290 MPa Cg = 29140 MPa sP (5.37)
Fig. 5.11 shows the experimental curve and a comparison between the data
and the theoretical curve (5.36) with the parameters of Eq. (5.37); from this
figure it is possible to appreciate the fractional viscoelastic Timoshenko beam
model is able to reproduce the experimental behavior both in short and long
term behavior.
1000
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F(N) F(N) 360\.\”"#
4001 ] 840¢
2001 ] 8201
00 2600 4060 6600 8060 10600 12000 8000 2600 4600 6060 8600 10600 12000
t(s) t(s)
() (b)
Figure 5.11: Experimental and theoretical results for a 3 points bending relaxation
test: experimental data (a); comparison with fitting curve (b).
—3
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5.3 The fractional viscoelastic non-local Timoshenko beam

In last decades, increasing importance of micro- and nano-technologies has
recently drawn a considerable attention to the need of mathematical models
capable of capturing the effects of micro- structure and long-range intermolec-
ular forces. For this purpose, a classical local continuum modeling has been
proved soon inadequate owing to its inherent free-scale formulation, while
molecular simulations, although may seem a most appropriate way to model
microstructural effects, involve as a major drawback a considerable computa-
tional effort. For these reasons, and on account of the fact that even to build
a molecular model some theoretical assumptions are still needed, researchers
have preferred the formulation of “enriched” continua, i.e. continua where
the effects of microstructure and long-range intermolecular forces are mod-
eled, in an average sense, by introducing appropriate nonlocal terms. The
preference accorded to the formulation of these “nonlocal continua” is mo-
tivated by the fact that conventional numerical solution methods can be ap-
plied, with considerable advantages for design and verification purposes.
Several well-established theories of nonlocal continua exist in the scientific
literature: Eringen’s integral theory [44, 45]; gradient elasticity theories [3,
18]; the peridynamic theory [84]; the micropolar “Cosserat” theory [22] and
the couple-stress theory [72]. Great importance assume nonlocal beam the-
ories because of the need for adequate and computationally-efficient model-
ing of microstructural effects in beam-like micro- and nano-devices ([2, 9, 65,
77]). Indeed, these effects, which have been revealed by experimental tests on
materials such as graphite [87], copper [76], epoxy ([66]) and polypropylene
([70]), cannot be described by the intrinsically free-scale classical continuum
approach while, on the other hand, could be captured only at the expense
of computationally intensive and, in some cases, almost prohibitive atom-
istic/molecular simulations ([90]).

A further important application of non-local beam theories is at a macro-
scopic scale, whenever an intrinsic dependence exists between the response
at a given point and the response at surrounding points of a beam. Such a
dependence may arise as a result of external patches, long adhesive joints in
composites, surface treatments using fluids, or fibers in fiber-reinforced com-
posites. In these cases, instead of modeling all components of the system, as
beam and external patch, or composite matrix and embedded fibers, a simpler
yet accurate solution can be obtained from 1D equilibrium equations of the
beam, where coupling between responses at non-adjacent points is accounted
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for by appropriate non-local terms. Non-local beam theories are also suitable
for modeling effects produced, at a given point, by the complex deformations
of non-adjacent beam cross sections, as these effects cannot be captured by
classical beam models where cross section remain planes ([16, 17, 67]).

In order to model damping effects in nano-beams, EB beam models with
non-local viscoelastic behavior have been proposed in [68], with applications
on single walled carbon nanotubes. The torsional behavior of functionally-
graded nano-beams, including non-local viscoelasticity, has been studied in
[13]. In the last few years, the authors have proposed non-local EB and TM
beam models ([7, 31, 32, 48]), within a mechanically-based approach to non-
locality, which treats non-local effects as long-range interactions resulting from
relative motion of non-adjacent volume elements ([29, 30, 40, 46, 47]). In
these non-local beam models, in particular, long-range interactions are vol-
ume forces/moments resulting from a differential motion of non-adjacent beam
segments, measured by the pure deformation modes of the beam ([51, 52]),
i.e. a “pure axial” symmetric mode, a “pure bending” symmetric mode and a
“pure shear” asymmetric mode. The analytical form of the long-range volume
forces/moments is built as linearly depending on the product of the volumes
of the interacting beam segments, and the pure deformation modes, through
pertinent attenuation functions governing the space decay of the non-local
effects. In previous studies, elastic and viscous long-range interactions have
been considered, either separately or simultaneously ([7, 31, 32, 48]).

In the following, the displacement-based non-local fractional viscoelastic TM
beam is introduced; then the FEM formulation of this model is discussed; fi-
nally some ideal creep tests are performed in order to show the influence of
the mechanical parameters on th response of the beam. The concepts and
results of this section have already been published in [7, 8].

5.3.1 The displacement-based non-local fractional viscoelastic Tim-
oshenko beam

The kinematics of the classical elastic TM beam is used, then Eq. (5.22) and
Eq. (5.25) remain valid. The local stress resultant are expressed as usual as:

NU(z,t) = EAe,(z,t) (5.38a)
Ty(l)(z,t) = xAGy(z,t) (5.38b)
MOz, ¢) = £ 2Px(Z 1) (5.38¢)

0z
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Non-local resultants

Long-range interactions are modeled on a mechanical basis. The fundamen-
tal assumption is that two non-adjacent beam segments of volume AV (z;) and
AV (&) located, respectively, at x = x; and x = j on the beam axis, mutually
exert long-range volume forces/moments as a result of their relative motion
measured in terms of the “pure axial”, “pure bending” and “pure shear” de-
formation modes of a TM beam ([51, 52]). It is assumed that the long-range
volume forces/moments are self-equilibrated interactions, which counteract
the relative motion of the beam segments. The analytical form is built as lin-
early depending on the product of the volumes of the interacting beam seg-
ments, through appropriate attenuation functions governing the space decay
of non-local effects. Purely elastic and fractional-order viscoelastic long-range
volume forces/moments are considered, the latter modeled by the Caputo’s
fractional derivative. A mechanical description of the long-range interactions
is shown in Figs. 5.12, 5.13, 5.14.

In the pure axial deformation mode, two non-adjacent beam segments of vol-
ume AV(z;) and AV (&x) exchange long-range volume axial forces as a result
of the relative axial displacement:

1(zi, Go t) = u(8r, t) — u(zi, t) (5.39)

The specific volume axial forces exchanged by unit volumes AV (z;) = 1 and
AV (&x) = 1, due to the pure axial deformation (9), are given by

qz (Zi/ Ck/ t) =Tz (Zir gk/ t) + dz (Zi/ Ck/ t) (540&)
r2(2i, Sk t) = 82(2i, k)1 (2i, Gk ) AV (2:) AV (&) (5.40b)
d2(zi, Cr, 1) = &2(2i, G) Dy [11(2i, Gi )| AV (2:) AV () (5.40c)

In the pure bending mode, two non-adjacent beam segments of volume AV (x;)
and AV () exchange long-range volume moments as a result of the relative
rotation:

H(ZZ‘, gk! t) = @(Ck/ t) - ¢(Zi/ t) (541)
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Figure 5.12: Pure axial long-range interactions.
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Figure 5.13: Pure bending long-range interactions.
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Figure 5.14: Pure shear long-range interactions.

The specific volume moments exchanged by AV (z;) = 1 and AV({y) =
are given as

e¢ (Zi/ gk! t) =Tgp (Zi/ Ck/ t) + d(p(p (Zi/ Ck/ t) (542&)
Top(Zi Gk t) = 8o(2i, Ck)0(2i, Gk, t) AV (2:) AV (Ck) (5.42b)
dpp(zi, Gk t) = §¢(2i, Gk) Dy [0(2i, Gk, 1) |AV (2:) AV (Gi) (5.42¢)

In the pure shear mode, two non-adjacent beam segments of volume AV(z;)

and AV({y) exchange volume transverse forces and moments, as a result of
their rotations with respect to the line given by the relative transverse dis-
placement, that is

(gk/ ) (Zl/ t)

gk_zz

(Ckr ) (Zl/ t)

Ck_xz

¥(zi, G t) = + @(Ck/f)] + [ + @(Zi/t)}

(5.43)
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The specific volume transverse forces exchanged by AV (z;) = 1and AV () =
1 are given by

0y (20, G F) = 1z, o ) + dy (22, B 1) (5.44a)

ry(zi, Cr t) = |Zz'_1€k|gy(2i, ) P(zi, Cr AV (2i) AV (Ek) (5.44b)

Ay 8ut) = g8l GG 9 G DIAV(Ex)AV (@) ()
whereas the moments are

Gy (Zi, G t) = 1oy(2i, 8, t) + dgy(2i, i t) (5.45a)

Toy(zi G t) = gy(2i, k)P (2i, Gk, ) AV (2:) AV (Ek) (5.45b)

dgy(zi, Crr t) = &y(2i, §k) Do+ [ (2i, G )| AV (20) AV (Gi) (5.45¢)

In Egs. (5.40), (5.42), (5.44) and (5.45) gs(z,¢) and §s(z,{) with s = z, ¢, y are
attenuation functions governing the space decay of purely elastic and purely
viscoelastic long-range interactions. They shall be positive definite and must
be taken as symmetric with respect to arguments x and ¢, to ensure that the
long-range resultants exchanged by the interacting beam segments are mu-
tual, according to Newton’s third law. Further, notice that they are introduced
as independent functions. That is, by gs(z,¢) # $s(z,¢) fors = z, ¢,y a
different spatial decay can be considered for purely elastic and purely vis-
coelastic long-range interactions, while ¢.(z,{) # g4(z,¢) # gy(z¢) and
$:(z,8) # $9(2,8) # §y(z,&) mean that spatial decay may vary depending
on pure axial, pure bending and pure shear effects. This choice is made for
the model to be as versatile as possible for experimental data fitting. A possi-
ble choice could be adopting the same mathematical model for the attenuation
functions but with different parameters. Attenuation functions can be expo-
nential, Gaussian or power law for both elastic and viscoelastic effects.

Equilibrium equations

Dividing the beam in N segments of length Az, the equations of motion of the
beam segment of volume AV (z;) = AAzatz = z;, fori =0,1,..N—1(zg =0,
zny = L), are written in the form (see Fig. 5.15):

N (z; + Az) — ND(z;) + R, (zj, t) + g2 (zi, t) Az — p(x;) Aii(zi, £) Az = 0
(5.46a)
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T (z;+Az) = T (z;) + Ry (zi, t) 4 qy(zi, t) Az — p(x;) AD(z;,t) Az = 0 (5.46b)
MD (z; + Az) — MD(z) + Ry(zi,t)Az — pLi¢(z;,t)Az = 0 (5.46¢)

Egs. (5.46) state that the equilibrium of the beam segment of volume AV/(z;),
at x = x;, is attained due to the local stress resultants (5.39) exerted by the
adjacent beam segments, and the resultants R;, R, and R, of the volume
forces/moments exerted by all the non-adjacent beam segments of volume

AV (&) atz = Gy, &k # x;, given as

R:(zi t) Z 92(2i, Ci, t) (5.47a)
k=0,k+#i
-1
Ry(zi, 1) Z qy (2, €k t) (5.47b)
k=0,k+#i
N-1
R(p(Zi, t) = Z qs”@(zi/ ék/ t) + %)z(zil gk/ t) (54:7C)
k=0k+£i

By using Egs. (5.40), (5.42), (5.44) and (5.45), dividing Eqs. (5.46) by Az and
taking the limit Az — 0 leads t the following equations:

2
EAaa(Z)wz(z t +A2/ {g:(z,E)n(2,& 1) + §:(2,E)DE [5(z,& 1)} dz =

pAii(z,t) (5.48a)

%u(z,t)  9¢p(zt
x6a| P50 L ED g ek [ 2 (g e+

3y(z,8)Dgy [¢(z, C,t |} dz = pAt(x,t) (5.48b)

ou(z, t)
0z

2
e, 0G0 G [

922 + go(z,t)] +

A2 [ {30z, 000028, 1) + 8(2, )5 [0(2,5,1)]} o+

L
A2 [ g2 00(z.80) + (= D 9z & 0]} dz = Lz, 1) (5480



“GAThesis” — 2016/1/14 — 18:12 — page 121 — #135

5.3 The fractional viscoelastic non-local Timoshenko beam 121

e

i (z,1)
I Az { Az

Tz +Az1)
R(z,1)

RSTARICUIE

ER)
MI) (Zx +Az, t) Az

- e .

Rw(z" t) TU(Z,"'AZ, t)

Figure 5.15: Axial, bending and shear equilibrium of a beam segment.

where the constitutive local laws Eqgs. (5.39) have been introduced, and
AV (z) = AAz, AV(E) = AAxi for the volumes of the interacting beam seg-
ments. As for the boundary conditions (B.C.), it can readily be seen that the
mechanical B.C. hold the classical form of local theory. This is true because,
in the equilibrium equations at the beam ends, the long-range resultants Eq.
(5.47) are infinitesimal of higher order with respect to the local stress resul-
tants (e.g., see [29]). Also, time independent kinematic B.C. are considered.
Therefore, the B.C. are given as:

ou(z,t)

EA 22277 =FN;(t) or u(z,t)=u (5.49a)
aZ Z=2z;
A [augz,t) -|—(p(Z,t)} STt or o(znf)—ov;  (5.49b)
Z=2z;
EI, d9(z,t) =FM;(t) or o(zit) = @ (5.49¢)
aZ zZ=z;i
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The equilibrium equations Eqs. (5.48) clearly show that the non-local beam
model is a displacement-based model, with long-range volume forces/moments
that arise from relative displacements/rotations between non-adjacent beam
segments, as given by the pure deformation modes (5.39), (5.41), (5.43). On the
contrary, if the long-range volume transverse forces/moments were taken as
depending on the relative transverse displacement and not on the pure shear
deformation (5.43), long-range volume transverse forces/moments would er-
roneously arise from a relative transverse displacement induced, for instance,
by a rigid rotation of the beam. That is, the non-local beam model is invariant
with respect to rigid body motion and axial, bending and shear non-local be-
haviors are mechanically consistent.

The integral terms on the Lh.s. of Egs. (5.48) are the long-range resultants
per unit length. Interestingly, the viscoelastic long-range axial force in Eq.
(5.48a) and moment in Eq. (5.48b), specifically the part due to the pure bend-
ing deformation mode (5.41), correspond to those introduced by Russell [80]
in his non-local damping model for a bar and a EB composite beam with lon-
gitudinal embedded fibers. Unlike the model proposed in [80], however, the
proposed model includes long-range transverse forces/moments due to the
asymmetric “pure shear” deformation mode between non-adjacent beam seg-
ments, and mechanical B.C. identical to those of classical local theory.

Finally, recognize that the non-local damping model is not proportional, as
the fractional-order viscoelastic terms do not have the analytical form of the
elastic ones, to which contribute both local and non-local terms.

5.3.2 The FE formulation of the displacement-based non-local Tim-
oshenko beam

Following a standard approach of the FE method, consider a mesh with n
disjointed elements of the same length, along the beam axis. Points shared by
contiguous elements are mesh nodes. Abscissas of the nodes of the i element
are denoted as %; and £;,1, with £; = 0and £, 1 = L (symbol """ is introduced
to avoid confusion with abscissas x; used in previous sections), and I denotes
the length of the i*" element. The displacement field within the i*" element is
given the following form

ui(z,t) = Ni(z)d;(t) i=1,2,...,n (5.50)

InEq. (5.50), ui(z,t) = [u(x, t)v(x, t)p(x, t)] T is the vector of displacements/rotation
within the i element, d;(t) is the vector of the unknown nodal displacements
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of the i'" element,i.e.,
di(t) = [”(z)l(t) v (t) @an(t) ugp(t) vaa(t) fP(z)z(t)} (5.51)

where subscript (i) indicates i*" element, where subscript 1,2 denote first and
second node of the element. N;(z) is the matrix collecting the shape func-
tions taken, in this paper, as the standard 1° order and 3" order polynomial
shape functions of the two-node TM beam element, for the axial and flexural

response respectively. That is, N;(z) is given as

MZip1—2 0 0
1
0 (1—y;) (P(1+120)+(1-2y,)y;) 6(1—v;)y:
B(1+120) 13(1+1208
0 _ (l*yi;(l+610*yi)yi (l+1221073yf) I—yi)
() — 2(1+120 2(1+120
Ni(z) = =t <0 ) ( . ) (5.52)
0 vi(122Q+431y;—2y?) 6(y;i—1)y;
1B(1+12Q)) B(1+12Q)
0 (I=y:) (610+y:)yi (21(1-60)+3yi)yi
L 2(1+12Q)) 2(1+12Q2)
where y; = z — 2;and Q = EI,/GAI?.
Letting d = [u101¢1 ... unvnq)nl]T the vector collecting all nodal displace-

ments of the mesh, the nodal displacements of the i th element are written as

di(t) = Cd(t)

(5.53)

where C; are the connectivity matrix. Next, following a standard Galerkin
approach, the following equations can be derived:

Md(t) + C") Dy d(t)] + Kd(t) = F(t)

(5.54)

In Eq. (5.54), K is the 3(n + 1) x 3(n + 1) global stiffness matrix, given as

n n
K=K 4Kk =y kY 4y k" (5.55)
i=1 i=1
where Kfl) is the local stiffness matrix
0 Rit1 T
K'Y/ = [ [Bi(Z)CZ'] DBi(Z)CZ'dZ (556)
Xi
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where D = Diag [EA EI, xGA]and B;(z) is the derivative of the shape func-
tions matrix, whikle Kf”l) are the local and non-local stiffness given as

n
Klgnl) _ Kl(nl,iy) + Kl(nl,(?) + Kl(nl ) ZK (nly) + ZK (nl,0) _|_ ZK (nly) (5.57)
j=1 = =

In Eq. (5.57), matrices Kf;ql ) Kl(]”l #) and KZ(]."l’lp) include the nonlocal stiffness

contributions due to the long-range interactions between the differential vol-
umes dV(z) = Adz inside the i element (¢; < z < %;,1) and the differential
volumes dV (&) = Adz inside the i element (2; < & < £;,1), namely

X Xy T
KU // M(@)c - N ()c]

3:(z0) [N (@) ¢~ N ()| dzde (558a)

X X T
K = 2 [ [ N - M)

80(2,8) [N (@)€; — N”) ()€1 dzdg  (5.58)

K — Az/fwl /3?]41
o 2 Js %

1

T
-+ N (@) c;+ N (z)Ci]

8y(z,¢)

-+ NP (@)Ci+ NP (Z)Ci] dzdé  (5.58¢)

where N Z(u), N fv) and N 54’) are row vectors corresponding to the first, sec-

ond and third column of the shape functions matrix (5.52). Furthermore in
Eq. (5.54) C") is the 3(n 4+ 1) x 3(n 4 1) global viscoelastic matrix. It is to
recognize that C (") has the same mathematical form as the nonlocal stiffness
matrix K" where, however, 9s(z,¢) are replaced by §s(z,¢) fors = z, ¢, v
Further, in Eq. (5.54) matrix M is the 3(n + 1) x 3(n + 1) global consistent
mass matrix [79], while vector F(t) is the load vector given as:

F(t) = Z Fi(t) (5.59)
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with

Filt) = [ INi(2)CI" F(z,dVi(z) + [N:0) €] Fo(t) + [N{(L)C " Fi (1)

’ (5.60)
being F(z,t) = [F(z,t) Fy(zt) 0] TUEi(t) = [Ni(t) Ti(t) My(t)],i = 0, L.
Finally, two important remarks are in order. Unlike the local stiffness matrix
K", the non-local stiffness matrix K" and the viscoelastic matrix C") are
fully-populated. Also, closed-form solutions for the elements of K") and
C") can be obtained for attenuation functions g;(z, ) and §s(z, &) of common
use in non-local theories, such as exponential or power-law functions. Details
can be found in a previous study by the author [7] and are not reported here,
for brevity.

5.3.3 The elastic static solution

In order to better understand the behavior of the model, it is useful first to
focus only on the response of the elastic non-local TM beam. Here a simply-
supported TM epoxy micro-beam with rectangular cross section is consid-
ered; the material properties are the following: Young’s modulus E = 1.4 GPa,
Poisson’s ratio v = 0.35. It is assumed that pure bending and shear behaviors
are governed by the same attenuation functions gs(z,¢) = g(z,¢):

§(2.8) = e (—|~&l/A) G:61)

where A is an internal length. The larger is the internal length A, the wider
is the so-called influence distance, i.e. the maximum distance beyond which
the attenuation functions and therefore the nonlocal effects become negligible.
The nonlocal parameters C and A in Eq. (5.61) are set on a theoretical basis,
in order to enhance nonlocal effects and assess how they affect the response.
Specifically, C = 10" Nm~° and different values of the internal length A are
considered. The beam has the following geometry: length L = 300 pm, width
b = 30 pm and thickness h = 30 um; the beam is loaded by a uniformly dis-
tributed load p = 1 Nm~!. In Fig. 5.16 the non dimensional deflection of the
beam for different values of the internal length A is shown; it can be seen that
the nonlocal deflection is smaller than the local counterpart. This stiffening
effect is not surprising and may be explained by considering that the nonlocal
model is a displacement-based model, where the elastic long-range interac-
tions counteract the relative motion between non-adjacent beam segments; as
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such, they provide additional stiffness with respect to the stiffness of the clas-
sical local TM terms; the larger is A, the smaller is the non local deflection:
in fact a larger internal length A corresponds to a larger amount of mutually
interacting non-adjacent beam segments, with a consequent stiffening of the
solution. To have a further insight into the response of the nonlocal TM

0
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0.015 TN AS30um =7

v(x)/L
\

0.020

0.025

0.030

0.035

x/L

Figure 5.16: Static deflection of an epoxy micro beam for different values of A and
different number of FEs: local response (thick continuous line), non local
response with 10 FEs (dotted line), 20 FEs (dashed line), 30 FEs (thin
continuous line).

beam model, Fig. 5.17 shows the nonlocal deflection to local deflection ratio,

Umax/ U%x, versus the thickness to length ratio, 11/ L, for fixed values of L and
b,ie. L = 300 um, b = 30 um, different values of thickness & and internal
length A (30 um and 10 um). For a given value of A, the smaller #, the smaller

the ratio vy / vniax is, i.e. the nonlocal effects become more significant and,
consequently, the deviation from the corresponding classical local TM beam
response. Again, such a behavior can be explained in recognition of the fact
that the nonlocal TM beam model is displacement based: for L = cost and
b = cost the deformability of the beam increases as / decreases, with a con-
sequent increasing relative motion between the beam segments that produces
an increasing “weight” of the nonlocal terms with respect to that of the local
ones. Fig. 5.18 instead shows the nonlocal deflection to local deflection ratio,

Umax/ v,% +, versus the beam thickness, #, for fixed values of the ratio L/h = 10,
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0.02 0.04 0.06 0.08 0.1
h/L

Figure 5.17: Nonlocal to local maximum deflection ratio of a simply-supported beam
for L = cost, b = cost, variable h and different A and number of FEs:10
FEs (dotted line), 20 FEs (dashed line), 30 FEs (thin continuous line).

b = 30 um, and different values of the internal length A (30 ym and 10 um). It
can be seen that the smaller is & (i.e. the smaller is also L, being L/h = cost),
the smaller is the nonlocal deflection, i.e. the nonlocal effects are more sig-
nificant. Such a behavior, for a given value of the internal length A, can be
expected in consideration of the fact that L decreases with 1 (L/h = cost):
as the beam becomes shorter while the internal length A is fixed, each beam
segment interacts with a relatively increasing number of beam segments (i.e.,
relatively to the total number of interacting beam segments) and, as a conse-
quence, the “weight” of the nonlocal terms does increase with respect to that
of the local ones. Fore more details see [7].

5.3.4 The viscoelastic response

The viscoelastic behavior of the non-local fractional viscoelastic TM beam pro-
posed above is investigated through the simulation of a creep test. In this case
the solution can be obtained in a closed form as shown in the following. If
inertial terms are neglected in Eq. (5.54), it can be recast as follows:

A (Dg.z) (1) + Qz(t) = ®TF(t) (5.62)
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Figure 5.18: Nonlocal to local maximum deflection ratio of a simply-supported beam
for L/h = cost, b = cost, variable h and different A and number of FEs:10
FEs (dotted line), 20 FEs (dashed line), 30 FEs (thin continuous line).

where z(t) = ®7'd(t), while A(t) = ®"C")® and Q(t) = ®TK® are diag-
onal matrices and @ is the eigenvectors matrix of A = K~1C"). For instance,
if the load vector F(t) is given the analytical form F(t) = Ft/ty+ FU(t —
to)(1 —t/tg), exact closed-form solutions for components can be obtained for
load cases of particular interest in viscoelasticity. For a typical creep test under
a constant load distributed over the beam, F(t) = FU(t), it yields

Aj (Dp-z)) (8) + wjz(t) = fjtl; + fill(t — to) <1 - t’;) (5.63)

where f; = <I>jTF, Aj and wj are the j-th elements of matrices A; and w;, while
zj(t) is given by a Mittag-Leffler function as follows

zj(t) = tfi} [1 — Ea» <_‘)‘3tw>] N
fi(t —to)U(t — to) [1 E, (_w].

t()a)]' /\]

t-nr)| Gon

As in the previous section, an epoxy micro-beam with length L = 300 um,
width b = 30 um, thickness h = 15 um, Young’s modulus E = 1.4 GPa and
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Poisson’s ratio v = 0.35 is considered. As for the long-range interactions, it is
assumed that pure bending and shear behaviors are governed by the same at-
tenuation functions, i.e. gs(z,&) = ¢(z,¢), §s(z,&) = §(z, &) with the following
exponential forms:

§(2.8) = e (—| - &l/A) (5.652)
8(2.8) = T4 exp (~|z — E1/A) (5.65D)

With these attenuation functions terms in the non-local stiffness matrix and
viscoelastic matrix can be built in a closed form (Alotta et al. 2014). A uni-
formly distributed load

p(t) = poti + pol(t — to) (1 - tt) ; po=1Nm™!, tg=10s (5.66)
0 0

is applied. In Figs. 5.19, 5.20 and 5.21 the midspan deflection to the local
elastic midspan deflection as the time elapses is plotted for different values
of a, for different values of Ca and for different values of A,. In Fig. 5.19 the
midspan deflection tends to the purely elastic non-local counterpart as time
elapses, and more rapidly as the fractional order « increases; in Figs. 5.20 and
5.21 it is clear that viscoelastic effects do increase with increasing C, and A,.

1.0

non-local elastic local elastic solution

solution

0.8

0.6

0.4

(L2, (L)2)

0.2

0.0
1074 0.01 1 100 10° 10° 10

t (sec)
Figure 5.20: Simply-supported beam midspan deflection under the uniformly dis-

tributed load given in Eq. (5.66), for « = 0.5, Ay = 30 um and different
values of C,.
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Figure 5.19: Simply-supported beam midspan deflection under the uniformly dis-
tributed load given in Eq. (5.66), for different fractional orders «.
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Figure 5.21: Simply-supported beam midspan deflection under the uniformly dis-
tributed load given in Eq. (5.66), for « = 0.5, Cy = 102 Nm~! and
different values of A,.
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5.4 A study on a polyethylene knee replacement

In the last decades large diffusion have had human joint replacements; the
most diffused are knee, hip and shoulder replacements, see Fig. 5.22. Usually
they are constituted by two parts that are coupled together to reproduce the
original mode of operation of the joint.

(4]

Figure 5.22: Examples of joint replacement devices: total knee replacement (a), par-
tial (or one-sided) knee replacement (b) and hip replacement (c).

The parts are fixed to the bones at hands and the coupling has to be re-



“GAThesis” — 2016/1/14 — 18:12 — page 132 — #146

132 5. Applications

alized in such a way that the relative motion between the two parts is guar-
anteed; indeed, the original coupling “devices”, made of cartilage, are able to
guarantee the separation between the two bones, guarantee the motion thanks
to very low friction coefficients and moreover they absorb shocks due to im-
pact or sudden motions (think for example to the knee or the hip that are
always very stressed). The most used material used in place of cartilages is
the Ultra-High Molecular Weight PolyEthylene (UHMWPE); the part constituted
of polyethylene is usually called bearing. This polymer (the plastic parts in
Fig.5.22) is characterized by:

¢ very high molecular weight due to the very long chain;
¢ resistance to UV radiation, to micro-organism and no water absorption;

e itisisotropic, it has high tensile strength, low friction coefficient together
with high wear resistance;

* power law viscoelasticity.

The other parts of the replacements are usually made of a titanium alloy; it
is clear that, since the titanium alloy have very high mechanical properties,
the weak part of these replacements is the bearing. Typical problems are the
wear due to the motion of the joint and the fracture that is believed is due
to fatigue. The life of these replacements are then limited and when they are
out of order they need to be substituted. Of course, the substitution of the
replacement needs a surgery with very high costs for the health insurances or
for the national health systems and also with consequences for the person to
which the replacement is applied. At this point it is clear that a longer life of
these joint replacements is desirable for both economic and human aspects.
For the reasons explained above a considerable effort is devoted by research
centers and manufacturers to improve the life of the UHMWPE components
of the substitution; to obtain such an improvement the right prevision of the
fatigue and wear life of the polyethylene component needs a correct definition
of the level of stress and strain and to do so it is not possible to disregard the
real mechanical behavior of the material that exhibits power law viscoelas-
ticity especially if it is considered that they are in order for years; however
often researchers do not consider viscoelasticity and model the UHMWPE as
elasto-plastic or as hyperelastic (see [78]).
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(a) (b)

Figure 5.23: Oxford partial knee replacement (a), side view (b) and application (c).

Experimental results revealed that viscoelastic behavior of UHMWPE is

well fitted by power law type functions, as shown in [56, 57] and in the fol-
lowing section. To show how power law viscoelasticity affects the behavior
of these polyethylene components a knee substitution has been considered;
in particular it has been studied an innovative one-sided (that is substitu-
tion of half joint) knee replacement designed in Oxford, depicted in Fig. 5.23.
The reason to design a one-sided prosthesis is that often only one side of the
meniscus is damaged; then, since the application of complete knee replace-
ment implies the elimination of the cruciate ligament that it is not desirable,
the use of a one-sided devices permit instead to maintain it with considerable
advantages for the functionality of the knee.
Firstly, the viscoelastic properties of the UHMWPE have been investigated by
means of creep-recovery tests; then a FEM model has been run in order to
compare results between analysis using an elasto-plastic model and analysis
using a fractional viscoelastic model which parameters have been calibrated
by experimental tests.

5.4.1 Viscoelastic characterization of UHMWPE

The characterization of the viscoelastic behavior of the UHMWPE has been
performed by means of creep-recovery test in tension on simple shaped spec-
imens. The tests have been performed in the Material teaching lab of the En-
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gineering Science Department of the University of Oxford; the machine is an
Instron model 5582. Since Digital Image Correlation (DIC) has been used in

Figure 5.24: Experimental setup for the viscoelastic characterization of UHMWPE for
knee replacement.

order to measure the strain, there was no reason to give a particular shape to
the specimens, as for example dog-bones; indeed with DIC it is possible to
measure the strain in a region of the specimen where the stress it is for sure
uniform; the extension of this region can be estimated by FE simulation. For
this reason specimens are rectangle shaped with dimensions 180 x 20 x 1 mm.
The experimental setup is depicted in Fig. 5.24. The DIC technique was origi-
nally chosen in order to measure both the longitudinal and transverse strain;
indeed, if a material is isotropic only two creep functions are needed to com-
pletely characterize the 3D viscoelastic behavior and with two measures of
strain in the creep test it is theoretically possible to obtain the parameters of
both function. However, the transverse strain measurement were difficulty
interpretable, then the complete 3D characterization has been postponed in
the future. The creep-recovery tests have been performed for a duration of
6 + 6 h; the final value of the stress was reached with a linear ramp of 4 min-
utes; after 6 hours, the load has been reduced to zero by a linear ramp of 4
minutes. The applied stress was ¢ = 3 MPa, then a load cell of 100 N was suf-
ficient for the dimensions of the specimens at hand; on the other hand, in the
paper [71] it has been shown that to a level of stress of 10 M Pa the UHMWPE
is linear, then results can be considered valid for a large range of stress. Fol-
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lowing the work in [56, 57] the fractional Maxwell model has been selected
as model for the UHMWPE. The applied history of stress is depicted in Fig.
5.25(a); in Fig. 5.25(b), instead, the measured longitudinal strain and the fit-
ting curve are depicted.

30 ‘ ‘ ‘ S 0.012f
25 1 0.010F
2.0 ] 0.008}
o(MPa) 1.5 1% 0.006
1.0 1 0.004
0.5 1 0.002
0.0t ‘ ‘ ; ; 0.000 ‘ ‘ ‘ ‘
0 10000 20000 30000 40000 0 10000 20000 30000 40000
t(s) t(s)
(a) (b)

Figure 5.25: Creep recovery test of UHMWPE: applied stress history (a); fitting of
obtained strain history (b), (red dots are experimental data, black line is
the theoretical curve).

The best fitting of creep tests has given the following mechanical parame-
ter values: )
& =0.4; Cz=24553 MPas" E =561 MPa (5.67)

It is to be specified that these are the parameters relative to a 1D fractional
Maxwell model.

5.4.2 FEM simulation

In order to show how fractional viscoelasticity affects the behavior of the
UHMWEPE bearing, a FEM model has been analyzed in Abaqus 6.14 by con-
sidering once the UHMWPE as elasto-plastic with isotropic hardening and
once by considering it as fractional viscoelastic, with the mechanical model
selected as the fractional Maxwell. It is well known that a plastic model is
not adequate for polymers, but many researchers in the field have used this
constitutive law to model the UHMWPE in the past (e.g., see[55]). The FEM
model of the knee replacement is depicted in Fig. 5.26(a). The analysis simu-
lates the loading phase of the bearing due to the normal functionality of the
leg; the load is ramped up linearly to the final load F = 1200 N in 0.2 s. This
value of load has been obtained by experimental measurement [42, 43] and
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of course it includes also the inertial forces due to accelerations of the other
parts of the human body. Usually this kind of analysis is compared with

Femur

Femoral
component

Meniscal
Bearing

Tibial
component

Tibia

(a) (b)

Figure 5.26: Oxford partial knee replacement: FE model (a) and illustrative chart (b).

Figure 5.27: Parts considered in the FE analysis; in red the force applied to the
femoral component.
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Markers for x-ray

Figure 5.28: Mesh of the meniscal bearing.

experimental test on the component, see for example [78], in order to vali-
date mechanical modeling by comparing stresses and area of contact at the
interface bearing-femoral component; indeed, in the initial (unloaded) con-
figuration the area of contact is small and limited to the central part of the
bearing, but when the femoral component is pressed against the bearing, the
area of contact increases. In the FE model of Fig. 5.26(a) only two components
are really taken into account for the analysis: the meniscal bearing and the
femoral components (see Fig. 5.27). The first is modeled with 5312 C3D10M
finite elements, that are tetrahedral elements with four nodes and four Gauss
points; the second is modeled as rigid body. The lower base of the bearing has
been constrained in the z direction. As it is possible to see in Fig. 5.28, there
are two refined zone of the mesh in the side of the bearing; these correspond
to two metal marker inserted to be seen in x-ray exams, because UHMWPE
is transparent to x-ray; the markers are cylinder shaped and are long as the
bearing width. The force is applied in the center of the femoral component
along the z direction as depicted in Fig. 5.27.

Analysis with elasto-plastic model

The mechanical parameters of the elasto-plastic model have been taken from
the papers [55, 78]; the elastic parameters are the following:

E =575 MPa v =0.46 (5.68)

while to model plasticity an isotropic hardening model has been considered,
with an initial yield stress of 15 MPa and hardening parameters from the pa-
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pers [55]. The contact between the two surfaces has been modeled as a simple
contact master-slave, in which the master surface is the one of the femoral
component; the friction coefficient has been assumed y = 0.08. The analysis
has been run with explicit integration and with an imposed time increment
At =4 x107°.

Analysis with fractional viscoelastic model

The mechanical parameters have been derived from the experimental results
and are those of Eq. (5.67); note that the Young modulus is almost identical to
that one of the elasto-plastic model. Since a complete 3D viscoelastic charac-
terization is missing, the parameters K and G (parameters of the elastic part
of the 3D Maxwell model) and the parameters G, and K (parameters of the
springpot in the 3D Maxwell model) are derived by considering a = 8 = &
and a constant Poisson’s ratio v = 0.46; the parameters are then the following;:

K =2338 MPa G =192 MPa

(5.69)
Kg = 102304 MPas? G, =8408 MPas* « = B = 0.4

The definition of the contact is the same as the elasto-plastic model. The analy-
sis has been run with explicit integration and with an imposed time increment
At=4x107°.

Comparison of results
Results of the two analysis are here compared in terms of:

* contact pressure at the interface bearing-femoral component, shown in
Fig. 5.29;

e stress along the z axis in the lower face of the bearing, shown in Fig.
5.30.

In the map of Fig. 5.29(a) related to the analysis with elasto-plastic model the
maximum contact pressure is about 7 MPa; in the map of Fig. 5.29(b) related
to analysis with fractional Maxwell model the maximum contact pressure is
about 25 MPa. The difference between the maximum pressure values it is
easily explained by the contact areas that can be noted in Fig. 5.29.

In the maps of Fig. 5.30 the values of maximum stress along z axis are very
similar to those of Fig. 5.29; the area of the surface that effectively reacts is
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smaller in the analysis with fractional viscoelastic model than in the analysis
with elasto-plastic model.

First of all, it should be noted the bearing has not experienced plastic deforma-
tion, since the stress is under the yielding stress; this means that the bearing
has simply behaved as elastic. Then in order to explain this different values

N \
\ \
\\VAVAvAVA‘ \\VAVAVAVA'

X

(EY) (b) ()

Figure 5.29: Contact pressure at the interface bearing-femoral component for differ-
ent constitutive model of the bearing: elasto-plastic model (a); fractional
Maxwell model (b); legend in MPa (c).

of stress, it should be considered that in a viscoelastic material when a force
is applied the consequent deformation appears with a certain delay. Then, in
the case that fractional viscoelastic model is considered the surface changes
configuration with a certain delay in comparison with the case when an elas-
tic model is considered. For this reason the surface contact area remains small
in the first instants.

At this point many unexpected and premature break of the bearing can be
explained by considering that elasto-plastic models underestimate the stress
when the load is applied suddenly; of course higher stresses reduce the fa-
tigue life and for this reason many of this component are substituted before
the predicted life. On the other hand the improvement of the fatigue life
of such a kind of component can be performed correctly if the right field f
stresses and strains are predicted. Of course this analysis alone it is not ex-
haustive for the study of the behavior of a component such as the bearing,
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Figure 5.30: Stress along z axis on the lower face of the bearing for different consti-
tutive model of the bearing: elasto-plastic model (a); fractional Maxwell
model (b); legend in MPa (c).

but with this example it has been shown that fractional viscoelasticity can
capture complex behaviors of materials that other models neglect; sometimes
this behaviors can help to understand some unexpected phenomena in the
mechanics of the materials.

5.5 Conclusions

In this chapter some applications of fractional viscoelasticity have been intro-
duced; these applications clearly demonstrate the fractional viscoelasticity is
a really useful tool to describe mechanical behavior of real materials. In par-
ticular fitting of experimental test have been successfully performed for a soil,
for a simple polymer and for pultruded bar with epoxy resin matrix.
Another important fact is that classical mathematical theories of the single de-
gree of freedom oscillator, Euler-Bernoulli and Timoshenko beams and also of
non-local beam theories can be easily modified to include fractional viscoelas-
ticity; resulting governing equation can be manipulated, also when multi-
degree of freedom systems with discrete parameters are considered [10, 35].
Moreover, it has been shown from the fractional Tajimi-Kanai filter that in
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stochastic dynamics applications fractional viscoelasticity does not lead to
mathematically inconsistent results as classical viscoelastic modeling does.

Finally it has been demonstrated that 3D fractional viscoelasticity can be suc-
cessfully applied in a finite element analysis and that the design of engineer-
ing component can be helped by the modeling with fractional viscoelasticity.
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Concluding remarks

In this thesis a useful tool for the analysis viscoelastic material have been
developed. First the fractional calculus and linear viscoelasticity have been
introduced; then, in the frame of linear viscoelasticity, fractional viscoelastic-
ity has been derived introducing power law type creep and relaxation func-
tions in the Boltzmann superposition principle. The mechanical element cor-
responding to the fractional constitutive law is labeled springpot and reduces
to the spring (purely elastic element) or the dashpot (purely viscous element)
when the order of the derivative (or of the integral) in the constitutive law
reaches the limiting values of zero and one, respectively. The physical mean-
ing of the springpot model can be explained by means of hierarchical me-
chanical models made of many (theoretically infinite) elementary elastic and
viscous elements; this results have been found by different authors in litera-
ture and with different mechanical scheme; this means that the accuracy of
fractional viscoelasticity in the modeling of real materials can be achieved
with classical viscoelastic models only if a prohibitive number of mechani-
cal parameters is considered, with consequent great difficulty in the fitting
experimental results. This fact alone is already enough to prefer fractional
viscoelasticity instead of classical viscoelasticity.

In order to allow researcher of the field to use fractional viscoelasticity a 3D
fractional viscoelastic models has been formulated in terms of deviatoric and
volumetric relaxation (or creep) functions; the functions are those of the spring-
pot and the order of the power law are independent from each other. The 3D
behavior of this model has been investigated by evaluating the Poisson’s ratio
in creep and in relaxation and also by analyzing the response in terms of lon-
gitudinal and transverse strains/stresses in creep /relaxation tests. Moreover
the 3D fractional viscoelasticity has been extended to those cases in which the
relaxation (or creep functions) for both volumetric and deviatoric contribu-
tions are related to fractional models with more than one element: fractional

143
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Maxwell model, fractional Kelvin-Voigt model and fractional Standard Linear
Solid models. Some difference are evidenced between the springpot and the
multi-element fractional models in terms of instantaneous and long term be-
havior of the creep and relaxation functions.

The 3D fractional viscoelastic models have been implemented in the finite el-
ement software Abaqus 6.14 by means of user material (UMAT) subroutine
written in Fortran language. The routine is suitable for both implicit and ex-
plicit analysis; it is very fast and the only inconvenient is that for very large
models (that is models with a very large number of finite elements) and for
large number of time increments it needs to use a great amount of memory;
however it is already possible to successfully run analysis with some thou-
sand of finite elements and with some tenth of thousands of time increment
in common machines.

The applications shown in the last Chapter clearly demonstrate that fractional
viscoelasticity is desirable for the mechanical description of soils, pultruded
bar with polymeric matrix, to model the damping in non-local beams and
also to analyze complex shaped engineering components made of viscoelas-
tic materials. Also stochastic dynamics analysis enjoy some advantages from
the modeling of damping with fractional viscoelasticity. For these reasons it
is believed that more and more effort should be devoted in the field of solid
mechanics in order to obtain an even better comprehension of viscoelasticity
phenomena and to refine these already good tools for the mechanical model-
ing.
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Appendix A

Integral transforms and special
functions

In this appendix some specials functions and some integral transforms used
in the previous chapters are introduced.

Integrals transforms are common tools of classical differential calculus and for
this reason they need to be introduced in the frame of fractional calculus. Here
some informations are given about Fourier transform, Laplace transform and
Mellin transform.

Special functions are those functions that usually do not appear when dealing
with classical differential calculus and equations, but that are very common
working with fractional calculus. We give here informations about the Euler-
Gamma function, the beta function and the Mittag-Leffler function.

A.1 Laplace transform

The Laplace transform F(s), withs = 7 + iy € C, of a function f () is defined
as:

Fes) = £ {f(tis} = [ e f(oyar (A1)

The integral in Eq. (A.1) exists if the function f(t) does not grow faster then
a certain exponential function when t — oo, in other words two positive con-
stants M and « satisfying the following relationship must exist

e MfH<M t— oo

145
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The original function f () can be restored from its Laplace transform F(t) by
using the inverse Laplace transform

f(t) = L {Fe(s);t} = /CHOO e F(s)ds, ¢ = Re(s) > co (A2)

—ioo

where ¢ is the lower value of the right half plane of the absolute convergence
of the Laplace integral (A.1).

A.1.1 Property of the Laplace transform

The fundamental properties of the Laplace transform are listed in the follow-
ing:

e Linearity. If f(t) and g(t) are Laplace transformable and A, u € C, then
LAAS(8) + ug(t);s} = AFe(s) + uGe(s) (A3)

e Retardation formulas. Consider the Laplace transformable function f ().
The Laplace transform of the function f(t — a), with a > 0, is obtained
by performing the change of variable t =t —a

LLf(t—a)is) = / T et (E— a)dt — / oS £()dT = e~ F, (s)
’ ’ (A4)

Eq. (A.4) is known as time shifting formula. Now consider the Laplace
transform of the function g(t) = e f(t):

£{g(t);s} = /0 S (1) dt = Fy(s —a) (A5)

Eq. (A.5) is known as frequency shifting formula.

e Laplace transform of derivatives. Let f(t) be a derivable function and f'(t)
a Laplace transformable function, then

LA{f(t);s} =sFc(s) — £(0) (A.6)
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where integration by parts has been used. If f(t) is n-times derivable
and f(")(t) is Laplace transformable, then integrating by parts it is pos-
sible to demonstrate that

C{fO @)} = s"Ee(s) - T o1 p0(0) = Ee(s) - T st ED(0)
k=0 k=0

(A7)

Laplace transform of a primitive. Let F(t) be the primitive of the function
f(t) defined as

_ /O f(bar (A.8)

If f(t) is Laplace transformable then F(t) is Laplace transformable and
the following relationship hold

Fg(s)

LA{F(t);s} = (A.9)

Laplace transform of a convolution. Consider two functions f(t) and g(t)
that are equal to zero for t < 0. The convolution between these two
functions is defined as

(fxg)(t /ft—r dT—/f (t —1)dt (A.10)

If the Laplace transforms of f(t) and g(t) exists then the Laplace trans-
form of the convolution (A.10) is equal to the product of the Laplace
transforms of the two functions:

LA(fg)(t);s} = Fe(s)Gels) (A.11)

Derivative of Laplace transform. A useful relationship can be found by
considering the derivative of the Laplace transform of a function f(#):

SL{fs) = 4 [Tt = [ e o =

_/Oooesttf(t)dt:L{—tf(t);s} (A.12)
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By considering higher order derivative of the Laplace transform and

generalizing:
n

C-D P (E)5) = () (A13)

 Transform of a function with scaled variable. The last useful property of the
Laplace transform reads

S

cifat)isy = e {f@: ) = TR (5), a0 (A14)

A.1.2 Application to the resolution of differential equations

Laplace transform is very useful to find solution to ordinary differential equa-
tions with constant coefficients and assigned initial conditions; it allows to
transform a differential equation into an algebraic one, that is much easier to
solve.

Consider for example a non-homogeneous differential equation of order n
forced by a function f(t):

Y- Cx®(r) = £(t) (A.15)
k=0
with initial conditions of the type:
x(0) = xo; ¥'(0) = xp; ... ;x0V(0) = 2"V (A.16)

that for the uniqueness of the solution must be n. By applying Laplace trans-
form to Eq. (A.15) and taking into account for the rule of the Laplace trans-
form of derivatives, the following equation in the Laplace domain is obtained:

i Ces*Xe(s) — In(s) = Fe(s) (A17)
k=0

where Iy(s) is a polynomial that contains the contributions due to all initial
conditions. The solution in the Laplace domain is readily found because the
equation (A.17) is algebraic and not differential:

_ Fe(s) + Io(s)

X[/ (S) ZZ:O Cksk

(A.18)
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To find the solution in the time domain it is sufficient to apply the inverse
Laplace transform operator (A.2); however it is to be noted that often the ap-
plication of the inverse Laplace transform to Eq. (A.17) is complicated and
then this method is not resolutive of all the problems involving differential
equations.

A.2 Fourier transform

The Fourier transform Fy(w) of a function f(t) is defined as:

Fr(w) = F{f(w} = [ e f(oy (A19)

where j is the imaginary unit. Once the function F5(w) is known, the origi-
nal function f(f) can be restored by means of the inverse Fourier transform
operator:

f(t) =F HFs(w);t} = % /_O:o e Y Fyp(w)dw (A.20)

Fourier transform is very similar to Laplace transform; in fact it can be ob-
tained from Laplace transform by setting the lower bound of integration equal
to —oo (instead of 0) and s = —jw.

Fourier transform is useful to study dynamical systems in the frequency do-
main and then to study dynamical properties of system ruled by differential
equations.

An important characteristic of the Fourier transform operator is that it is able
to distinguish between the even and odd part of a function f(f); in fact, using
Euler formula e/* = cos(x) + jsin(x)

Ey(w) = / 0:0 eI F (1) dt = /

— —o0

o]

cos(wt)u(t)dt —1—]/70:0 sin(wt)ov(t)dt =

Mgr(w) + jvg(w) (A.21)

where u(t) and v(t) are the even and odd parts of f(t), respectively, defined

u(t) = f<t)+2f(_t) (A.22a)
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o(t) = L =S —2f (=) (A.22b)

and ug(w) and v5(w) are the real and imaginary parts of the Fourier trans-
form of f(t) and related respectively to u(t) and v(t). Then the Fourier trans-
form of an even function in real and even, the Fourier transform of an odd
function is imaginary and odd while the Fourier transform of a generic func-
tion has both real and imaginary parts.

A.2.1 Properties of the Fourier transform

Since the Fourier transform is similar to Laplace transform, they have some
properties in common. The most important properties of the Fourier trans-
form are listed in the following:

e Linearity. Let f(t) and g(t) be Fourier transformable functionsand A, u €
C; then
FM() + pg(t);w} = AFs(w) + pGy(w) (A.23)

e Retardation formulas. Consider the Fourier transformable function f(t);
the Fourier transform of the function f(t — ty), with fy € R reads

F{f(t—to);w} = /0:0 et f(t — to)dt =

/ " om0 £(T)dr = Ny (w)  (A24)

—00

where the change of variable T = t — ty has been performed. Now con-
sider wy € C:

7 {otfw) = [7 A (it = Fy(w @) (A2

—00

Eq. (A.24) and (A.25) are the time shifting and frequency shifting retarda-
tion formulas, respectively, and they are formally identical to the analo-
gous formulas for the Laplace transform.

* Fourier transform of derivatives. Consider a n times derivable function
f(t), then integrating by parts the following property is obtained

7Ly} = (—jw)"Er(w) (A.26)
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Property (A.26) is similar to property (A.7) of the Laplace transform, but
in this case the value in zero of the function f(t) and of its derivatives
do not appear.

e Derivatives of the Fourier transform. If the function Fy(w) admits n — th
derivative, then

T (1w} = () Fr(w) (A27)

e Fourier transform of convolution. Consider the Fourier transformable func-
tions f(t) and g(f) and their convolution defined as:

(Fxg)(t /f o(t — 1)t (A.28)

Fourier transform of the convolution (A.28) is

F{(fxg)(t);w} = Fy(w)Gg(w) (A.29)

There exists also a reciprocal property:
FfBg(t);w) = (Fs x Gy)(w) (A.30)

¢ Finally the following property holds

T {f(at);w} = |i|"f{f(t);w} _ |1|Pff (¢) s

a a a

A.2.2 Application to the solution of differential equations

The Fourier transform can be used in a similar way the Laplace transform is
used in section 1.1.2. To this purpose, consider Eq. (A.15), with the initial
conditions (A.16) and here reported for simplicity of reading

i Cex® (£) = f(1) (A.32)
k=0

x(0) = x; x'(0) =xp; ... ;x"D(0) = xé"_l) (A.33)
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By performing Fourier transform of Eq. (A.32) an algebraic equation in the
variable w is obtained:

ch —jw)* Xg(w) = F5(w) (A.34)

As in the case of Laplace transform the solution in the w domain is readily
found:

Fff(éd)
X = A.
") B G —
The function
Hy(w) = ! (A.36)

Yi—o Ck(—jw)k

is called transfer function and assume a great importance in the study of dy-
namical systems because it contains all relevant features in the frequency do-
main of the dynamical system at hand.

Once X5 (w) is known the solution in the time domain can be found by apply-
ing the inverse Fourier transform operator (A.20), but as in the case of Laplace
transform this operation is not always feasible. Note that, differently from the
case of the Laplace transform, the solution with the Fourier transform does
not involve initial conditions.

A.3 Mellin transform

Mellin transform is another integral transform defined in the interval 0 <+ co
as:

B() = {0} = [0 (137)

with v = p 4 iy € C. To ensure the existence of Fy(7), the real part of v must
lie in the so called Fundamental Strip (FS), that is

—p1<p<—p (A.38)

Some informations about the fundamental strip are given in the following
subsection.
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The original function f(t) can be restored by applying the inverse Mellin
transform operator

1 o+ico

F(H) = — / Ex(7)tdy, 0<t< oo (A.39)
27-(1 p—loo

Note that integration is performed along the imaginary axis, therefore Eq.

(A.39) can be rewritten as

£(1) = % /Oo Ex(y)t 7y,  0<t< oo (A.40)

—00

This means that the inverse Mellin transform does not depend on the value of
p, provided that it belongs to the FS.

With the proper choice of p (in the FS) Fy () decays very fast for t — oo;
this allows to define a discretized version of integral (A.40) with a reasonable
number of terms:

m

f(t) = ?Zkz Fy(yi)t™™, 0<t<oo (A.41)

where Ay is the step of discretization of the imaginary axis in the Mellin do-
main, vy, = p + ikAy and m = 7./ Ay is such that beyond the cut-off value 7,
the contribution of other terms are negligible.

Note that the inverse Mellin transform of Egs. (A.39), (A.40) and (A.41) is able
only to restore the function f(t) in the range 0 < t < oo; the value of the func-
tion at the origin is not restored by the inverse Mellin transform because ¢t~
(or t~7%) diverges at t = 0. It is also possible to work with Mellin transform in
the whole real axis; in order to do this, it is necessary to split the function f(t)
in its even and odd parts u(t) and v(t), respectively:

_fH)+f(=1) _fH) = f(=1)
u(t) = > )= 2 (A42)
ft) =u(t)+o(t)

Then we evaluate separately the Mellin transforms of u(t) and v(t):

Un(y) = M{u(eyr} = [0 u(eydr (A432)
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Vae(7) = M{o(t);7} = / Lo (t)dt (A.43b)
0
And finally we restore the whole function f(t) as it follows

f(6) = 5 [ |ty +sgnl) [ vm)t“fdn] E£0 (Add)

or in discretized form

m

F =51V [Uniln) +sgn®Vaclm)] % 1£0 (A4
k=—m

In Egs. (A.44) and (A.45) the value at t = 0 is excluded because in it diver-
gence occurs because of the presence of =7 (or t~ 7).

In the very recent past this discretized form of inverse Mellin transform has
proved to be very useful and effective to solve systems of fractional differ-
ential equations [14, 15], diffusive equations [4, 28], to characterize random
processes [34] and in wavelet analysis [5].

A.3.1 The Fundamental Strip

The integral in Eq. (A.38) converges and therefore exists if the value of R(7y) =
p lies in the so called Fundamental Strip; this represents a portion of the com-
plex plane bounded by two values in the real axis. The values of these bounds
depend only on the asymptotic behavior of the function f(t); in particular p;
is related to the behavior of the function for t — 0, whilep; is related to the
behavior of f(t) for t — oo:

lim £(£) = O(#) (A.46a)
lim £(t) = O(t") (A.46b)

Moreover if there is a constant A > 0 such that it is possible to write

/_0; [Exc(n)ldip < A3 (=p1 <p < —p2) (A.47)

then the inverse Mellin transform exist and can be evaluated with Eq. (A.40).
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Example of FS To show how to find the FS of a function, consider the fol-

lowing function:
1
f(t) = 15 (A.48)

In order to find the behavior for t — 0 and for t — oo we evaluate the limits:

im-—— = 1 — —

113(} 5e 1 = ¢ 1 = p1=0 (A.49a)
lim —— = 1 = =0’ = = -2 (A.49Db)
t—oo 1 -+ t2 002 P2 )

Then the FS is comprised in the range 0 + 2.

A.3.2 Properties of Mellin transform

The main and most useful properties of Mellin transform are listed in the
following.

¢ The first useful property comes directly from the definition;
M) = [ = By +a) (AS0)
0

* Mellin transform of the convolution. The Mellin convolution between two
functions f(t) and g(f) is defined as

(F9)(t) = [ flem)g(r)ar (A1)

The Mellin transform of convolution (A.51) is

MA{(f*g)(t);v} = Fu(7)Gne(1 =) (A.52)

Combining properties (A.50) and (A.52) the following relationship is
found

M {tA I T”f(tf)g(f)dr;v} — F(7+ 1)1 =7 —A+p1) (A53)
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e Melin transform of derivatives. If f(t) admit n — th derivative, by integrat-

ing repeatedly by parts, the following relationship is obtained
M FO (00} :/ FO (e de
0
_ [f(n—l)(t)t'y 1 _ _1 / fn 1) 'y zdt
= [ F=D =1 (4 — (=1 ($). o —
[f (1)t }0 (=DM { FD (1) -1}

_ Z 'y(,Y)k) [f(n—k—l)(t)t'y—k—l}:_‘_
(- 1>'<r(1;”>k)PM(v—n>

_nilr(l_’)"’_k) n—k— —k-11%
TR e

(A.54)

where I'(+) is the Euler Gamma function introduced in the next section.
Under some conditions on the behavior of f(t) and on the value of R(7y),
the terms in square brackets of Eq. (A.54) become zero, then Eq. (A.54)
becomes

I'(l—voy+n)
M) (4); = —+ ‘T — A.
WO} = gty By =) (A.55)
Another useful property involving the first derivative of the function
f(t)is

MAtf(8);v} = —rFu(r) (A.56)

Derivative of the Mellin transform. The integer order derivative of the
Mellin transform can be obtained in the following way:

M {log()"£(£);7} = E (7) (A57)

Mellin transform of the Fourier transform. The Mellin transform is related
to the Fourier transform:

M{F{f(D;w} 7} = 2T(7) cos (1) B(1—7) (A.58)
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If we are working with a function f(t) in the whole real axis, the rela-
tionship is obtained by considering separately for the even and the odd
part u(t) and v(t), respectively:

M{F{f(t);wh; v} =M{F{u(t) +o(t);w};v} =
7T

2T(7y) [COS (%) Uy (1 =) +sin (%) V(1 — 'y)} (A.59)

o Other useful properties. For a > 0 the following equalities hold true

M{f(at); v} =a "Fx(y) (A.60)
M{f(E); 7} = %Fm(i%) (A.61)
MAEF(E); 9} = %Fm(ivza) (A.62)

A.4 The Euler-Gamma function

The Euler-Gamma function is with any doubt the basic function of the frac-
tional calculus and was defined by the young mathematician Leonhard Euler
in the 18th century; it is the generalization of factorials n! and allow 7 to as-
sume real or complex values.

Gamma function is denoted as I'(z) and is defined as

I'(z) :/ e ' ld, zeC (A.63)
0

The integral in Eq. (A.63) converge in all the half plane R(z) > 0. This can be
easily proved by substituting z = x + iy, with x,y € R and i is the imaginary
unit:

F(x+iy):/0 e‘*t““f—ldt:/o et levloslgy —

/ e 't [cos (ylogt) +isin (ylogt)]dt (A.64)
0

The expression in square brackets contains only trigonometric functions, then
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is bounded for all t; convergence at infinity is provided by the exponential
function e~ !, while the convergence at t = 0 is guaranteed if x = R(z) > 1.
Note that the integral in Eq. (A.63) corresponds to the Mellin transform of the
function e~ f; therefore the Euler Gamma function can be defined as the Mellin
transform of e~f The Gamma function can be also defined with the following
limit representation:

nln*
I'(z) = li
2) nl—r}oloz(z—kl)---(zjtn)

(A.65)

The proof of the equivalence between Eq. (A.63) and Eq.(A.65) can be found in
[75]. Finally the Gamma function diverges at the points z = —n (withn € IN),
as it is possible to appreciate in Fig. A.1 and in Fig. A.2.

Figure A.1: Absolute value of the Euler gamma function on the Gauss plane (|T(z)]
for z € C).

A.4.1 Properties of Gamma function

Some basic properties of the Gamma function are listed in the following;:
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L
Sl
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Figure A.2: Euler Gamma function for 3(z) =y = 0.

¢ The first properties reads
I['(z+1) =2zI(z) (A.66)
This property can be easily proved by integrating by parts:

F(z+1)= /0 e 't = [—e ')+ Z/o e 't = 2T(z) (A.67)

It can be easily found that I'(1) = 1, then using the property (A.66):

r2)=1-r1)=1=1
r(3)=2-r2)=2-1=2!
I(4)=3-T(3)=3-2! =3l (A.68)

'n+1)=n-T(n)=n-(n—1)! =n!

* Euler reflection formula.

T(z)[(1—z) = Sin?ﬂz) (A.69)
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This relationship allows to easily evaluate the value of the Gamma func-
tion forz = 1/2

r(%) _ (A.70)
* Legendre formula.
I'(z)T(z+ %) = Vm2¥'r(2z)  2z#0,-1,-2,... (A.71)

Eq. (A.71) is also known as duplication formula and is a particular case of
the more general multiplication theorem:

ﬁr(z+ k%) = (2m) "7 m(2 )T () (A.72)
k=1

A.4.2 Euler Beta function

This function is strictly related to the Gamma function; it is defined by:

B(z,w) = /01 1 -1 Yt R(z),R(w) >0 (A.73)

By means of some manipulations it can be demonstrated that

Bz, w) = =——= (A.74)

The definition (A.74) provides the analytical continuation of the beta function
for the entire complex plane. Relationships (A.69) and (A.71) can be demon-
strated by means of the use of the Beta function.

A.5 Mittag-Leffler function

The one parameter Mittag-Leffler (M-L) functions was introduced by G. M.
Mittag-Leffler in 1985; it is a very useful function in the frame of fractional
calculus because it is the one parameter generalization of the function e*, that
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plays very important role in the solution of ordinary differential equations.
The definition is given as:

o]

Z zxk +1) (A7)

As ¢* is important on the solution of ordinary differential equations, it will be
shown in the subsequent sections of this thesis that E,(z) is very important
on the solution of fractional differential equations.

A more general definition was given by Agrawal, that introduced the two
parameters M-L function:

00 k

z
Eup(z) = k;) Takip) ° >0,8>0 (A.76)

It is obvious that the one parameter Mittag-Leffler function is a special case of
the two parameters Mittag-Leffler function in which g = 1.

Another definition of the two parameters ML function is provided by the fol-
lowing Mellin-Barnes integral:

Eop(z) = % /C Ct:o W(—z)_Vd’y (A.77)

Comparing Eq. (A.77) with (A.39)it can be stated that ML function is related
to the inverse Mellin transform of a certain combination of Euler gamma func-

tions; obviously, the one parameter ML function is obtained by setting § = 1
in Eq. (A.77).

A.5.1 Properties of the Mittag-Leffler function

In this subsection some equivalence of ML functions with other known func-
tions and some other properties are listed.

* Relationship with exponential function. As already mentioned above, the
ML function is the generalization of the exponential function:

[ee] o]

E (A.78)
11( kz(:)r k+1 Z
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0 o0 1 © Skt ez -1
Eip(z) =) =~ Z =y (A.79)
koTk—l—Z kok—i—l zk:0 (k+1)! z
> > 1 & 2 —1-z
Ei5(z =
,;)Fk+3 kzo k+2 zzkgé)(k—l—2)! z2
(A.80)
and in general:
1 m—2 Zk
El/m (Z) = W ez — k;] P (A81)

* Relationship with hyperbolic functions. The hyperbolic sine and cosine can
be also defined as particular cases of the two parameters M-L functions:

) i 2k i 2k
Er1(z°) =) —————~ =) —— = cosh(z) (A.82)
P I'(2k+1) P 2k!
gk 1 sinh(z)
Exn(?)=Y) -~ == = (A.83)
(z") kg;‘]F(Zk—kZ) z (= (2k+1)! z

* Relationship with error function complement. The M-L function is related
also to the error function complement erfc(z) defined as

erfc(z (A.84)

= e
In fact by settingx =1/2and g = 1:

E1/21( Z = ezzerfc(—z) (A.85)

* Derivatives of ML function.

d\" 1k "
(dt) (tak+ﬁ 1Ea,%(M”‘)) — okt 1E§,%fm(“"‘) (A.86)



“GAThesis” — 2016/1/14 — 18:12 — page 163 — #177 EF

—®
A.6 Bessel functions 163
e Laplace transform of ML function
kls*—F
ak+p—1 . —
(I, g (at);s | = EEp (A.87)
where k is the integer order of derivation.
o Other useful relationships.
1
E(X’ﬁ = ZE&C,D{+ﬁ + W (A88)
d
Evp = BEupi1 +azEupir (A.89)
A.5.2 Wright function
Another important function, useful in the study of fractional differential equa-
tions, is the Wright function that is reported here because it is strictly related
to the two parameters ML function; it is defined as:
Sk
A.
Wz p) = Zk'T (ak + B) (A.90)
For « = 0 and 8 = 1 the Wright function reduces to the exponential function
e*:
W(z;0,1) Z k'F Z e (A91)
For particular values of the parameters the Wright function becomes the Mainardi
function, denoted as M(z; a):
)k k
W e 1 _ .
A.6 Bessel functions
Bessel functions are involved in the solution of some problem of fractional
viscoelasticity that will be described ahead in this work. For this reason, and
in order to avoid confusion later in the text, they are introduced in this section.
—3
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A.6.1 First and second kind Bessel functions

First and second kind Bessel functions are the solutions to this ordinary dif-
ferential equation:

dy(z) | _dy(z)
2 2.2

- = A.
e I + (z"—v9)y(z) =0 (A.93)
where v is the “order” of the Bessel equation and functions. Since Eq. (A.93) is
a second order differential equation, two linearly independent solutions must
be found. The Bessel functions of the first kind is defined as:

wo = (3 Largavan 6 (99

n=0

If v is not real then J,(z) and J_,(z) are independent and then the general
solution can be obtained by linear combination of them; if, instead, v is integer
J-v(z) = (=1)"]y(z), then another particular solution is needed, that is the
second kind Bessel function

Ny(z) = Jy(z) cos(vmr) — ]y (z) sin(vr) (A.95)

Then the general solution can be obtained as a linear combination of J,(z) and
N, (z). These functions are strictly related to trigonometric functions, indeed:

~ cos(z) _ sin(z)
— \/E , N% (z) = 7\/2 (A.96)

The behavior of the Bessel functions can be observed in Fig. A.3

J1(z)

1.0 v=0
v=I y=2
y v=3
0.5F
J, (@) Ny (2)
~05 L L L L L
0 2 4 6 8 10 12
z ¥4
(a) (b)

Figure A.3: Bessel functions of the first kind (a) and of the second kind (b).
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A.6.2 Modified Bessel functions

Modified Bessel functions are the solutions of the modified Bessel equation:

2
szigz) +Zd]2(ZZ) (24 2)y(z) =0 (A.97)

One solution to Eq. (A.97)is the modified first kind Bessel function:

oo (;)v+2k

L(z) = e 3 (%) = o2

LRk v 1) (A.98)

If v is non-integer, then I_,(z) is independent of I,(z), otherwise as second
particular solution the modified second kind Bessel function can be used:

Klz) = s (I_sz(ii)( ;1/1; 2 (A.99)

The functions I,(z) and K,(z) are related to the hypergeometric functions
cosh(z) and sinh(z). The behavior of the modified Bessel functions can be
observed in Fig. A.4

40

(@) (b)

Figure A.4: Modified Bessel functions of the first kind (a) and of the second kind (b).
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