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Introduction

In recent years, there has been an increase of interest on the role of geography and space for

economic activity. This is also due to the emergence of the New Economic Geography that combines

the traditional agglomeration theories into a general equilibrium framework. From the empirical

standpoint, geography has been neglected for a long time because of the difficulty to combine time

series with spatial effects.

We aim in this thesis to underline the role of space by considering its effects on productivity

and wage rates at the level of micro-units, such as firms. We exploit this section to provide a brief

overview of the evolution of how space has been considered in the literature and in order to clarify

the structure of the overall work. Then, in the following chapters we try to go deeper and analyse

empirically some of the predictions highlighted in the theory.

Space is an important factor for the economy and productive system; geography is relevant

to the location choice of firms (industry) as well as the values of goods. According to the value

theory proposed by Debreu (1959), where the spatial dimension is considered a possible state (of

nature), the geographical dimension allows attributing different values to goods produced and/or

sold in different locations. This idea has been underlined by Starlett (1974) who distinguishes

between homogeneous and heterogeneous space. The former relates to firms facing the same

convex production set and to consumers with the same preferences, but it is not neglected that

good are traded and that transport is not costless.

This interpretation has led to the development of the spatial impossibility theorem, which

states that in economies characterised by a finite number of consumers, locations and firms, it is

not possible to achieve any equilibrium if transport costs are introduced. This is due to the idea

that economic activity is perfectly divisible and consumers do not have any reason to distinguish

among locations, so that the only possible equilibrium is autarky. Recognising the indispensable

role of transport costs and the unrealistic autarky assumption, economic theory needs to relax

some assumptions such as homogeneous space and admit no-convex production sets to have a good

picture of the real economy. Introducing geography and distance into economic models requires

new assumptions, as a consequence of the combination of the spatial impossibility theorem and

the aim to explain the spatial pattern of the economic activities. These assumptions are:
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• heterogeneous space (due to the uneven distribution of technologies, natural resources and

the existence of point of transport);

• production and consumption externalities (positive effects generated by specialisation and

diversity attracting a large number of agents);

• monopolistic competition (firms’ choices are motivated by profit maximisation and produce

differentiated products, i.e. commodities produced in different locations are considered as

different), so firms are not price takers, but they charge a mark-up on their marginal cost in

order to obtain positive profits.

Relaxing the perfect competition assumption, we can incur in scale economies. An important

distinction about scale economies is between internal and external. In particular, internal scale

economies are associated to large firms, which are able to produce optimising inputs employed;

instead, external scale economies are more relevant for small and medium firms, which are here

under analysis. Firms try to exploit economies that are generated outside them and inside a local

setting where they are localised. This is the concept of externalities that we mainly aim to analyse.

Externalities allow, even small firms, to exhibit increasing return to scale. 1 Three economic fields

have taken interest in space: international trade theory, regional and urban economics. In particu-

lar, within International Trade theory, a spatial economic framework can be developed exploiting

trade theory, based on local productivity differences. Exponents of this strand of literature are

Ricardo (1821) and Heckscher (1919)- Ohlin (1933).

Ricardo (1821)has proposed a theory that links land use to its relative fertility, this concept has

been expanded later to other goods and factors, arguing that countries have the same endowments

but hold different technologies. If a country could produce everything more efficiently than another

country, it would specialise in what it was best at producing and trade with other nations.

Instead, the Heckscher-Ohlin theory focuses on comparative advantages across locations, sus-

taining that countries have the same technologies but have different endowments, the international

immobility of factors leads to different prices if economies are closed. Instead, trade leads countries

1 Moreover, the New Economic Geography framework has considered the economy as composed by two main

sectors, one exhibiting increasing returns to scale and the other exhibiting constant returns to scale.
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to specialise in the production of the good whose relative endowment is higher. Within regional

and urban economics, several definitions of space have been proposed. In particular localisation

theories have used a physical/geographic concept in terms of distance and transport costs. Locali-

sation theories focus on three main aspects: 1) firms localisation decisions, which follow transport

cost minimisation and agglomeration economies assuming a point market(see Weber (1909) for an

example; 2) spatial competition focusing on how the market is allocated among producers and as-

suming profits maximisation, spatial homogeneous demand and point firms, an approach has been

followed by Hotelling (1929) and Losch (1954); 3) production areas focusing on location equilibrium

derived by balancing two factors, transport and land cost, and assuming a point final market and

spatial spread supply, the approach has been followed by Alonso (1964).

The meaning of space has evolved together with the emergence and the spreading of new theo-

ries. For example, local development theories consider the space as a container of relationships,

which can be established among economic agents representing the driving force of growth. Rele-

vant factors to achieve these linkages is the geographical proximity, so they become easier if the

geographical area analysed is quite small.

Local development theories have led to the formulation of the concept of diversified-relational

space, which has reached the maximum acknowledgement during the 1970s, together with the

district theories, where space is considered as a container of externalities, fed by the decrease in

transaction costs due proximity, and implying an improvement of firms productivity through a

cumulative process.

Diversified-relational space refers mainly to the social relations, which can be established in

a geographical area, such as a region or a city. The occurrence of these relations drives firms to

cluster in order to benefit of these positive externalities.

These phenomena has been analysed in pioneer works by Marshall (1890),Jacobs (1969) and

Porter (1990), who have investigated different aspects of agglomeration. In particular, Marshall

(1890), observing the concentration of cutlery and hosier industries in the regions of Sheeld and

Northampton, noted how these areas were not characterised by rich natural endowments, so he

recognised that there must be other factors which can cause these phenomena. Marshall has

sustained that , industrial districts are places where there exists an unconscious learning process.

Beyond this mystical approach, three main sources of agglomeration externalities have been

identified by Marshall, and rediscovered later by Arrow and Romer:
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• Inputs market’s externalities: cluster of producers of a given industry on a given region arises

an incentive for input suppliers to locate in the neighbourhood, implying that producers can

share specialised services, cut transport costs yielding more efficient purchases of inputs.

• Labour market’s externalities: industrial clusters do not refer only to production, but also

to the clustering of workers, and in particular specialised workers, leading to the creation of

a specialised labour market, where firms can draw specific skills.

• Knowledge externalities: industrial clusters favours the exchange of information and know-

ledge, creating a favourable environment for technological and knowledge spillovers.

Often, these three kinds of industry externalities are recalled as localisation economies, as opposed

to Jacobs’ urbanisation economies.

Jacobs (1969)has proposed her idea about agglomeration, mainly referred to the role of the city.

She believed that the ‘city’ is dynamic and acts as a living organism and she has proposed that

city should be dense, full of diversity and complexity instead of the formulated and consolidated

urban planning since those characteristics facilitate the vitality to maintain the ecology of the city

and make the city alive. She has introduced the concept of cross-fertilisation, that refers to the

spreading of knowledge across different industries in a given territory.

Porter’s idea has been often neglected in agglomeration studies, probably because his focus is

on management and organisational economics, but he has also followed innovation theories. Por-

ter has focused on the role of competition, increasing when agglomeration occurs, sustaining that

competition favours innovation improving firms’ performance. In this thesis, we mainly dwell on

three concepts of space. First, how space is seen within local development theories, empirically

testing the three theories proposed by Marshall, Jacobs and Porter. Then, we proceed to consider

the evolution of the concept of space identifying space with distance. Since positive effects arise

through proximity, they tend to decrease as distance increases. Moreover, we have proceeded to

analyse the effect of transport costs, by taking the appropriate transformation of distance. The

analysis related to the role of distance follows two approaches. First, we exploit new tools such

as spatial econometric models, which allow examining how proximity can affects firms’ producti-

vity. The other approach originates from the NEG framework and focuses on the role of transport

cost, within a General Equilibrium Model, where externalities are measured by Market Potential.
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Applying Spatial econometric tools to measure how province-level productivity can affect the pro-

ductivity of neighbouring provinces, does not require additional assumptions related to the theory,

but only assumptions underlying the econometric estimator.

This thesis consists in two parts, each divided in two chapters. The first part carries on the

traditional approach to study agglomeration economies, applying it on micro panel data. In parti-

cular, chapter 1 engages firm level production function estimation and Total Factor Productivity

measurement, the second chapter focuses on the external economies measurement and their effects

on firms productivity. The second part centres on the role of distance. In particular, in chapter

3 we replicate the analysis developed in chapter 2 exploiting new tools provided by spatial econo-

metric . Finally, in chapter 4, distance is transformed in transport costs and agglomeration forces

are analysed in a General Equilibrium framework.
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Part I

Productivity and Spatial

externalities
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Chapter 1

Estimating Productivity

1.1 Introduction

In economic growth theory, productivity is considered as an engine of growth. Therefore, its

importance cannot be underestimated in empirical growth regressions and in the investigation

of convergence. However, the correct measurement of productivity is not straightforward and

remains a contentious task. Since one of the objectives of this work is to analyse the impact of

spatial economies on productivity, we think it is important to first address the issue of productivity

measurement.

In many empirical studies, productivity has been investigated looking at the ”efficiency” of

human resources, i.e. labour productivity. While this measure of productivity is rather simple

to determine, since its computation requires only labour and output, it can also be considered

as partial. A more complete measure of productivity, permitting to take into consideration the

contribution of all the inputs employed in the production process is Total Factor Productivity

(TFP, hereafter ). This feature of TFP, together with the pervasiveness of the role of spatial

externalities, makes it particularly attractive for our empirical investigation.

TFP can be considered as a proxy of technological progress, a key variable in in the neoclassical

growth accounting framework. This framework determines the growth of output as the sum of

inputs growth, such as capital and labour, and identifies Total Factor Productivity as the portion

of output growth that can not be explained by the growth in inputs. An increase in TFP, keeping
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input factors constant, can be interpreted as an improvement of the efficiency to combine inputs

and determines a shift in the production frontier. However, given its residual nature, TFP can be

considered as “unobservable”. 1

Productivity measurement has received a lot of attention, in particular in order to understand

income differences across countries/regions. Indeed, earlier studies on productivity have been

conduced at the macro-level, such as the country/regional level. In these studies, the economy

wide output is compared to the economy wide stock of capital and labour. Clearly, this is done

after the aggregation of micro level data, since only at the micro level there exists a real production

function. The optimal level of aggregation to measure productivity represents an important issue

in the productivity literature.

Awareness of the limits of the aggregate production function estimation, together with the

increased availability of longitudinal micro-level data and the development of micro-founded eco-

nomic theory, have increased the interest in productivity measured at the micro-level.

Productivity analysis at the micro level aims to analyse the smaller units of the supply side of

the economic system, i.e. firms or plants. The aggregate productivity is obtained as a sum (or

weighted sum) of the productivity of the micro units. An important point is that productivity can

be measured at different levels of aggregation connected with each other and aggregate productivity

grows if the productivity of every component grows, or it grows the share of the component with

higher productivity. Indeed, it is fundamental to implement an appropriate aggregation procedure

that takes into consideration not only productivity, but also the role of each agent in the market.

A “bottom-up” approach to calculating aggregate TFP, , where the bottom level is represented

by firms/plants, entails many advantages. First, it allows taking into account the heterogeneity

of firms. Second, it considers the reallocation of input and output factors and firms’ turnover, so

relevant in the understanding of the determination of TFP.

Many factors can determine firms’ heterogeneity. Among the others, managerial capabilities,

uncertainty about the innovation process (both in terms of product and production technology)

1 Many definitions have been provided for TFP, but, probably, the most common is the one proposed by Griliches

(1979) defining TFP as “a measure of our ignorance”. This definition identifies TFP with Solow’s residual, that is

determined from the production function estimation and it represents everything that input factors, such as labour

and capital, are not able to explain of output.
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and its diffusion consumer tastes, capital vintage,2 and localization.

Every cause of heterogeneity represents an important aspect of productivity, but we here want

to focus particularly on the heterogeneity caused by the location choice of firms. Specifically,

firms localization decisions can arise from two main kinds of advantages; the so called first and

second nature advantages. The former are due to the physical endowment of a place , that may

decrease the costs faced by firms, the latter are related to human relationships and the exchange

of information. We do not want to neglect first nature advantages, that we will introduce as

control variables, but we want to focus on second nature advantages. Indeed, according to the

agglomeration theories, that will be discussed later , we think that firms’ choice to locate close to

each other can favour the exchange of knowledge and improve firms productivity.

In order to achieve a consistent measure of TFP, we need to appropriately estimate the produc-

tion function. In order to do this, we start from the investigation of the micro-level productivity,

comparing different approaches to estimate the firm level production function, and then we pro-

ceed to aggregate the estimated firms’ productivity. For comparison, we also estimate aggregate

production functions and highlight the main differences and potential biases in the results.

This chapter is organized as follows: in section 2 we provide a review of the literature on

production function estimation from the studies on productivity at macro level to the recent works

on micro level productivity. In this section, we discuss the aggregation bias issue and some of the

proposed solutions to this problem. In section 3, we report a brief data description, in section 4 we

describe the most common methodologies adopted to estimate the firm level production function.

Section 5 reports on the results obtained and section 6 concludes.

1.2 Literature review

There is an ample reference literature on TFP both at the theoretical, including the growth

models developed since the 1950s, and at the empirical levels.

The neoclassical theory attributed an important role to technological progress, as the engine

of growth, overcoming the traditional hypothesis that it is capital accumulation that determines

growth.

2 This feature is important since productivity growth can be affected by the placing of new technologies. Indeed,

not all firms are able to innovate and capital can be subject to different rates of obsolescence and senescence.
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Originally, growth theories aimed at analysing differences in per capita income across countries,

sustaining that variables, such as capital and output, grow on their balanced path in line with

their steady state equilibrium and that every economy will achieve the balanced growth path. In

particular, the initial conditions of these variables do not matter, but economies facing the same

exogenous variables will achieve the same steady state; this idea implies the concept of convergence.

The inability of neoclassical growth theory to predict some of the stylized facts of growth has

raised criticism. In particular, it has been highlighted how capital and output growth do not

necessarily decline over time and, further, that traditional models are built on aggregated date and

do not consider individual behavior.

Some of the drawbacks that characterized the neoclassical growth theory have been overcome

by the endogenous growth theory that mainly focuses on the models proposed by Lucas (1988),

based on human capital, and by Romer (1986a)and Solow (1994), based on the assumption of

endogenous technology.

Endogenous growth theories argue that technology requires the development of know-how

through workers’ experience and the availability to share and spread knowledge. This idea is

formalized by Arrow (1962) as learning by doing based on the following points: knowledge is

accumulated over time through practice and increases the production possibilities; knowledge is

considered as a public good, i.e. it is non-rival and may be considered as a positive externality.

Each firm can benefit of technology developed by other firms and in the overall economy.

Given our empirical focus, we do not discuss in depth the theoretical literature on TFP, and,

instead, we prefer to analyse the most commonly adopted methodologies to determine TFP at the

macro and micro level. At the macro level, according to Islam (1999), the common denominator

to compute TFP at the country level is represented by the the growth accounting approach. This

approach has been developed in three directions: 1) Time series ; 2) Cross-section and 3) Panel

regression. The time series growth accounting approach has been commonly used to measure

the TFP of industrialized countries, since they hold the longest tradition in data collection, and

therefore longer temporal series. This approach allows investigating how each factor affects the

aggregate output growth rate. The starting point is a neoclassical production function, such as

Y (t) = A(t) ·F [K(t), L(t)], where A(t) represents technological progress, Y (t), K(t) and L(t) are,

respectively, output, capital and labour input factors. In order to identify productivity from the

production function equation, it is standard to take the log of the production function and then
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differentiate with respect to time. The assumption of perfect competition allows to refer to the

Euler equations, which imply that the input costs will be equal to the input marginal products,

respectively capital marginal product A·FK ·K
Y indicated by α(t) and labour marginal product A·FL·L

Y

indicated by (1 − α(t)). Perfect competition, together with the assumption of constant return to

scale, implies that the sum of labour and capital marginal product, is equal to one.

The growth rate of technological progress, our measure of TFP, is the growth rate of output

minus the weighted sum of the growth rate of inputs factors. Otherwise, empirically we can define

TFP as a residual obtained by estimating the production function and subtracting the fitted values

from actual output.

As stressed by Jorgenson and Griliches (1967), this procedure can be enhanced by paying

attention to the qualitative improvements of inputs factors that should be measured dis-aggregating

the information related to the quantitative and qualitative characteristics of inputs, i.e. qualitative

aspects of labor inputs can be determined through education, years of schooling and working

experience. The qualitative information of capital can be obtained disaggregating capital for

species. However, this approach presents two drawbacks: it assumes technology as exogenous and

it does not allow explaining how the change in inputs and TFP growth are correlated to public

policies, technology and preferences.

The cross–sectional Growth Accounting approach has been proposed by Hall and Jones (1996),

who aim to apply the time series growth accounting approach to cross sectional data. Also in

this case, the starting point is a production function that varies across countries. This approach

introduces in the production function the concept of human capital, defined as an exponential

function of the number of workers3

The main advantages of this approach are that it does not require a production function form

and it does not face time varying econometric estimation issues. The main disadvantages are repre-

sented by the issue of countries’ order, as including /excluding a country could have an important

effect since each country has a different weight, and, furthermore, by the initial assumptions on

the capital stock and its depreciation.

Finally, the Panel Regression approach has been proposed in order to overcome some of the

drawbacks of the previous approaches and also to explain some empirical regularities in countries’

growth. It develops from the more recent cross-sectional approach to measure TFP. Technology is

3The production function is represented by Yi = AiF (Ki, Hi) where H is the stock of human capital defined as
Hi = eφ(S)Li
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described as Cobb-Douglas and is characterised by the exponential growth of technological progress.

Taking the log of the production function, the exponential growth of technological progress allows

separating the initial level of technology with respect to its growth rate, and assuming that every

country faces the same growth rate of technology, the relative TFP between two countries will

be constant and equal to the initial level of technology of those countries4. The panel approach

has been adopted in Islam (1995) using both Chamberlain (1982)Chamberlain (1984) Minimum

Distance estimator and using the covariance estimator (based on the fixed effects model).

Recognising the limits of analysing the production function at the aggregated level, in recent

year we have seen the emergence of a new direction in the empirical analysis, consisting in esti-

mating the production function, and related productivity, at the firm level.

According to Lutero (2010), the aggregation issue may be studied from different points of view:

temporal aggregation, contemporaneous aggregation (across variables in order to build composite

indices) and longitudinal or spatial aggregation, with respect to the geographical space.

Dealing with disaggregated data implies advantages, such as more powerful and efficient es-

timation (because of the greater availability of observations and consequent greater degrees of

freedom), more complete information, and better forecasts compared to the macro models.

In spite of the advantages of using micro level data, many economists still prefer using aggre-

gated data because they are more easily available, simpler to analyse, allowing more parsimonious

analysis and faster statistical process.

On the other hand, the interest in aggregation bias is due to the increased availability of lon-

gitudinal dataset together with the developments in econometric tools, such as micro-econometric

panel data models or dynamic factorial analysis, which allow taking into consideration information

embedded in micro data into an aggregate representation.

Referring more closely to the longitudinal aggregation, we need to recall the seminal contribu-

tions of Leontief (1947), Theil (1954) ,Grunfeld and Griliches (1960) and Zellner (1962), on the

aggregation bias issue. This issue can be formalised as follows: assuming β is the true value of

the parameter analysed, it has been shown that the relation between β value, and parameters ob-

tained performing an aggregated estimator βA and disaggregated estimators βD, can be expressed

as follow:

4I.e. Ait
Ajt

= Ai0·egt
Aj0·egt

= Ai0
Aj0
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∣∣∣plim(β̂D − β)∣∣∣ < ∣∣∣plim(β̂A − β)∣∣∣ ;

denoting that the asymptotic bias is larger in the aggregated estimator.

Albeit the seminal papers on aggregation bias are not recent, the aggregation issue is still

debated. In particular, the recent works focus on the aggregation rule, on how to find the suitable

one and the link between micro and macro data, as in the case of Lintunen et al. (2009).

Aggregation bias has been considered a very important topic within the productivity and pro-

duction function literature. Production function aggregation has been criticized because only

firms (plants) deal with input factors allocation in the production process. Indeed, firms produc-

tion function indicates the optimal quantity to produce in order to maximize profits. This thought

has been supported by Klein (1964), who sustains that the aggregate production function should

be a mirror of the technological relation of the micro production function, since the latter gives

the maximum amount that can be produced for a given level of inputs, synthesizing the dynamics

of production. Instead, the aggregate production function returns the amount produced, without

considering inputs allocation.

A detailed treatment has been proposed by Felipe and Fisher (2003), who consider two kinds

of aggregation: one across different kinds of capital employed in the production process and the

other one across firms (plants), representing the aggregation that we are interested in. Felipe and

Fisher provide a survey of the existing literature and give suggestions to applied economists on

how to tackle aggregation issues.

They start recalling the famous Cambridge-Cambridge debate on the definition of capital, since

the debate on the aggregate production function has concentrated for a long time on the aggregation

of capital. This debate includes controversies between Robinson and her colleagues of Cambridge,

UK, and Samuelson and Solow of Cambridge, US. They argue that capital should be considered,

on one side, as a financial fund easily transferable to a different activity, and on the other as a

collection of production factors.

Robinson criticises this distinction, sustaining that capital is a collection of heterogeneous

factors, and that aggregate variables can be compared only if they are measured through monetary

units. Some conditions, therefore, need to be satisfied before proceeding to aggregate, in order to

avoid the problems due to heterogeneity.
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These conditions have been presented as theorems. In particular, we can recall three main

theorems, proposed by Leontief (1947), Nataf (1976) and Gorman (1959). Leontief theorem pro-

vides the sufficient and necessary conditions, which allow a production function to be considered

as aggregated. This theorem states that aggregation can be performed only in the case that the

marginal rate of substitution across variables included in the aggregate production function is

independent from the variables not included in the aggregation. For example, considering the

aggregation across capital types, this can be computed only if these are independent from labour.

Nataf theorem stresses that capital aggregation in homogeneous groups is not the only issue

and another important point is represented by the aggregation of the production function. Nataf

sustains that the aggregate production function is possible only if the micro production function

are additively separable in capital and labour (for example CD or CES production functions).

Finally, Gorman theorem states that the marginal rate of substitution between inputs must be the

same across firms to proceed to aggregate inputs.

Other conditions to be satisfied in order to obtain a correct aggregation are proposed by Felipe

and Fisher (2003), who criticises Nataf stating that even the aggregate production function needs to

satisfy the efficiency condition implying the maximization of output for given inputs. Furthermore,

Fisher states that the problem of aggregation does not concern only capital, but also labour and

output.Fisher also argues that aggregation does not create any problem when capital and labour

are homogeneous across firms, but this condition does not seem realistic since firms are generally

heterogeneous.5 Yet, the main problems still pertain to the capital input, since labour can more

easily be considered homogeneous. So, Fisher sustains that is not a good practice to aggregate

capital, and it is even more unsuitable when we deal with a large number of firms.

The literature on micro level productivity has not experienced substantial improvements from

the theoretical point of view, and it is largely based, like for the macro level, on the growth

accounting approach. At the micro level, most improvements are related to the tools applied to

obtain consistent estimates of inputs elasticities, such as more efficient estimators provided by the

econometric literature.

Departing from the approach followed at the macro level, based on the Ordinary Least Squares

(OLS) estimator, studies that analyse the micro level production function have recognized some

5 In our case, this can be particularly the case since we deal with a large number of firms.
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drawbacks that affect this estimator and have applied alternatives such as the Instrumental Vari-

ables (IVs, hereafter), the Fixed Effects Estimator, the Generalized Method of Moments (hereafter,

GMM), and semi-parametric approach à-la-Olley and Pakes and Levisohn and Petrin. These esti-

mators allow overcoming issues such as endogeneity and simultaneity due to the likely correlation

between productivity and input choice, together with the inability, to distinguish firms’ hetero-

geneity.

The Olley and Pakes and the Levisohn and Petrin approaches represent an important turning

point in production function estimation at the micro level. Olley and Pakes (1996)(OP), in par-

ticular, aim to analyse the telecommunication equipment industry parameters during a period of

restructuring and want to investigate the relationship between productivity and firm entry and

exit. Since they are interested in the evolution of the industry productivity, they first estimate the

production function at the plant level and later use these results to analyze changes in productivity.

They recognize the relevance of firm entry and exit into the industry and consider productivity as

the main determinant of firm turnover. However, the firm’s exit strategy, even if productivity is

smaller than an indifference threshold, may depend on capital stock. Their estimator is based on

the assumption that there is one unobservable state variable, i.e. productivity, that determines firm

behavior and is determined by the observed state variables, i.e. the factor inputs and investment,

used as a proxy for productivity. These assumptions allow accounting for the simultaneity issue.

Using this estimation procedure, they are able to take into account the impact of firms’ turnover,

and via the semi parametric approach obtain an estimation of the production function parameters

consistent for endogeneity between factor inputs and productivity.

Levinsohn and Petrin (2003)(LP) extend the approach of OP, constructing an estimator that

allows overcoming the potential serial correlation between inputs and unobserved specific produc-

tivity shocks. In particular, they show that intermediate inputs can solve the issue of simultaneity.

However, in place of investment, that can assume zero values, they introduce intermediate inputs,

that are usually positive. In their work, they analyze 6665 Chilean manufacturing firms observed

yearly from 1979 to 1986, covered in the Chilean manufacturing census of all firms with at least

10 employees, and focus on the four largest industries at three digit-level (Metal, Textiles, Food

and Wood products). The intermediate inputs are chosen in their work on the grounds of data

availability, i.e. they choose the variables with less zero values (missing values) in the dataset.

They then compare their estimator with a simple OLS, OP and System GMM,4 and conclude that

18



parameter sizes do differ depending on the estimation approach.

Criticism to Olley and Pakes (1996) (and LP) approach has been moved by Ackerberg et al.

(2006) and Wooldridge (2009), but neither of the alternative approaches have received, to the best

of our knowledge, empirical application. In particular, Ackerberg et al. (2006), have stressed how

both OP and LP may suffer of collinearity problems, due to the dependence of labour on produc-

tivity and capital, underline the importance of the choice of timing and propose a new procedure

that departs from the Olley and Pakes (1996) and LP because no coefficients will be estimated

in the first stage of estimation. In contrast, input coefficients are simultaneously estimated in the

second stage. However, the first step will still be important to extrapolate the untransmitted error

εij from the production function.

Wooldridge (2009)has proposed an alternative approach to the control variable approach of

OP and LP, judged inefficient since he sustains that that method ignores the contemporaneous

correlation in the errors across the equations that compose the model and does not efficiently

account for serial correlation or heteroskedasticity in the errors. Following the same assumptions

of LP, Wooldridge sustains that it is possible to obtain the same moment conditions proposed by

LP through the GMM estimator. Wooldrige enumerates a number of advantages in its approach: it

overcomes the identification issue, faced by LP in the first step, since GMM allows to obtain both

capital and labor parameter estimates efficiently; it is robust for correlation and heteroskedasticity

and takes into account the cross equation correlation in order to improve in efficiency; GMM joint

system estimation does not require bootstrapping to obtain fully robust standard errors and it is

computationally simpler than LP. It efficiently uses the moment conditions implied by the OP and

LP assumptions and uses the cross-equation correlation to enhance efficiency, as well as an optimal

weighting matrix to account for serial correlation and heteroskedasticity.

Finally, there exists a branch of literature that can be considered a bridge connecting micro

and macro productivity computation, since it focuses on aggregated productivity obtained from

micro longitudinal data. Belong to this branch the empirical analysis related to the reallocation

of factors and productivity dynamics provided by Baily et al. (1992), Olley and Pakes (1996),

Bartelsman and Dhrymes (1998), Haltiwanger (1997) using plant-level manufacturing data from

US; by Aw et al. (1997) for Taiwan; Tybout (1996) for Colombia, Chile and Morocco, and Griliches

and Regev (1995) for Israel. All these studies have focused on the productivity effects caused by

factors reallocation, noting that the reallocation is common within instead of between sectors.
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These authors usually proceed to build an index of industry productivity through a weighted sum

of firms’ productivity, where weights are the firm’s share. This kind of index, even if it allows to

take into consideration firms’ weights, it does not allow to distinguish between entrant and exiting

firms. Further, selection and learning effects could lead to a biased measure. Baily et al. (1992)

have proposed an alternative index that combines “within” effects, obtained as a sum of changes

in firms’ productivity weighted by the share of firm at the previous period, and “between” effects,

obtained through the sum of changes in firms’ share weighted by the productivity gap of firms with

respect to the industry aggregate productivity, and firms’ turnover.

Later, Griliches and Regev (1995) have proposed an alternative decomposition of changes in

productivity that, as well as Baily et al. (1992), considers firms’ turnover, within and between

effects. In particular “within” effects are measured as the weighed sum of productivity, where

weights are the average firms’ share over time. “Between” effects are obtained summing changes

in firms’ share weighted by firms productivity gap (with respect to the industry productivity).

Turnover effects imply that the entrant firms will contribute positively to the industry productivity

if the average productivity of entrant firms is greater than the average productivity of the industry.

The other way round is true for the retiring firms, which can improve the industry productivity

if the average productivity of the firm is less than the average industry productivity. Another

possible approach has been proposed by Olley and Pakes (1996), who, in addition to considering

firm production function, provide a method of aggregation to investigate industry productivity.

Their decomposition method does not explicitly mention the productivity of new entrant or exiting

firms, since market dynamics have been considered in the production function estimation. Their

approach will be explained in greater detail in the methodology section.

1.3 Empirical Strategy

1.3.1 Firm level models

Several estimators and methodologies have been proposed to derive consistent measures of

inputs’ elasticity and thus consistent productivity. In this work, we share this goal since TFP

represents the main variables in the next analysis.

We have implemented both parametric and semi parametric approaches, in order to compare

results obtained implementing different methods; in particular, we start by applying traditional
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estimators such as OLS and FE estimators, to then apply more efficient and unbiased estimators

such as the Generalized Method of moments (GMM) and the LP estimator.

We depart from OP approach, because we have chosen to work with a balanced panel. Our

data source does not permit us to distinguish between firm exit and entry decision. In order to

obtain the equation to be estimated, we proceed by defining technology. In particular, we adopt

the Cobb-Douglas production function:

Yjt = AjtK
βk
jt L

βl
jtM

βm
jt

where Yjt represents physical output of firm j at time t, Kjt, Ljt, and Mjt point to inputs of

capital, labour, and materials, and Ajt is the Hicksian neutral efficiency level of firm j in period ,

which is unobservable.

The next step is to log-linearise the production function, in order to obtain an equation to be

estimated, such as:

yjt = β0 + βkkjt + βlljt + βmmjt + εjt (1.1)

where ln(Ajt) = β0 + εjt.

β0 measures the average efficiency (both across firms and over time), εjt is the deviation from

average productivity. The error term can be decomposed into an unobservable (ωjt) that represents

firm-level productivity and a i.i.d. shock (ujt), εjt = ωjt + ujt. The production function can be

rewritten as follow:

yjt = β0 + βkkjt + βlljt + βmmjt + ωjt + ujt (1.2)

After estimating inputs elasticity, we can determine TFP as a residual:

̂ωjt + ujt = yjt − β̂kkjt + β̂lljt + β̂mmjt. (1.3)
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We start our analysis performing an OLS estimation, even if we know that it does not allow to

consider firms’ heterogeneity, so that productivity results correlated with the input factors and the

error term is not orthogonal, resulting in biased estimation. In order to overcome this issue, the

econometric literature suggests the implementation of the Fixed Effect estimator that is unbiased

assuming time-invariant productivity, that is ωit = ωi. We can rewrite equation (1.4), as follows:

yjt = β0 + βkkjt + βlljt + ωj + ujt (1.4)

where intermediate inputs are not explicitly introduced among the regressors, since we adopt

as proxy of firm output the deflated firms’ values added.

The Fixed Effects estimator implies transformation of the model by subtracting the average of

each variable over time, so that ωi disappears from the main equation.

(yit − yi.) = αo + β1(lit − li.) + β2(kit − ki.) + (ωi − ωi) + (εit − εi.) (1.5)

ỹit = αo + β1 l̃it + β2k̃it + ε̃it,

where ỹ represents the within transformation of value added, l̃ and k̃ represent the within trans-

formation of labour and capital and ε̃ represent the within transformation of the error term. The

production function, so transformed, is characterized by an orthogonal error term and it can be

estimated via OLS (GLS) estimator.

Recently, the literature has criticised the assumption of fixed productivity, focusing, instead,

on estimators, which relax this assumption, such as the Generalized Method of Moments (GMM)

and the Olley and Pakes/Levisohn and Petrin estimator that introduces the assumption that

productivity could be varying over time, but firms could improve/worsen their performance. On the

GMM estimator performed to estimate firms production function, an exhaustive guide is provided

by Bond (2002) Instead, the seminal paper of Olley and Pakes (1996) marks the introduction of

semi-parametric approaches to estimate firms’ production function.

Previous equations represent the common step of each methodology, that consists of estimating

inputs elasticity and then through the parameters obtaining firms’ productivity.
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Now, we briefly outline these methodologies and related econometric tools, starting from Bond

approach. Recalling equation (1.4), we proceed introducing some assumptions drawn from Bond

(2002). Firstly, the dependent variable is firm value added instead of firm output. This assumption

implies that we remove intermediate inputs from the list of regressors, since value added is net of

intermediate inputs cost. Furthermore, the unobservable firms specific component ωjt is composed

by fixed and time varying specific, that is ωjt = ηj +ajt and further time varying specific elements

exhibits an auto-regressive pattern.

yit = βllit + βkkit + γt + (ηi + ait + εit)

ait = αait−1 + eit,

eit, εit ∼MA(0),

where yit indicates firm i output (value added) at time t, lit and kitrepresent input factors,

γt indicates time fixed effects, ηi indicates firms fixed effects, ait is the time varying firm specific

effect that exhibits a regressive mean-reverting pattern (α < |1|).

Then, it has been obtained a dynamic production function by substituting the auto-regressive

process ait in production function estimation. Redefining parameters, the production function can

be rewritten as6:

6

yit = βllit + βkkit + γt + (ηi + αait−1 + eit + εit)

ait = yit − βllit − βkkit − γt − (ηi + εit)

ait−1 = yit−1 − βllit−1 − βkkit−1 − γt−1 − (ηi + εit−1)

yit = βllit + βkkit + γt + (ηi + α (yit−1 − βllit−1 − βkkit−1 − γt−1 − ηi − εit−1)) + eit + εit)

yit = βllit + βkkit + γt + ηi + αyit−1 − αβllit−1 − αβkkit−1 − αγt−1 − αηi − αεit−1 + eit + εit)
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yit = π1lit + π2lit−1 + π3kit + π4kit−1 + γ∗t + uit

where uit = (η∗i + ωit)

In line with Bond (2002), we perform both Difference and System GMM estimators, the latter

based on two equations: level and first differences, and two sets of instruments, respectively, first

differences and lags of independent variables.

Both estimators are characterized by some orthogonality conditions necessary to define appro-

priate instrumental variables, represented by lags of dependent and independent variables included

in the model, instruments have to satisfy orthogonality conditions. Instruments suitables for differ-

ence GMM equation have to satisfy the following conditions: E [yi,∆εi] = 0 for i = 1, ......, N

where ∆εi = (∆εi3,∆εi4, ......,∆εiT ).

Orthogonality conditions that instruments need to satisfy for level equation are: E(4yis, εiT ) =

0 for s = 2, 3, ...., T − 1 and E (εit4yit−1) = 0 t = 4, .., T . These conditions allow to face

endogeneity caused by the time lag of dependent variable, introducing dynamics in the model, but

production function equation is also affected by endogeneity due to productivity and inputs demand

relationship. In order to take into account this source of endogeneity we need account for further

orthogonality condition, such as:E(4yis, uiT ) = 0for s = 2, 3, ...., T − 1 and E (uit,4yit−1) =

0 t = 4, .., T .

Olley and Pakes (1996) approach represents a breakthrough in the estimation of production

function. They have proposed an algorithm for estimating production function parameters, trying

to overcome two issues neglected by the previous literature, such as selection bias, due to the

relation between productivity and exit decision, and simultaneity, due to the relation between

productivity and input demand. Endogeneity issue is faced by controlling the unobservable pro-

ductivity ωit through investment, instead, selection bias introduces productivity expectation which

depends on age, capital and productivity at time t−1; indeed a certain firm will continue to produce

if its productivity is greater than the critical value ωt ≥ ωt(at,kt).

The important founding that allow to define the estimator, is that the investment function is

increasing in ω, this result allows inverting the investment function and writing the productivity

24



as:

ωt = ht(it, at, kt)

Substituting the previous expression in the production function:

yit = β0 + βaait + βkkit + βllit + ht(iit, ait, kit) + ηit

assuming that β0 + βaait + βkkit + ht(iit, ait, kit) = φt(iit, ait, kit), we can rewrite:

yit = βllit + φt(iit, ait, kit) + ηit (1.6)

This model does allow to obtain only the coefficient of labour factor, instead is not possible to

distinguish the effect of capital and age. In order to estimate the parameters related to capital and

age would be defined the probability of surviving of each firm:

Pr
{
χt+1 = 1|ωt+1(kt+1, at+1), Jt

}
=

= Pr
{
ωt+1 ≥ ωt+1(kt+1, at+1)|ωt+1(kt+1, at+1), ωt

}
=

= ρ
{
ωt+1(kt+1, at+1), ωt

}
=

ρ(it, at, kt) ≡ Pt

Obtained the coefficient of labour, we can proceed to the second step consisting in estimating
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the expected value of (yt+1 − β̂llit) given the information at time t about firms surviving.

E
[
yt+1 − β̂llit|at+1, kt+1, χt+1 = 1

]
=

= β0 + βaait + βkkit + E [ωt+1|ωt, χt+1 = 1] =

= βaait + βkkit + g(ωt+1, ωt)

where function g(.) represents the biases gap between current productivity and the critical

value of productivity. The conditional density of ωt+1to ωt is positive in a certain range of values

of ωt+1 , and so can be substitute in g , as Pt and ωt terms:

yt+1 − βllit = βaait + βkkit + g(Pt, ωt)

furthermore ωt can be obtained through equation (1.6)

φt = β0 + βaat + βkkt + ωt

ωt = φt − β0 − βaat − βkkt

yt+1 − βllit = βaait + βkkit + g(Pt, φt − βaat − βkkt) + ξt+1 + ηt+1

where ξt+1 = ωt+1 − E [ωt+1|ωt, χt+1 = 1].

The fundamental system of equations is:
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yit = βllit + φt(iit, ait, kit) + ηit

Pr
{
χt+1 = 1|ωt+1(kt+1, at+1), Jt

}
= ρt(it, at, kt) ≡ Pt

yt+1 − βllit = βaait + βkkit + g(Pt, φt − βaat − βkkt) + ξt+1 + ηt+1

The first equation of the system can be estimated through a polynomial approximation and a

Kernel estimator. The probability of survival of firms is estimated through a probit model where

the RHS of the model is a polynomial of (it, at, kt) .

Obtained estimates of β̂lφ̂t and P̂t are substituted in the third equation of the system. The

parameters (βa, βk) are determined by the minimization of the residual sum of squares.

The introduction of the probability of exit (predicted probability), allows Olley and Pakes

(1996) to address the downward bias of capital coefficient due to the negative correlation between

εjt e kjt, correlation that arises because firms know their productivity level, that determines the

choice of inputs factors. Implementing this procedure, we do not need to assume that inputs are

chosen independently from firms productivity level.

Following OP’s approach, LP have provided an extension of this approach. LP have criticized

recourse to investment as a control variable, implying the truncation of firms with zero or negative

investment. They have proposed as proxy variable intermediate inputs instead of investments. The

demand function of the intermediate inputs can be expressed as mjt = mt(kjt, ωjt), intermediate

inputs is a function of capital and productivity at the firm level, intermediate inputs are assumed

increasing together to productivity ωt. This assumption allows inverting the function and writing

productivity as a function of intermediate inputs and capital, that is the unobservable variable as a

function of observable ones, ωjt = st(kjt,mjt) where st(.) = m−1
t (.). Substituting in the production

function:

yjt = β0 + βkkjt + βlljt + βmmjt + st(kjt,mjt) + uqjt
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LP follow all the steps of the OP procedure, except for the adoption of intermediate inputs as a

proxy. They sustain that intermediate inputs is a better proxy because, as investment, can address

the simultaneity issue, and further, there exist some benefits arise from intermediate inputs data,

that is, investment can be used as proxy only for firms with a positive investment, firms with

negative or null investments are truncated. Using intermediate inputs as proxy avoids the loss of

observations, since firms generally report positive use of intermediate inputs. Another advantages

of using intermediate input as proxy is the lower adjustment cost afterwards a productivity shock.

While acknowledging the importance of productivity reallocation, we have to deal with shortage

of data, about firms’ turnover. As mentioned above, observing missing values in our data cannot

be interpreted as firm exit from the market, in this works we have retain that the presence of

missing values in the dataset it could be due to a choice of the firms to not sent balances sheet to

the company collecting data.

Furthermore, our prior interest is not market dynamics, but productivity dynamics. This has

led us to draw a dataset where firms stay in the market during all periods analysed.

1.3.2 Productivity Aggregation

In this section, we would like to provide a synthesis of Olley and Pakes (1996) methodology

to compute aggregate productivity. Although we aim to analyse firm level productivity even in

the next analysis, considering aggregated productivity permits to compare our results with other

works and also to compare potential different results obtained by firms and aggregated models.

Following Olley and Pakes (1996) approach, we have proceeded to aggregate firm level produc-

tivity at province/industry level, taking into consideration the change in share of firms in order to

not incurring in aggregation bias.

It is worth stressing that we have aggregated productivity, and we have estimated province/industry

production function for sake of completeness. In this section, we can only explain the applied meth-

ods, that gives us productivity, which represents the dependent variable of next analysis steps.

We describe this method, that we adopts only partially, since we agree in applying the weighted

sum of individual firm productivity, thinking that each firm has a different role and weight in the

market, but we sustain that we do not have enough information to analyse turnover effect, since

we are not able to distinguish firms’exit from missing values.
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An excellent literature survey about aggregate productivity growth has been proposed by Foster

et al. (1998) focusing on studies where aggregated productivity is obtained from micro longitu-

dinal data. They are interested in how factors reallocation affects productivity , noting that the

reallocation is common within instead of between sectors.

Olley and Pakes (1996), who investigate productivity trend of telecommunication industry have

proposed to compute firms’productivity and then provide its industry aggregation. To this aim

they have suggested an alternative decomposition, that do not explicitly mention the productivity

of new entrant or exit firms, since market dynamic has been considered in the estimation procedure.

The industry productivity is

pt =

Nt∑
f=1

sftpft

Productivity can be decomposed as follow:

pt =

Nt∑
i=1

(s̄t + ∆sit)(p̄t +4pit) =

expanding the product:

pt = Nstpt +

Nt∑
i=1

4sit4pit + st

Nt∑
i=i

4pit + pt

Nt∑
i=1

4sit

pt = Nstpt +

Nt∑
i=1

4sit4pit + st

Nt∑
i=i

(pit − p̄t) + pt

Nt∑
i=1

(sit − s̄t)

pt = Nstpt +

Nt∑
i=1

4sit4pit + st

Nt∑
i=i

pit −Ns̄tp̄t + pt

Nt∑
i=1

sit −Ns̄tpt

pt =

Nt∑
i=1

4sit4pit + st

Nt∑
i=i

pit −Ns̄tp̄t + pt

Nt∑
i=1

sit
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pt =

Nt∑
i=1

4sit4pit +
1

N

Nt∑
i=i

pit −Ns̄tp̄t + pt

Nt∑
i=1

sit

pt =

Nt∑
i=1

4sit4pit + p̄t −Ns̄tp̄t + pt

Nt∑
i=1

sit

since st and pt are constant across firm their sum can be expresses as the number of firms times

stpt, further st = 1/Nt, instead
∑Nt
i=1 sit = 1,

pt =

Nt∑
i=1

4sit4pit + p̄t −Ns̄tp̄t + pt

=

Nt∑
i=1

4sit4pit + p̄t −N
1

N
p̄t + pt

pt = p̄t +

Nt∑
i=1

4sit4pit

where 4sit = sit − s̄t, 4pit = pit − p̄t.

Results found in literature related to the manufacturing sector have shown that the reallocation

plays an important role in the productivity growth at industry level and that the productivity

growth is sensitive to the decomposition method used. The choice of the decomposition methods

is important, time series decompositions show a large contribution of the turnover of firms, (exit of

the less productive and entry of the high productive), instead, using cross-section decompositions,

the reallocation of inputs and output increases productivity.

Although our main goal is not investigating aggregated productivity, we wish to compare re-

sults obtained using firm level productivity and results obtained using province/industry level

of aggregation, we rearrange OP decomposition to aggregate firms’ productivity at industry and

geographical level, obtaining the following equation:obtain
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pirt = p̄irt +

R∑
j=1

I∑
i=1

4sft4pft

where pirt indicates productivity of a given province r and sector i, at time t, p̄irt is the relative

average productivity , R indicate the total number of provinces where firms are localized, ∆sft

indicates changes in firms’share and 4pft indicates changes in firms’ productivity. The aggregated

productivity will be used as alternative to firm level productivity in the succeeding analysis.

1.4 Empirical Application

1.4.1 Data description

We deal with panel data of Italian firms, sourced by the Italian section (AIDA) of the Bureau

van Dijk database. We limit our analysis to Small and Medium Enterprises. This dataset mainly

provides balance sheet data, but it also provides some industry and geographical information. For

each firm we have collected the following information:

• CCIAA , which represents the registration number of the firm. This information has been

used as univocal index

• Denomination

• Date of establishment

• Value Added. This items is obtained revenues and costs related to the main activity of the

firm.

• Assets including property and equipments, used as proxy of capital. The values provided in

the balance sheet is net of the depreciation of capital.

• Number of workers

• Cost of intermediate inputs (from the Profits and Losses table)

• Cost of labour (from the Profits and Losses table)
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• ATECO code, which indicates the economic sectors of the firm and it corresponding to SIC-

code.

• Location of firms: region, province and zip-code.

The variables used to estimate the production function are Value Added (Y), Capital (K), number

of workers (L) and the cost of intermediate inputs (M). Before estimating the production function,

we deflate these variables by a specific deflator for each of these items provided by the OECD

- STAN-IT dataset. The deflators are provided per industry, in particular using a two digits

SIC-code.

Our sample contains 65009 observations, with 9287 firms observed over 7 years from 1999 to

2005. Firms belong to different economic sectors and, in particular, the four main economic sectors

represented are manufacture, services, construction and commerce.

Further processing on data are reported in appendix A.

1.4.2 Results

Table 1.1 reports results related to production function estimation obtained by applying at

firm level the alternative estimators that have been described in the methodology section. Results

appear to be consistent with expected ones, and rather homogeneous. In particular, firstly, as

suggested by literature, firms are labour intensive, this result is shared by all methodologies,

with the only exception, represented by first difference GMM (Arellano-Bond estimator). We can

observe that OLS estimators underestimates capital with respect to LP estimator.

Introducing fixed effects, firstly province FE and later firms fixed effect, we can note that the

magnitude of labour elasticity decreases and the magnitude of capital elasticity increases. These

results can be interpreted as follows: labour elasticity is overestimated because it includes firms

specifics characteristics; introducing fixed effects, we depurate the labour coefficient from these

effects. Firms specific characteristics could be related to their location or workers skills or any

capability of the firm that allows it to improve output.

We can observe that even the LP estimator, consistent for endogeneity, returns a higher value

of capital elasticity with respect to the OLS estimator. Then, estimating the dynamic production
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function, we obtain that the magnitude of the labour input is lower due to the entry of the lagged

dependent variable among the regressors; instead, the lagged capital and labour inputs do not

seem to be relevant, given the small magnitude.

Looking at the dynamic specification results, these are characterized by a greater dimension of

regressors’ matrix due to the introduction of the dynamic of productivity, as suggested by Bond

(2002).

GMM estimations, which apply the principal of Instrumental Variables, need to be followed

by diagnostic tests, in particular Arellano-Bond auto-correlation test and Hansen/Sargan test for

instruments are applied.

Performing these tests after difference and System GMM estimators, we found, in the first

case, for the difference GMM estimation Arellano-Bond test rejects the null hypothesis of absence

of auto-correlation of first but it does not reject the hypothesis of absence of second order auto-

correlation; Sargan test rejects the null hypothesis, so again we have weak instruments. Applying

tests to System GMM we obtain that: Arellano-Bond test rejects the null hypothesis of absence of

auto-correlation of both first and second order; Sargan test rejects the null hypothesis of goodness

of instruments. Test results suggest that our instruments are weak and our model is affected by

auto-correlation, so GMM estimator does not seem to be suitable for our data.

Estimating the production function returns us inputs elasticity, so in order to determine firm

productivity, we proceed with a further step, that according to the main literature, it is determined

as a residual from the production function equation.

For the sake of completeness, we have provided results related to a battery of estimators; in

the light of the econometric and economic theory, considerations about endogeneity and dynamic

productivity, suggests us that the estimator that better than others allows overcoming simultaneity

and considering changes in productivity, is LP.7, so we have chosen to use in the next steps, as

proxy of productivity, the residuals obtained from LP estimations.

Determined firms productivity, we next use this variable in the core analysis to investigate how

spatial externalities can affect it, we also proceed to aggregate productivity at the province-industry

level, applying OP procedure and analysing the relation between province/industry economies

and province/industry productivity. We have proceeded analysing in parallel firms and provinces

productivity. The latter can be obtained following two different methods:

7it could exist a learning mechanism, that leads firms to improve their efficiency and so their productivity
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- aggregate firm’s data (summing by province and industry main variables needed to estimate

production function) in order to obtain province/industry capital, labour , intermediate inputs and

value added.

- maintaining the estimation of the production function, and obtained firms’ productivity, we

can aggregate at the province/industry level following OP procedure.

Results obtained estimating Production Function at provincial level are reported in table 1.2

Also in this case, as well as firms’ one, we found that provinces are labour intensive, and moreover

that capital plays little relevance, how small magnitude of its elasticity shows, only results obtained

through FE estimator return a higher elasticity of capital, instead we can observe that the other

estimators, that assume dynamic productivity return a no significant coefficient. It seems reason-

able conclude that the provincial value added is, mainly, explained by labour inputs. Although

labour intensive characteristic, introducing province FE, magnitude of labour elasticity decreases,

suggesting the importance of geographical effects, initially, absorbed by labour elasticity.

1.5 Conclusions

We have analysed the evolution of the concept of productivity over the last decade, and the

importance attributed to this measure. Indeed, productivity is considered the engine of economic

growth. Even if the earlier studies have investigated macro level productivity, mainly country-

level, awareness of the limits of aggregated production function estimation, together with the

increased availability of longitudinal micro-level data, and to the development of micro-foundation

of economic theory, focused on the behavior of economic agent, their utility function and their

preferences, have increased the interest in productivity measured at micro-level. The advantages

of analysing the micro-level data is that they allow to understand the reallocation of input and

output factors, to take into account firms’ heterogeneity and productivity dispersion.

Indeed, productivity can be thought as the combination of several firm’s skills, that combine

cause an improvement in their efficiency; among possible causes that can explain firms’ productivity

we have focused on heterogeneity coming from localization choice and geographical characteristics

, that is external elements that can affect firms’ productivity of small and medium firms.

We have found productivity through two step analysis, in the first one we have proceeded to
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estimate production function performing a battery of estimators, such as OLS, FE, GMM (both

difference and system ) and LP. Then, we have chosen among these estimators LP residual to

determine our measure of productivity; this choice has been driven by the economic assumption

underlying the estimator and econometric suggestions and diagnostic test applied in particular to

GMM estimator, believing that LP estimator, can, better than other ones, overcome endogeneity

issue and consider firms’heterogeneity.

Results have shown that firms are generally labour intensive.Further we have observed that

introducing province FE causes a decrease of labour elasticity, probably geographical effect had

been included in this parameter. According to OP and LP, we can further observe as OLS es-

timator underestimates capital parameter, with respect estimators that take into account firms

heterogeneity.
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Chapter 2

Agglomeration Effects

2.1 Introduction

In the previous chapter, we have discussed extensively the issue of productivity measurement

and have proceeded to estimate productivity at the micro and macro level. Here, we move to

the estimation of the role of the environment, and agglomeration economies in particular, for

productivity. According to the theory, firms choose to localise close to other firms belonging to

the same industry or close to firms belonging to other industries in order to exploit agglomeration

externalities.

The importance of space and localisation decisions of firms have been studied since the works

of Von Thünen (1826) and Marshall (1890). Recently the interest of researchers has been directed

toward the so called “second nature advantages”, represented by the positive effects due to human

relationships. These are more likely at smaller geographical scales, because smaller areas allow

easier exchange of information among agents.

Marshall distinguished between internal and external economies of scale. The former refers to

economies arising within the firm because of a decreasing average cost function of a firm, which,

further, require a monopolistic power and generally firms of a large size.

The expression “external economies of scale” indicates the positive effects accruing to a firm,

due to the decisions and actions of other firms. For example, we can have external economies

when the production cost of one firm decreases as the output of another firm increases. External
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economies increase firms’ productivity, allowing firms to pay higher wages and cover the higher

commuting costs, caused by the concentration of production in given geographical area. This

kind of external ties can be internal to the industry and/or geographical area. When internal

to the industry these externalities are referred to as localising economies and when internal to a

geographical area they are referred to as urbanisation economies.

Localisation economies have firstly been proposed by Marshall, who coined the term “industrial

atmosphere” and then referred as Marshallian externalities. Among these we can distinguish bet-

ween technological and pecuniary externalities. Technological externalities refer to improvements

in production capacity, on how inputs factors are combined, due to the innovation adopted by other

firms in the same sector. Pecuniary externalities, instead, operate through prices and generally re-

quire imperfect competition. It is worth noting that sectoral agglomeration may imply advantages

and disadvantages. The main advantages have been well described by Marshall (1890) and are

related to the sharing of input suppliers, labour pooling and information (knowledge /technology

spillovers). The main disadvantages are related to congestion costs, such as pollution and higher

competition. After Marshall, Arrow (1962) and Romer (1990) contributed to this theory, so that

this kind of externalities takes the name of Marshall Arrow Romer (MAR) externalities.

Economies external to the firm but internal to a geographical area have been studied firstly by

Jacobs (1969), who focused on externalities arising in cities and due to the greater concentration of

demand. These externalities are usually called urbanisation economies, and focus on local diversity,

differently from MAR externalities which focus on specialisation.

Urban economic theories have emphasised the importance to concentrate the production in

few sites, stating that cities have an important role in the economy since in a market based

economy, concentrating economic activities in a city can facilitate innovation, since creativity can be

increased by personal communication and sharing common interests. Face to face communication

allows the transmission of idea and so the development of new product or process, so we can

say that cities provides opportunity for knowledge spillovers. Moreover, human capital, which is

depend on knowledge and skills of workers depend on schooling, working experience and social

interactions, an environment like a city facilitates the contact among workers performing similar

tasks and so the learning process and finally their productivity. Indeed, production concentration

can increase learning opportunities for workers. Further, cities serve also as production centre

since the production of some goods is more efficient in high-density urban environments, this
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characteristic implies that agglomeration can facilitate trade and commerce, and the production

of a large variety of goods and services.

Producing in few places, such as cities allows to benefit of economies of scale. Cities have

gradually become centres of production. When has been recognised the advantages that production

concentration can arise, productivity process has started to move from the home production to

the firm production, . Indeed, producing in a single place enhances returns to scale for two main

reasons: factor specialisation and lower average costs. Firms production allows to every worker

to specialise in a special task, specialisation implies an increase of labour productivity and time

saving. Instead, home production does not allow to achieve an high level of specialisation and all

tasks need to be performed by each worker to produce the final output. Moreover, concentrating

the production in a factory allow to scaled indivisible inputs, while, when machines are used by

only one person they cannot be scaled.

Another factor that encourages clusters of production in cities is represented by the higher

wages, generally associated to cities. Wage rates represent the variable that affects workers deci-

sions and can make workers indifferent between working at home or in a factory. So, the wage rate

should be equal to the amount that allows workers to satisfy their consumption bundle and cover

the opportunity cost to move from home to factory.

Workers of factories will live close to production places, in order to minimise the commuting

costs, so around the factory will arise an urban city with a high population density.

Before the contribution of Porter (1990), competition have been seen with a centrifugal force

with respect the agglomeration. Porter argues, in line with MAR, that knowledge spillovers fa-

vour the industrial concentration, but contrary to MAR point of view, Porter has sustained that

competition stimulate firms to innovate.

This work aims to investigate how firm productivity may be affected by spatial externalities.

In particular, we have proceeded by analysing the relationship between firm level productivity and

province spatial externalities measured through localisation, urbanisation and competition indices.

This rest of the chapter is organised as follows: section 2 contains an overview of the main

studies on agglomeration economies, section 3 describes the methodology adopted, summarising

the most common indices used in literature and the specification chosen. Finally, section 4 reports

on the empirical results and section 5 concludes.
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2.2 Literature review

Within the literature on endogenous growth theory, several studies have attempted to investi-

gate the role of technological spillovers in generating growth (see Lucas (1988) and Romer (1986b,

1990)). In regional and urban economics, it is assumed that geographical concentration can favour

the spreading of knowledge, intended as the sedimentation of communication, that is easier across

firms located close each other.

A large literature analyses the effects of agglomeration economies on productivity. In particular,

these works have adopted different measures of productivity, such as employment growth and

total factor productivity, while, few studies have used, as proxy of productivity, output produced

estimating an augmented production function.

Glaeser et al. (1992), Cainelli and Leoncini (1999), Paci and Usai (2006), belong to the mains-

tream that analyse the effect of agglomeration externalities on employment growth.

This is the methodology followed by the seminal paper by Glaeser et al. (1992) who analyse the

growth of large industries in 170 US cities1 between 1956 and 1987 and find that employment growth

is favoured by local competition and urban variety, in agreement with Jacobian and Porterian

externalities, but not by regional specialisation, as expected if MAR-type externalities are at work.

They argue that MAR and urbanisation externalities are probably more relevant to the firm’s

location choice, rather than its growth.

Cainelli and Leoncini (1999) analyse the same relation for Italian provinces, using data from

1961 to 1991. They find strong spatial effects of specialisation and variety on knowledge spillovers.

They also observe that patterns of externalities depend on the differences in market structure,

endowment and factor accumulation.

Moreover, Paci and Usai (2006) use data on the 784 Italian Local Labor Systems and 34 sectors

at the 2 digit ATECO 91-ISIC 3 level 1 (21 manufacturing and 13 service sectors) from 1991 to

2001 in order to analyse employment dynamics in the services and manufacturing sectors of local

labour systems, distinguishing among MAR and Jacobian externalities. They find a negative

effect of specialisation. Local employment seems to benefit from the presence of a diversified

and competitive environment of small firms. Employment growth seems to benefit also from the

performance of the surrounding areas.

1For example, New York apparel and textiles, Philadelphia apparel and textiles, Philadelphia electrical equip-
ment, etc...
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Recent works have departed from the previous mainstream by introducing as proxy of economic

performance the Total Factor Productivity, thanks to the increasing availability of data on capital.

These procedures have been adopted by Dekle (2002), De Lucio et al. (2002) and Cingano and

Schivardi (2004), who compare the effects of agglomeration on TFP and employment growth.

Dekle (2002) uses direct measures of total factor productivity (TFP) growth at the regional

level for Japanese prefectures analysing four main sectors: manufacturing, services, finance, and

wholesale and retail trade. He finds that significant MAR externalities exist for the finance sector.

Evidence of strong MAR, some Porter and no Jacobs externalities are identified for the services

sector and the wholesale and retail trade industries. No externalities for the manufacturing sector

are detected.

De Lucio et al. (2002) has analysed Spanish Manufacturing firms, using data available in the

Spanish Industry Survey from 1978 to 1992 for 26 manufacturing branches to discuss the role of

externalities in promoting regional industrial growth. They find evidence of dynamic effects due

to specialisation (MAR). However, these effects depend on the level of this variable. At first,

specialisation affects productivity growth negatively, but once it reaches a certain level, its effect

on growth becomes positive due to knowledge sharing. They do not find clear evidence on diversity

and competition externalities.

Cingano and Schivardi (2004) estimate the production function, using the approach of Olley

and Pakes (1996) at the firm level and then aggregate the obtained TFP estimates by sector and

by Local Labor Systems. They regress both TFP and employment growth on four main indicators

- specialisation, variety, city size and competition - from different sources2. Their regressions yield

different results for TFP and employment growth. TFP growth is enhanced by specialisation and

city size but not by urban diversity, the opposite result is reached for employment growth. This

contrasting evidence could depend on the fact that employment-based equations might not be able

to disentangle the determinants of local industry growth from the sources of productivity growth.

However, agglomeration effects are not only important to examine the economic performance

of firms or geographical area considered as economic unit, but external economies also affect the

firm decision of localisation. The birth of new firms is more likely in areas where many firms are

localised and where it is easier to benefit of positive externalities.

This aspect has been analysed by Rosenthal and Strange (2004),who argue that agglomeration

2Their sources are the 1991 Census data on manufacturing firms, data from INPS (the National Institute for
Social Provision), and Centrale dei Bilanci (Balance Sheet Collection Centre).
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effects should lead new firms to locate close to other firms and in this respect both the size of

urban space and its organisation are important. They use the employment rate as a measure of

productivity and new firms establishments, bypassing the issues related to the availability and

measurement of capital, endogeneity (the establishment of a new firm is decided at t-1 and is

uncorrelated with the errors), and the use of aggregate data (disaggregate data are available).

In particular, they employ the Dun & Bradstreet Marketplace database, providing data for over

12 million establishments, and use data from the fourth quarter of 1997 to extract two possible

dependent variables, i.e. new establishments and their employment. New establishments are those

younger than one year as of the fourth quarter of 1997. The new establishments are assumed to

have made their location decision on the grounds of the previous year (fourth quarter of 1996)

level of employment. On these data, they implement a fixed effects Tobit approach using as

dependent variables the number of new establishments per square mile and the new-establishments’

employment per square mile. They reject the hypothesis that the industry fixed effects are jointly

insignificant, confirming the presence of differences in local attributes across units. Competition

within the same industry increases new births and the employment of new firms, but competition

in other industries affects both negatively. Diversity of employment increases births and leads to

greater employment. Moreover, they aggregate employment into four concentric rings (within 1

mile, between 1 mile and 5 miles, between 5 miles and 10 miles, and between 10 miles and 15

miles from the centroid) and estimate the degree of dissipation of localisation economies. For most

industries (five out of six), the effects of localisation economies are more rapidly dispersed after

the first few miles and less farther away.

Other variables commonly used as proxy of economic performance and/or productivity are

value added or the total sales. These variables lead to an alternative specification implemented

by Henderson (2003) and by Martin et al. (2008), which involve the estimation of an augmen-

ted production function introducing agglomeration indices as regressors. In particular, Handerson

estimates plant level production functions for machinery and high-tech industries. He allows for

localisation and diversity externalities and considers these effects for both affiliate (within a cor-

poration) and not affiliate plants. Data on plants’ productivity are drawn from the LRD of the

Census Bureau from 1972 to 1992. The dataset involved potentially cover 742 counties in 317 me-

tropolitan areas. They find that high-tech industries experience significant localisation economies,

while machinery industries do not. Externalities are strongly localised within the own county, and
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it seems that there are no spillovers from plants in other counties. Moreover, non-affiliate plants

seem to generate greater externalities than corporate plants. Evidence of static Jacobs-diversity

economies of any type, however, is not found for all industries. Evidence of static urbanisation-scale

economies appears for corporate machinery plants.

An additional departure from the standard literature in Martin et al. (2008) is the estimation

of an augmented production function at the firm level, combining as regressors firm level factors

of inputs and agglomeration indices related to the local area where firms are localised.

Martin et al. (2008)analyse the effect of spatial agglomeration of activities on the productivity

of a large panel of individual firms with French data from 1996 to 2004. Their results suggest that

French firms benefit from localisation economies, but not from urbanisation economies or from

competition effects. However, these benefits, although positive and significant, have a modest size

and are geographically limited.

Cainelli and Lupi (2009) use 24,089 Italian manufacturing firms for the period 1998-2001 from

AIDA.3 Variables are expressed in term of changes. They measure localisation economies using

the number of firms belonging to the same industry and located within a certain distance and

urbanisation economies using the Shannon’s entropy index. Agglomeration economies over space

are measured using the actual distance between each pair of firms in the sample. Their results

suggest that localisation effects are positive, but decrease in distance. On the contrary, diversity

effects are negative for shorter distances and become positive for greater distances.

In a recent review of the agglomeration literature, Beaudry and Schiffauerova (2009) present

a summary of the indexes used to capture localisation (MAR) and/or urbanisation (Jacobs) ex-

ternalities. They argue that empirical studies’ conclusions are not unanimous in indicating which

kind of externalities prevail, but they underline how results are driven by many factors, such as the

choice dependent and independent variables, the index used to measure externalities (size, share

e diversity), the industry level considered (different digits can lead to different results), on the

technology intensity of the sector, on the chosen geographical unit. In agreement with economic

theory, there is greater evidence of MAR externalities for larger geographical units (such as coun-

tries), and greater evidence of Jacobian externalities when the geographical units considered are

smaller.

Table 2.1 summarises main papers on agglomeration economics, their approach and results.
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Table 2.1: Agglomeration Literature summary

Papers Aggregation level Variables Results

GlaeserGlaser et al. (1992)

“What When Space Matters

Little for Firm

Productivity? A multilevel

analysis of localized

knowledge externalities,”

the largest industries in 170

US cities

dependent variable: employement

growth regressors:

relative spacialization index ,

competitivity (number of firm per

worker), diversity (a measure of a

variety of industries in the city

outside the industry in question.

represented by the fraction of the

city’s employment the largest five

industries other than the industry in

question)

Employment growth is favored by

local competition and urban variety,

in agreement with Jacobian and

Porterian externalities, but not by

regional specialization, as expected is

MAR-type externalites are at work.

Cianelli and Leoncini

(1999)

“Externalities and long

term local industrial

development. Some

empirical evidence from

Italy,”

Italian provinces dependent variable: employement

growth regressors:

spacialization index, competitivity

(number of firms per worker),

diversity (Herfindahl index)

strong spatial effects of specialization

and variety on knowledge spillovers.

They also observe that patterns of

externalities depend on the

differences in market structure,

endowment and factor accumulation.

De Lucio et al (2002)

“The effects of externalities

on productivity growth in

Spanish industry,”

Spanish province

1978 to 1992 for 26

manufacturing branches

to discuss the role of externalities on

productivity. External externalitities

are measure by industrial

specialization, region specialization,

competion and diversity

They find evidence of dynamic effects

due to specialization (MAR).

Specialization affects productivity

growth negatively, but once it reaches

a certain level, its effect on growth

becomes positive due to knowledge

sharing. They do not find clear

evidence on diversity and competition

externalities.

Deckle (2002)

“Industrial Concentration

and Regional Growth:

Evidence from the

Prefectures,”

Japanese prefectures

3 sectors:manufacturing,

services, trade (wholesale

and retail)

dependent variable:TFP

regressors: relative spacialization

index, competitivity (number of firm

per worker), diversity (Herfindahl

index)

significant MAR externalities exist

for the finance sector. Evidence of

strong MAR, some Porter and no

Jacobs externalities are identifies for

the services sector and the wholesale

and retail trade industries. No

externalities for the manufacturing

sector are detected.

Handerson (2003)

“Marshall’s scale

economies,”

Plant level for machinery

and high-tech industries.

The dataset involved 742

counties in 317 metropolitan

areas from 1972 to 1992.

estimation of production function

allowing for localization and

specialization externalities and

considers these effects for both

affiliate and not affiliate plants.

high-tech industries experience

significant localization economies,

while machinery industries do not.

Externalities are strongly localized

within the own county, and it seems

that there are no spillovers from

plants in other counties. Moreover,

non-affiliate plants seem to generate

greater externalities than corporate

plants. Evidence of static

urbanization-scale economies appears

for corporate machinery plants.
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Papers Aggregation level Variables Results

Cingano e Schivardi (2004)

“Identifying the Sources of

Local Productivity

Growth,”

Italian Local Labor Systems Two step procusdere. In the first

step they determine the value of

TFP, then they proceed to aggregate

productivity, which they regress in

the second step together with

employment growth on four main

indicators - specialization, variety,

city size and competition

TFP growth is enhanced by

specialization and city size but not by

urban diversity, the opposite result is

reached for employment growth.

Rosenthal and Strange

(2004)

“Evidence on the Nature

and Sources of

Agglomeration Economies”

American establishment

level data

They use the employment rate as a

measure of productivity and new

firms establishment. Tobit using as

dependent variables the number of

new establishments per square mile

and the new-establishments’

employment per square mile.

Moreover, they aggregate

employment into four concentric rings

(distinguished by mile distance) and

estimate the degree of dissipation of

localization economies.

They reject the hypothesis that the

industry fixed effects are jointly

insignificant, confirming the presence

of differences in local attributes

across units. Competition within the

same industry increases new births

and the employment of new firms,

but competition in other industries

affects both negatively. Diversity of

employment increases births and

leads to greater employment. For

most industries (five out of six), the

effects of localization economies are

more rapidly dispersed after the first

few miles and less farther away.

Paci et al. (2006)

“Agglomeration economies

and growth-The case of

Italian local labour systems,

1991-2001,”

784 Italian Local Labor

Systems and 34 sectors at

the (manufacturing and

service sectors) from 1991

to 2001.

Employment dynamics in the service

and manufacturing sectors of local

labor systems among MAR

(specialization index) and Jacobian

externalities (inverse of Herfindhal

index computed on sectoral

employment), competition

(Herfindhal index computed on

employees distribution over plants).

They find a negative effect of

specialization. Local employment

seems to benefit from the presence of

a diversified and competitive

environment of small firms.

Employment growth seems to benefit

also from the performance of the

surrounding areas.

Cainelli and Lupi (2009)

“Does Spatial Proximity

Matter? Micro-evidence

from Italy”

24,089 Italian

manufacturing firms for the

period 1998-2001

They measure localization economies

using the number of firms belonging

to the same industry and located

within a certain distance and

urbanization economies Shannon’s

entropy index.

Their results suggest that localization

effects are positive, but decreasing in

distance. On the contrary, the

diversity effects are negative for

shorter distances and become positive

for greater distances.

Martin et al (2008)

“Spatial Concentration and

Firm-Level Productivity in

France,”

French firm level data

from 1996 to 2004

The empirical approach of Martin

et al. (2008)consists in introducing

the spatial agglomeration effects as

further explanatory variables of the

production function.

Their results suggest that French

firms benefit from localization

economies, but not from urbanization

economies or from competition

effects. However, these benefits,

although positive and significant,

have a modest size and are

geographically limited.
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2.3 Methodology

We plan to empirically verify how dynamic externalities, represented by localisation and ur-

banisation economies, may affect firms’ productivity. Dynamic externalities are associated to the

improvement of firm performance thanks to the innovation adopted by another firm, through the

knowledge spillover. In order to verify our idea, we are going to measure agglomeration and ur-

banisation economies, in particular we have focused on three kinds of externalities, proposed by:

Marshall, Jacobs, and Porter. Localisation economies, and measured, respectively, through loca-

lisation economies, urbanisation economies and competition effects. We are going to proceed to

briefly described the most popular indices that permit to capture these externalities.

2.3.1 Computing Spatial indices

Since we have extensively spoken about productivity that has been computed in the previous

section, and that, now, it becomes the phenomenon we want to investigate the predictors of

productivity.

Concepts introduced in order to capture spatial externalities are specialisation, localisation,

urbanisation and diversity/agglomeration indeces. For each of these macro-categories there exist

a large variety of indices.

These concepts are quite similar, and their different effects are not always easy to identify.

For example, the term specialisation indicates the trend of economic activity, belonging to the

same industry to localise in the same region. Localisation and agglomeration are closely related

and both indicate that a region presents a high density of economic activities, regardless the

economic sectors. Indices which measure specialisation, agglomeration and localisation, are built

through the number of workers. These indices of spatial externalities should allow us to capture

the advantages (in terms of productivity) that firms can enjoy localising close to other firms of the

same industry (specialisation) or close firms belonging to the other industries (diversity). Working

close each others encourage firms to establish long run relationships. Foe example, firms within the

same sector could specialise in different stages of the productivity process and benefiting of these

3Firms in Sicily and Sardinia are excluded
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relationships, which represent linkages between suppliers and customers. The greater opportunity

to generate backward and forward linkages represent another reason that pushes firms to cluster.

Instead, cross-fertilisation, due to a large varieties of sectors, together with advantages arising

from the demand side constitute the so called urbanisation economies. We have measured this

second kind of economies by an index of population density, that captures the potential demand

faced by firms of the region.

Brakman et al. (2009) distinguishes between agglomeration, concentration and specialisation as

follows. Specialisation indicates the presence of only one sector in a given region. Concentration is

used as a relative measure of region with respect to country.4 Finally, agglomeration occurs when

firms belonging to many sectors are localised in the same region. So Van Marrewijk definition of

agglomeration resembles that of diversity.

In this work, we refer to the traditional definitions of external economies, in agreement with

Marshall (1890), Jacobs (1969)and Porter (1990). The large variety adopted in agglomeration

literature has led us to compare these indices. Below, we list the main indices used in the empirical

literature. In particular, we are going to distinguish between indices that capture the so called

Marshallian externalities (specialisation ) from the indices that capture agglomeration/ diversity

and, finally, indices capturing Porter’s externalities (competition).

MAR externalities

The basic variables used to built these indices are the number of workers and the number of

firms in a given area (region, county, province). The latter has been used only in few cases, for

example in Cainelli and Lupi (2009) , they measure Marshallian externalities, associate to the

concept of localisation, as Ldis = nds , where nds denotes the number of firms belonging to the same

industry s and localised inside a given distance d.

More often, MAR externalities are measured by specialisation indices , both relative and abso-

lute. Among the others, Henderson (2003), Cainelli and Leoncini (1999) have adopted the following

specialisation index:

Sj(t) =
∑
i

[
Eij(t)

Ej(t)
− Ei(t)

E(t)

]2

4 In particular, we have concentration if economic activities are localised in one o few regions.
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where Eij(t) represents the number of workers in the industry i and location (region/city) j ,

Ej(t) =
∑
iEij(t) represents the total number of workers in location j, Ei(t) is the country’s total

workers in the industry i, moreover E(t) =
∑
iEi(t) is the country’s total workers.

Sj(t) denotes the squares of the deviations of the share of workers in location j in the industry

i with respect the share of workers in the industry i in the country. This relative measure indicates

the degree of specialisation of a local area comparing the presence of a given sector i in the area

j.

A similar index has been used by De Vor and De Groot (2010), who have measured specialisation

through the localisation quotient, LQ:

LQs,i =
Esi/

∑n
i=1Es,i∑m

s=1Es,i/
∑
s

∑
iEsi

where Esi indicates the number of employees in the industry s localised in i. This index

differs from the one used by Henderson (2003)because the former takes ratios and the latter takes

differences.

Cingano and Schivardi (2004) have , instead, computed an absolute geographical specialisation

index, comparing workers in a city and industry with the total workers in the city; that is, this

index measures the presence of industry s in the city,

specc,s = Lc,s/Lc.

Moreover, Duranton and Puga (2004) measure MAR externalities building an absolute and a

relative specialisation index, based on the share of a given industry j in city i. Respectively, the

absolute and the relative indices are:

ZIi = max
j

(sij),

and
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RZIi = max
j

(sij/sj)

these indices are obtained by dividing the share of each sector in local employment by its share

in national employment. The related relative index allows taking into account that in a country

there could exist one or few industries holding a larger share of national employment than others.

Furthermore, using firm level data, MAR externalities have been captured by ?, through two

alternative measures of localisation and specialisation ( the first ones is an absolute and the other

ones is a relative measure). Respectively;

ind locszit = ln(Nsz
t −Nsz

it + 1)

where Nsz
t represents the number of workers in the location z and industry s, Nsz

it denotes the

number of workers in firm i.

From the point of view of the firm i, this index denotes the number of workers of the same

industry and in the same location of firm i, excluding itself. The specialisation index is built as

follow:

specializationszit = ln
(Nsz

t −Nsz
it + 1)

(Nz
t −Nsz

it + 1)
= ln(Nsz

t −Nsz
it + 1)− ln(Nz

t −Nsz
it + 1)

where Nz
t is the number of workers in the location z. As a localisation index, for firm i, this

index captures the number of other workers localised in z and working in the sector s compared

with the total number of workers in z.

Jacobians’externalities

Jacobs has proposed a theory of cross fertilisation sustaining that firms benefit from localising

in regions characterised by a large variety of sectors. Generally, this kind of externalities and the

related diversity/variety indices are obtained through the Herfindahl index. Seldom, some entropy

indices have been used . We briefly proceed to outline some of indices adopted in literature.

The Shannon’s entropy index, used by Cainelli and Lupi (2009), formulate as:
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H = −
S∑
s=1

psln(ps),

where ps = ns/N , N =
∑S
s=1 ns and ns represent the number of firms in each industry

s ∈ [1, ...., S]. This index assumes the maximum values when all sectors have the same number of

firms.

Cainelli and Leoncini (1999)have adopted a Variety index, based on the Herfindahl diversity

index, such as:

V ki =
∑
j 6=i

s2
jk

where sjk represents the share of workers of every sector other than industry i.

An increase of the index V ki can be interpreted as an increase of the industry i concentration

outside the local system and consequent decrease of the varieties in the local system.

Another variety index rather similar has been used by Cingano and Schivardi (2004), who adopt

the following formulation:

varietyc,s =

Jc∑
j 6=s

(
Lc,s

Lc − Lc,s

)2

.

This index measures the variety that a certain sector s faces in the city c. The variety of sector

s is defined as the square of the total share of workers in the other sectors (different from s), where

the number of total workers in the city is obtained without considering the workers of sector s in

city c. This index will assume values close to 1 if sector s is characterised by a small number of

firms in the city.

The inverse of the variety index adopted by Cingano and Schivardi (2004) have been used by

Martin et al. (2008), in order to capture Jacobians ’externalities. Their formulation is the following

ind divszt = ln

(
1

Hsz
t

)
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where Hsz
t =

∑
s 6=j

(
Nzjt

Nzt −Nszt

)2

, represents the Herfindahl diversity index, Nz
jt indicates workers

of industry j in location z, Nz
t denotes workers in location z. This formulation allows an easier

interpretation of the results, since an increase of this index is associated an increase in diversity.

De Vor and De Groot (2010) have measured the diversity using a Relative Diversity Index

(RDI),

RDIi =
1∑

s |
Esi∑n
i=1 Es,i

−
∑m
s=1 Es,i∑
s

∑
i Esi

|
.

This index, contrary to the previous indices of diversity, varies only across local areas (cities),

and it can be associated to the specialisation index used by Henderson. In particular, it looks like

the inverse of the specialisation index.

Another diversity index, seldom used is the so called Dixit -Stiglitz index adopted by Wheeler

(2003)

DSi =

[∑
s

(
Esi
Ei

)1/2
]2

where Esi is the number of employees of sector s in location i. This index will assume greater

values, the greater the variety in the location i.

? have adopted a common measure of diversity represented by the inverse of a Hirshman-

Herfindahl index, summing for each city over all sectors the square of each sector’s share in local

employment. Formally, this index can be written as follows:

DIi = 1/
∑
j

s2
ij

This index assumes a value of one when economic activities in city i are concentrated in a

sector. The value assumed by the index increases as activities in this city become more varied.

Duranton and Puga, as for the specialisation index, suggest that an absolute index needs to be

correct for differences in sectoral employment shares at the national level, and they have proposed

a relative measure obtained summing for each city, the absolute value of the difference between

local employment share of a given sector and the relative share in national employment. Formally:
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RDIi = 1/
∑
j

| sij − sj |

Fu and Junjie (2010) have used as measure of urban diversity, represented by the complement

to the inverse of the Hefindahl index, so that the greater the value of the index, the greater the

local diversity:

Urban−diversityk = 1−
M∑
m=1

(
Emk∑
mEmk

)2

where, now, the subscripts used are k for the geographical area and m for the industry.

Urbanisation indices

In some papers, Jacobs externalities are measured through urbanisation indices. In others cases

urbanisation is considered as a phenomenon associated to the demand, instead of cross-fertilisation,

considering workers as consumers.

Among the urbanisation indices used in previous works, we can mention(?) the index adopted

by Martin et al. (2008):

ind urbszt = ln(Nz
t −Nsz

t + 1)

and urbanisation index that considers potential consumers demand and can be represented

by the density index used by Cainelli and Leoncini (1999) and computed dividing provincial (or

regional) population by the area expressed in squares kilometres :

Densityit =
Populationit

Areai

Competition indices

Another important kind of externality, that often is neglected, focuses on competition, that, as

stressed by Porter, competition pushes firms to innovate, in order to improve their performance
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and so their productivity.

Measures adopted to capture competition effects are an index à -la- Herfindahl indicating the

concentration of a sector in a given geographical area, such as the one used byCingano and Schivardi

(2004):

compc,s =
∑
j∈c,s

(Lc,s,j/Lc,s)
2

where j denotes the firm. This index indicates the number of workers in the same sector of firm

j locate in the city c. This index measures the distribution of the employment share at firm level

within the city-industry set. Small values of this index mean that there is a uneven distribution of

workers across existing firms. The inverse of this index has been used to measure of competitiveness

by Martin et al. (2008),where Porterian externalities have been computed through the following

index:

ind compszt = ln

(
1

Herfszt

)
,

where Herfszt =
∑
i∈Szt

(
Nszit
Nszt

)2

represents a traditional Herfindahl index that has been inverted

in order to interpret the increase of the index as an increase in competitiveness.

An alternative index is built by comparing per-capite number of firms in a city-industry with

respect the per-capite number of firms in the geographical area i.

COMsi =
Fsi/Esi∑

s Fsi/
∑
sEsi

.

This index, used by ?and Glaeser et al. (1992), returns values greater than 1 when one industry

has more plants/firms in that city relative to its size in the country; values grater than one indicates

that the industry in that city is locally more competitive.

Agglomeration indices

Some works focus on the role of agglomeration in a certain area, without pay attention to the

kind of externalities generated, but focusing only on how economic activities are distributed across
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space. Looking at the specialisation and diversity indices computed for a given geographical area,

we can observe that these two phenomena are one the inverse of the other. Thus we can analyse

one effect and obtain relevant also for the other.

If agglomeration is considered as opposite of specialisation, it can be measured like urbanisation.

Among the agglomeration indices, we can recall the entropy index and the Krugman index

employed by Brulharta and Sbergami (2009). Formally we can write the indices as follows:

Entropyi =
∑
j

Eij/∑
j

Eij ∗ ln

Eij/∑
j

Eij

 /ln(k)

where k denotes the number of provinces (or, more generally, the geographical area where firms

are localised), i indicates the industry and j indicates the geographical area. This index assumes

values in the interval (−1, 0) and it will be equal to zero when there is a perfect concentration or

close to −1with dispersion. Krugman index of concentration is,instead :

Krugmani =
∑
j

| Eij/
∑
j

Eij −
∑
z 6=i

Eij/
∑
j

∑
z 6=i

Eij | .

This index takes values between 0 and 2, with values close to zero indicating that a certain

sector is homogeneously distributed across regions and values close to 2 when there is perfect

concentration.

An innovative index of agglomeration has been proposed by Ellison and Glaeser (1997). This

is an index of geographic concentration and of co-agglomeration allowing for the comparison of

geographical concentration among areas of different size, by controlling for differences in the size

distribution of plants and for differences in the size of the geographic areas for which data are

available. Starting from the definition of the Gini geographical concentration index G =
∑
i(si −

xi)
2, where xi indicates the share of employment in the industry in the area i, and si is the share

of employment in the area i , the index of Industry concentration proposed by Ellison and Glaeser

is the following:

γ =
G− (1−

∑
i x

2
i )H

(1−
∑
i x

2
i )(1−H)

=

∑M
i (si − xi)2 − (1−

∑M
i x2

i )
∑N
j z

2
j

(1−
∑
i x

2
i )(1−

∑N
j z

2
j )

,
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where H =
∑N
j zj is the Herfindahl index of the industry plant size distribution. Further, using

the original notation, we can indicate by M the total number of geographical areas and by N the

total number of economic sectors. This can take values belonging to the range (−1 1). When the

index is zero, there is complete lack of agglomeration forces. 5

2.3.2 Empirical specification

Choosing among the large set of indices used in literature, to capture each kind of spatial

externalities, without overlapping their effects. represents a rather tricky task

The choice of the indices to introduce in our specification has been driven by the following

criteria: first we introduce one index for each kind of externality (MAR, Jacobs, Porter); second, we

compare indices through a correlation matrix and we introduce those indices that are characterised

by lowest correlation, in order to avoid, or at least minimise, the overlapping of effects.

Another important step is represented by the decision of the geographical area to analyse.

The geographical units that we choose is represented specifically provinces area. This choice is

characterised by the data availability and the size of the area, small enough to allow to analyse

human relationships that can arise inside them and large enough to consider this geographical area

as a natural market for firms.

Following this principle, and partially departing from the standard procedure, we have built

indices that vary both across sectors and across provinces. Then, we have computed a correla-

tion matrix of indices and compared alternative specification through a collinearity test, to avoid

entering redundant information.

Defined and built the indices, we next choose one index for each kind of externality, in particular,

we think that a suitable criterion could be to choose indices characterised by low correlations, where

low correlation is represented by a level of correlation below the cut off of 0.75.

5 For example, values of this index computed using our dataset yields a smaller range , (−0.23, 0.26), indicating

that, industries are dispersed across provinces and that only few provinces exhibits high agglomeration (concentra-

tion). Except Prato, the other provinces with a high value of γ are provinces characterised by a low number of firms

and few sectors.

However, this index captures the level of agglomeration, but it could be insufficient to evaluate the degree of

specialisation and urbanisation in a province. Indeed they could both work and any improvement of productivity

could be due to the combination of externalities.
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We present a correlation matrix, and we compare three groups of indices. The first that captures

Marshallian Externalities, the second group captures Jacobian externalities and finally, the smaller

one captures Porter externalities.

Indices belonging to the same group should be more correlated. Instead, indices belonging to

different groups should be less correlated in order to capture different aspects.

We can observe that indices that capture MAR extenalities have low correlation to the indices

that capture Jacobian externalities and/or Porterian exnalitites.

The only exceptions are represented by ind−com (the competitivity index adopetd by Martin

et al. (2008)), that is highly correlated with ind−loc, and ind−urb (respectively indicating loca-

lization and urbanization indices adopted by Martin et al. (2008)) and log−density, even if only

the correlation with ind−loc is too high and it should be investigated for collinearity.

We can see that the entropy and Krugman index are, as expected, highly and inversely correla-

ted with the diversity index, since both these indices measure the degree of agglomeration and can

be considered one the inverse of the diversity indices. It is worth noting that often, in literature, re-

searchers, who have analysed the Jacobian externalities through diversity indices, have considered

the diversity of a region as the opposite of its degree of specialisation. This reciprocal relationship

arises when indices are computed only accounting for the geographical level. Both Entropy and

Krugman indices are examples of this relationship, as we can observe in table 2.4.Their correlation

is highly negative and close to one.

Observing table 2.4 and so considering the correlation among indecs, we can define two alterna-

tive specifications: one based on absolute indices and one on relative indices. The two alternative

specifications are, respectively:

TFPit = f (spec−abs, log−diversity, ind−com, density)i∈p,t

TFPit = f (spec−rel, RDI, COMP, density)i∈p,t

After choosing the indicators for our specification, we perform a further test of collinearity:
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Table 2.5: VIF specification 1
Variable VIF SQRT VIF Tolerance R-Squared

ln spec abs 1.84 1.36 0.5438 0.4562

log diversity 1.19 1.09 0.8438 0.1562

log density 2.18 1.48 0.4591 0.5409

ind com 3.14 1.77 0.3187 0.6813

Table 2.6: VIF specification 2
Variable VIF SQRT VIF Tolerance R-Squared

ln spec rel 1.13 1.06 0.8853 0.1147

log RDI 1.12 1.06 0.8953 0.1047

log density 1.02 1.01 0.9764 0.0236

log COMP 1.03 1.01 0.9708 0.0292

the Variance Inflation Factor (VIF)6 test, which measures the impact of collinearity among the

variables in the regression. The VIF assumes values greater or equal to 1, there is no an official

value for determine collinearity, but it is common practise to consider values greater than 10 as

a signal of multicollinearity. Testing our specifications we find here results reported in tables 2.5

and 2.6, respectively for the first and the second specification. There results suggest that the

specification chosen are not affected by collinearity problem, since the value of VIF statistic is

always less then the critical value of 10.

2.4 Results

We start showing the results obtained running a plain OLS estimator and then we introduce

some control variables such as geographical fixed effects and industry fixed effects. Further, we

account for efficiency of OLS estimator assuming that may exist provincial clusters or industry

clusters. So we assume that the variance matrix is characterised by a special pattern that could

affect its structure.7. We present in table 2.7 results related to the relationship between firm

level productivity and province/industry spatial externalities indices. We found that specialisation

6VIF indicates a measure of tolerance for multicollinearity. Formally tolernce = 1 − R2
i and V IF = 1

tolerance
,

where R indicates how the regressor i explains in the regression.

7Variance-Covariance matrix, could beV =

σ1p 0 0 0 0
0 σ2p 0 0 0

0 0
. . . 0 0

0 0 0 σn−1,p 0
0 0 0 0 σnp
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does not have a positive effect on firms productivity, and positive evidence for MAR economies

is obtained controlling for first nature advantages, captured through province fixed effects. Our

results do not support Marshallian theories, since the specialisation index has generally a negative

sign and loses its significance when we assume an industry clusters structure in standard errors.

The relationship between productivity and diversity is positive and significant when provincial

fixed effects are introduced, but the diversity coefficient loses its significance assuming clusters in

the variance covariance matrix. These results imply that there is not strong evidence for Jacobian

externalities. Mixed results are obtained even for competitivity effects on firms productivity; these

are negative when provincial fixed effects are included, positive otherwise. Finally, the relation

between density and productivity is significant and positive, indicating that the greater the number

of consumers in the province, the higher the productivity, because the higher demand. Density is

not significant when provincial fixed effects are introduced; this effect could be associated to the

fact the both variables vary across provinces, so they could capture similar effects.

Table 2.8 shows the results obtained estimating the “relative” specifications. We found that

the relative specialisation is positive and significant when no clusters are assumed to estimate the

variance-covariance matrix. We obtain positive and significant signs for relative diversity index

and density index, supporting Jacobian theories that urbanisation and diversity causes cross -

fertilisation and improvements in productivity. The coefficient of competitivity is negative and

significant; the only exception is represented by the case when industry fixed effects are introduced

in the model specification. In this case, the coefficient becomes positive, revealing the important

role of differences among sectors for understanding competitivity effects.

Our results have shown two main insights; first, theories proposed by Marshall, Jacobs and

Porter hold also considering the micro firm-level of productivity. Second, there is not unanimous

evidence in favour of these effects. Indeed, using different indices to measure the spatial externalities

and introducing different assumption for cluster and/or fixed effects, lead to different conclusions.

Finally, we want to implement the standard approach followed in the agglomeration litera-

ture, based on estimating the relation between aggregated productivity and spatial externalities.

This further step in our analysis aims to compare results obtained following these two different

approaches. Our approach that analyses the relation between variables with a different level of

aggregation and the approach that relates the same variables at the same level of aggregation

(province/industry level of aggregation). We employ provide two types of aggregate productivity:
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one is a weighted productivity, obtained from aggregating firm-level productivity, obtained using

LP approach. The other is an unweighted productivity, obtained as a residual from aggregate

production function estimation.

Using province/industry productivity we may lead to simultaneity issue because of the uncer-

tain direction of causality between productivity and spatial externalities (computed to the same

level of aggregation). Indeed, productivity could increase because of externalities, and at the same

time, an increase in productivity could enhance spatial externalities. This issue is overcome at

micro level analysis since it is assumed that firms are small economic agents, that their decisions

cannot affect provincial market, but the external forces can affect firms’ performances. In the ag-

gregate production function estimation, endogeneity has been accounted for through Instrumental

Variables; in particular, since we do not have proper external instruments (excluded instruments),

we resort to internal instruments, represented by the time lag of regressors (included endogenous

variables).

Table 2.9 shows the results obtained by running the regressions of aggregate productivity (adop-

ting the OP procedure) on absolute indices. We find that specialisation indices has a negative sign

and the associated coefficient is statistically significant, except when province fixed effects are

introduced. There is no evidence for Jacobian externalities, since the diversity index is always

insignificant, so that province-level productivity does not seem to be affected by the diversity of

the area. We find robust results for competitiveness, supporting Porter’s idea that competition

stimulates innovation and improvements in productivity. Furthermore, there is no evidence for a

density effect, since its coefficient is not statistically significant except when industry level fixed

effects are introduced, when density becomes statistically significant, but negative.

Table 2.10 reports results obtained estimating the second specification with relative indices. We

find that relative specialisation is positive and statistically significant when we depurate the model

from province fixed effects (in column c, g, h), in the other cases it is not significant. Moreover

this specification does not show evidence in favour of competitiveness effect, but we find strong

evidence in favour of Jacobi an effects, as the diversity index is positively signed and statistically

significant.

Results related to the density index are ambiguous, the relative coefficients are significant but

they take both positive and negative sign, in particular we find a negative sign when province fixed

effects are introduced (columns c and g), and positive otherwise (columns a, b, d, e, f and h).
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Comparing estimates obtained for the weighted productivity with estimates obtained by un-

weighted productivity, we can observe that results are rather different, leading us to stress the

importance of the choice of aggregation method and the relative weights.

Results in tables 2.11 and 2.12 suggest that unweighted province/industry productivity is af-

fected by externalities to a greater extent compared to the weighted productivity, and coefficients

are generally greater in magnitude and more statistically significant.

Concentrating on the first specification, with absolute indices, we can see that, when we consider

weighted productivity, specialisation results negative and significant when province fixed effect are

introduced. The opposite is true for unweighted productivity, so that there is not a clear effect

of MAR externalities on province/industry productivity. Looking at the competition coefficient

we find a positive and significant coefficient in both cases, but using unweighted productivity we

have greater magnitudes of the coefficients. These results gives evidence in support of Porterian

theories.

Running a regression of weighted productivity on the density index, we find a negative and sta-

tistically significant coefficient when we account for first nature advantages. When we perform the

regression for unweighted productivity, excluding province fixed effects, the coefficient is positive

and significant.

Finally, the diversity index, is never significant for weighted province/industry productivity,

while it is negative and significant considered the unweighted productivity, and only if we include

first nature advantages.

Comparing results obtained estimating aggregate productivity on relative indices of spatial ex-

ternalities, we find that specialisation is always positive and significant for unweighted productivity.

Instead, considering weighted productivity specification results positive and significant only when

geographical area effects are considered by dummy variables.

Competitivity has a poor effect on weighted productivity. Instead, it results positive and signi-

ficant for unweighted productivity, except for the case when industry fixed effects are introduced

in the model.

The same results are obtained for density, positive effects are found except when first nature

advantages are introduced in the model.

Finally, relative diversity results positive and significant in both cases, but coefficients magni-

tudes are greater for the unweighted province/industry productivity. We can, further, observe that
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estimating through instrumental variables gives better data fitting.

2.5 Conclusions

In this chapter, we have analysed how space, through spatial externalities, affects firms produc-

tivity. We have investigated how firms’ performance is affected by local environment where firms

are localised. Indeed, the choice of firms to locate close to other firms of the same industry (specia-

lisation) or other industries (diversity /urbanisation) gives rise to advantages, such as facilitating

innovation, increasing learning opportunities, facilitating trade.

Concentrating production in few places allows, especially small firms to benefit from external

scale economies, since the small size does not permit to achieve internal ones.

We have proceeded estimating firm level productivity and computing a large set of indices

able to capture these mentioned advantages. In particular, we have referred to MAR, Jacobs and

Porter externalities. These indices have been compared in order to choice a specification without

collinearity.

We have implemented OLS and IVs estimators to two main equations and to the sub-specifications

represented by the introduction of information about geography and/or economic sector. Also, we

compare both results obtained using robust methods. The main results found are synthesised in

the tables 2.13, 2.14, and 2.15. As we can observe, the results obtained are heterogeneous and

depend on the particular specifications adopted. For example, including province fixed effects, or,

considering variance-covariance correction method implies different. results.

Results show that MAR externalities affects positively firms’ productivity only when province

fixed effects are introduced in the specification, when we adopt absolute indices. Instead, adopting

relative indices we observe a positive effect on productivity, when no adjustment for variance cova-

riance matrix is made, indicating that an increase in specialisation of a given province with respect

the national economy improves the productivity of firms localised in that area. We can observe

a marked evidence of positive effects of diversification externalities in the second specification.

Thus, increasing the variety of goods produced in a province with respect to the national diversity,

determines an increase in firm-level productivity.

Considering absolute indices, we find a greater evidence for Porter externalities, which seem

almost absent in the second specification. Finally, density, when significant, has a positive effect

63



on productivity. Its significance can be linked to the introduction of province-level fixed effects.

At the province level, we observe the opposite results between the two specifications, but it

is worth noting that when aggregated province productivity is used as dependent variable and

a relative specification is adopted, we obtain a stronger evidence for MAR, Jacobs, urbanisation

externalities, and only mixed evidence of competition effects.
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Table 2.13: firm level results
specification1 MAR Jacobs Porter density

(a) - + + +

(b) ns ns + +

(c) + + - +

(d) + ns - ns

(e) - ns + +

(f) ns ns ns +

(g) - ns + ns

(h) - ns + ns

specification 2 MAR Jacobs Porter density

(a) + + - +

(b) ns + - +

(c) + ns - ns

(d) ns + - ns

(e) + + + +

(f) ns + ns +

(g) ns + + +

(h) ns + + ns

Table 2.14: weighted province results
specification 1 MAR Jacobs Porter density

(a) - ns + ns

(b) - ns + ns

(c) ns ns ns -

(d) - ns + ns

(e) - ns + ns

(f) - ns + ns

(g) ns ns + -

(h) ns ns + -

specification 2 MAR Jacobs Porter density

(a) ns + ns +

(b) ns + ns +

(c) + + - -

(d) ns + ns +

(e) ns + ns +

(f) ns + ns +

(g) + + ns ns

(h) + + ns ns

Table 2.15: unweighted province results
specification 1 MAR Jacobs Porter density

(a) ns ns + +

(b) ns ns + +

(c) + - + -

(d) ns ns + +

(e) ns ns + +

(f) ns ns + +

(g) + - + -

(h) + - + -

specifition 2 MAR Jacobs Porter density

(a) + + + +

(b) + + + +

(c) + + + ns

(d) + + + +

(e) + + - +

(f) + + - +

(g) + + - -

(h) + + - -

71



Part II

Does distance matter?
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Chapter 3

Spatial econometric application to

Province-Level Productivity

3.1 Introduction

As we have seen in chapter 2 agglomeration economies can be considered important to reduce

production costs and improving firms’ efficiency. Studies on agglomeration have distinguished

between two types of externalities: static and dynamic. The latter kind has been investigated

in the previous chapter, where we have defined knowledge spillovers as the introduction of an

innovation by one firm improves the performance of other firms, that have not to pay any kind of

compensation. A consequence of these externalities is the accumulation of knowledge within the

geographical area where firms are localized. Furthermore, knowledge spillovers and, more generally,

physical proximity favors long-term relationships and knowledge accumulation, which represent a

free resource for local firms, through a mechanism of cumulative causation which finally improves

firms’ performance.

The decreasing costs due to the developments in transportation and communication technolo-

gies, have led to many commenters to believe in the loss of importance of distance, the so called

“death of distance”, and agglomeration effects, but this idea is not unanimously shared. Indeed

some economic geographers, such as Scott (1988), Storper (1997), and more recently McCann

(2005), have stressed the importance of geography for knowledge spillovers, since certain types of
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knowledge need human interactions that can be more easily established when people are located

near each other.

The literature empirical on knowledge spillovers has found favourable evidence for distance,

stating that location matters, and have encouraged spatial analysis exploiting spatial econometrics

tools, considered the best technique to analyze the presence of a spatial structure of innovations,

to investigate the presence of clusters and to estimate model which explicitly include geography in

their specification.

In light of new findings within Geographical Economics, the traditional approach followed to

analyse spatial externalities has been criticized because of the assumption that geographical units

are independent.

Guillain and Le Gallo (2006)along these lines, have stressed how indeces computed to assess

the role of space and geographic concentration, wrongly treating geographical units as identical

cause biases in spatial agglomeration effects estimation.

We aim, in this chapter, to focus on distance as a variable that allows to analysing link-

ages among economic agents, combining the traditional approach, based on agglomeration indices,

with recent tools provided by spatial econometrics, allowing to explicitly account for spatial auto-

correlation.

We follow this method in order to verify the presence of spatial patterns of TFP, investigating

whether provincial Total Factor Productivity may be affected by neighboring provinces productiv-

ity.

This chapter is organized as follows: section 2 places this work within the relative economic

framework, section 3 provides a description of spatial econometric characteristics, section 4 outline

the methodology adopted and the results obtained, section 5 concludes.

3.2 Literature review

The topics analysed in this chapter arise from two different strands of literature, one represented

by the agglomeration economies framework, discussed in the previous chapter, and the second

represented by the spatial convergence of TFP.

Indeed, we aim to investigate the presence of spatial patterns for TFP focusing on how geogra-

phy can affect knowledge spillovers, introducing spatial interactions into the traditional framework.
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We have extensively discussed of agglomeration economies in the previous chapter, where we

have considered how the traditional approaches have neglected to consider the problem of operating

on different spatial scales, as also stressed by Rosenthal and Strange (2004), who criticize empirical

studies on agglomeration externalities since they usually refer to fixed geographical units, such as

region or city. Moreover, they have noted that there is not enough information about the scale

sensitivity and spatial analysis often neglects the possible presence of agglomeration externalities

at different spatial scales. Spatial composition and aggregation effects are known as Modifiable

Areal Unit Problem (MAUP). A possible approach that tries to overcome the MAUP1 introducing,

consists of introducing distance to account for spatial patterns.

Along this lines, Guillain and Le Gallo (2006) have suggested a methodology to measure the

degree of spatial agglomeration and proposed a new approach to measure of agglomeration and of

identification of economic sector pattern. Their approach combines a locational Gini index with

the tools of Exploratory Spatial Data Analysis (ESDA). They apply this methodology to identify

the location of employment at municipality patterns for 26 manufacturing and services sectors in

Paris, in order to overcome some of the weaknesses of the previous approaches.

A good review of MAUP is provided by Burger et al. (2007), who analyse the effect of agglom-

eration externalities on sectoral concentration growth, from 1996 to 2004, in six sectors considered

at the following levels of aggregation: 483 municipalities, 129 economic geographic areas, and 40

regional level. These three spatial levels1 have been analysed through spatial autoregression model

in order to control for spatial spillover effects in growth.

Burger, van Oort and van der Knaap state that accounting for spatial autocorrelation does not

guarantee overcoming MAUP, but that it could be addressed moving from from a meso-economic

approach to a micro-economic approach, for example using continuous space as suggested by Arbia

(2001)or multilevel analysis as suggested by Hox (2002). Further they suggest the use of firm level

analysis and after model identification at the micro spatial level, draw policy implications at more

aggregated level.

In spite of a large literature on convergence of TFP, only few studies have analysed that

analyse country TFP applying spatial econometrics tools. In particular, most of these works try to

extend the traditional framework proposed by Nelson and Phelps (1966)including cross-sectional

1Openshaw (1984) has provided a detailed description of MAUP. He has argued that ”the areal units (zonal
objects) used in many geographical studies are arbitrary, modifiable, and subject to the whims and fancies of whoever
is doing, or did, the aggregating”. MAUP and the consequent scale effects may cause variation in statistical results
between different levels of aggregation. These variation depend on the size of spatial unit considered.
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interactions. We can notice this approach in Abreu et al. (2004),Mishra et al. (2008), Di Liberto

and Usai (2010).

Abreu et al. (2004) investigate the presence of a spatial dimension of technology flows across

countries, implementing explanatory spatial data analysis and spatial econometric techniques.

Their measure of TFP is obtained by a constant returns to scale Cobb-Douglas production

function and setting the capital share of income to 1/3 and the labour share to 2/3. The capital

stock series is constructed using the perpetual inventory method. Then, they add the spatial lag of

TFP growth to the Nelson-Phelps model, and employ spatial econometric estimators such as SAR

and SEM. Further, they provide some diagnostic tests with respect to the choice of the appropriate

specification.

Looking at 73 countries over the 1960-200 period, their exploratory analysis shows that TFP

growth rates and levels are positively autocorrelated over space; they find statistically significant

clusters of low TFP values in Sub-Saharan Africa, Central and South America, and clusters of

high values in North America and Europe. These results may suggest the presence of barriers

to technology adoption, and the possibility that technology levels are converging locally, with

countries forming spatial convergence clubs. A possible implication is that countries would benefit

from closer ties to the local technology leader.

Mishra et al. (2008)have proposed a model for analysing the spatial interdependence of total

factor productivity (TFP). They examine whether TFP growth is correlated across spatial locations

and explore how human capital accumulation dynamics can explain interdependence in TFP growth

among countries.

Their analysis is applied to a sample of 15 Asian countries for the period 1970-2000, in a model

with feedback effects in a semi-parametric spatial Vector Autoregressive (VAR) setting in order

to estimate dynamic spatial externalities among countries’ TFP growth processes and their error

terms with respect to human capital differences. The distance between countries is perceived as

due to the human capital differences.

Their idea is to shed light on a new explanation of cross-country TFP complementaries by

utilizing the dynamics of age-structured human capital accumulation across countries. The finding

of spatial correlation in TFP and/or growth is significant in that differences in human capital across

countries could explain the non-linear spatial correlation. Further they argue that conditional

convergence in TFP could occur, and that human capital plays a crucial role in determining the
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dynamic path of TFP.

Di Liberto and Usai (2010) have investigated TFP convergence across European regions ac-

counting for TFP heterogeneity and dynamics by means of a fixed-effects panel estimator in a

standard convergence equation framework. TFP levels are estimated by means of growth regres-

sions, applying, firstly, spatial panel tools,

Traditional approach to study productivity convergence has been merged with the spatial di-

mension of TFP across regions, combining, at the same time, traditional panel data estimators

with spatial econometric tools.

They have not found evidence for TFP convergence but, on the contrary, of TFP dispersion.

In spite of the absence of convergence, they find a dynamic pattern across regions, revealed by

exploratory spatial data techniques. In particular, they find that between 1985 and 2006, there have

been numerous changes in clusters patterns observing with miracles and some disasters in terms

of TFP performance, causing intra-distribution movements with significant changes in regional

rankings and cluster composition. Their results confirm that cross-regional gaps in TFP levels are

significant and persistent.

3.3 Spatial Econometrics Methods

Spatial analysis involves both statistics and econometrics, however spatial econometrics and

spatial statistics, differ with respect to the object of analysis and the approach followed. Spatial

econometrics follows more often a deductive approach where tools are applied to regional and

urban analysis and considered as instruments to verify a previously defined theory; instead, spatial

statistics mostly follows a descriptive and inductive approach, where tools are is mainly employed

to analyse natural phenomena and often without a reference model.

Hence, we aim to apply spatial econometric to analyse the presence of spatial effects in TFP

across provinces. Before proceeding with our analysis, we outline the main characteristics and

aims of this branch of econometrics, which includes all the techniques dealing with space charac-

teristics. Two are the main characteristics of spatial econometrics: spatial dependence and spatial

heterogeneity.

Spatial dependence refers to data where observations associated to a location i depend on

observations associated to another location j 6= i, formally:
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yi = f(yj) , i = 1, ....., n j 6= i.

Two main reasons may lead to spatial dependence: measurement errors and spatial interac-

tions among economic agents, as suggested by regional studies. Measurement errors can occur

when dealing with data associated to spatial units, such as regions, provinces, cities, etc, the-

oretical boundaries of the geographical unit analysed are not a good representation of the true

data generating process. Spatial interactions, are the most important factors that implies spatial

dependence, since regional science has stressed the importance of distance and location in human

geography and market activity.

Spatial heterogeneity, instead, relates to the differences in relations across space. Formally, it

can be expressed through a linear relation, such as:

yi = Xiβi + εi

where i indicates points in space, Xi is a matrix of explanatory variables varying across space,

associated to a vector of coefficients β. Given a sample of N observations, we cannot estimate

N relations (and so N parameters), since we do not have enough information and there exists a

problem of degrees of freedom. This implies the use of a more parsimonious analysis.

The main goal of spatial analysis is to introduce variables related to neighboring locations.

This aim is achieved by defining contiguity among locations. Several methods exists to define

contiguity, but the starting points of each method is represented by the geographical coordinates,

latitude and longitude, or alternatively geographical borders. Contiguity is introduced through

a matrix, generally indicated by W , that contains connectiveness relations. Two main kinds of

matrices can be build, binary and distance matrix, where binary matrix is characterized by two

elements: 1 or 0, respectively indicating contiguity or not. Among the alternative methods to define

contiguity relations, we can mention linear contiguity, rook contiguity, bishop contiguity, double

linear contiguity, double rook contiguity and queen contiguity. Instead, distance is generally,

computed using the great circle distance method. The W matrix is symmetric and has zeros on

main diagonal, further it is common practice to row standardise W , allowing to deal with the
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mean of observations in contiguous regions.

Formally, we can rewrite the spatial dependence relation as:

y = ρWy + ε

where W represents the row standardised contiguity matrix, ρ captures the spatial dependence

in our sample measuring the average influence of neighboring observations. The previous equation is

the most basic, but explanatory variables can be added, obtaining the more complete specification:

y = ρWy +Xβ + ε.

In order to face spatial heterogeneity, two are the main approaches: the spatial expansion

proposed by Casetti (1972)and the geographically weighted regression as proposed by McMillen

(1996). The first is based on the idea that location information is function of latitude and longitude.

Estimation is based on two steps:

y = Xβ + ε (3.1)

β = ZJβ0 (3.2)

where Z includes the latitude and longitude information and J represents a structure of identity

matrices. The first step consists in estimating equation (3.2) and then substitute the fitted β in

equation (3.1).

The second approach is based on the following relation:

Wiy = WiXβi + εi

that consists in a transformation of the standard model, y = Xβi+εi , obtained premultiplying

79



the weights matrix. This transformation allows to achieve the orthogonality condition for error

terms and applies the OLS estimator to the transformed model. Parameters are obtained as:

β̂i = (X ′W 2
i X)−1(X ′W 2

i y).

Empirically, the increased availability of geo-referenced data and the interest in understand-

ing the role of space for economic activity has led a deepen interest for the analysis of spatial

autocorrelation.

According toAnselin and Bera (1998) spatial autocorrelation can be defined as follow: “Spatial

autocorrelation can be loosely defined as the coincidence of value similarity with locational simi-

larity. In other words, high or low values for a random variable tend to cluster in space (positive

spatial autocorrelation) or locations tend to be surrounded by neighbors with very dissimilar values

(negative spatial autocorrelation). Of the two types of spatial autocorrelation, positive autocorrela-

tion is by far the more intuitive. Negative spatial autocorrelation implies a checkerboard pattern of

values and does not always have a meaningful substantive interpretation”.

Spatial autocorrelation analysis can be analysed in both univariate or multivariate frameworks.

The univariate analysis of spatial autocorrelation is based on global indicators, such as the

Moran and Geary Indices, and the Local Index of Spatial Autocorrelation, such as the local version

of Moran I.

Moran’s I (Moran (1950)) is a weighted correlation coefficient used to investigate spatial pat-

terns, such as clusters. Positive spatial autocorrelation can that nearby areas exhibit similar rates,

negative values of Moran’s I are associated dissimilar rates.

We can formally write the Moran Index as follows:

I =
N

S

∑N
ij Wij(xi − x̄)(xj − x̄)∑N

i (xi − x̄)2

where N indicates the number of spatial points, S represents the sum of all weights wij . As

N becomes larger, Moran’s index I will approximate to a standard normal Z(I). This statistic is

based on the null hypothesis of absence of spatial autocorrelation; this hypothesis is rejected for
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significant values positive ( or negative) indicate positive (or negative) autocorrelation.

It is easy to note the similarity between Moran Index and Durbin Watson (DW) test, with the

former representing a DW suitable for geo-referenced data.

In empirical analysis the Moran’s Index as global indicator of autocorrelation can be combined

with a local indicators that allows analysing the correlation across each region. The Local Indicator

of Spatial Autocorrelation (LISA) is the local version of Moran statistic, formally:

Ii =
zi∑
i z

2
j /N

∑
j∈Ji

wijzj

zi represents the normalized value of Moran Index associated to the i-th location. Local Moran

Index is also based on the null hypothesis of no spatial autocorrelation and it can be interpreted in

the same way. Positive and significant values of this statistic denote the existence of clusters among

geographical units, characterized by similar characteristics. Instead, negative and significant values

indicate that neighboring regions (provinces) have different characteristics.

Multivariate spatial dependence relate to the variance-covariance matrix, where the off diagonal

element are different from zero. Formally:

Cov[xi, xj ] = E[xi, xj ]− E[xi]E[xj ] 6= 0

where i and j represent spatial units.

In order to estimate the variance-covariance matrix, a definition of spatial stochastic process

is required. Spatial econometrics helps us to define the stochastic process and in particular a

linear model with spatial lags of dependent variable is proposed. This model is characterized by

simultaneity issues due to the endogeneity of the spatial lag of dependent variable, implying the

biaseness of Ordinary Least Squares (OLS) estimator. OLS estimator, however, is still suitable,

returning unbiased coefficients, if spatial dependence concerns only the residuals. In this case,

spatial autocorrelation can be faced as temporal autocorrelation, that is, through an efficient

estimator and OLS could be still applied by adjusting the residuals for spatial dependence. Before

explaining alternative regressors, we briefly outline a general spatial model:
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y = ρW1y +Xβ + ε

ε = λW2ε+ u

where u ∼ N(0,Ω), W1, and W2represent the row standardised spatial weights matrices, associated

respectively with a spatial autoregressive process in the dependent variable and in the disturbance

term. The parameters to be estimated are ρ, β, λ, and σ2 but setting some of these parameters to

zero, we can obtain simpler specifications. For example, assuming ρ = 0 and λ = 0, we obtain the

classical linear regression; for λ = 0, we obtain a mixed regressive-spatial autoregressive model; for

ρ = 0, we obtain the linear regression model with spatial autoregressive disturbance.

These basic models could be integrated introducing the time dimension. This determines an

increase in complexity since aspects related to both dimensions, geographical and temporal, need

to be considered, such as spatial and time autocorrelation and heterogeneity.

While the linear regression model with spatial autoregressive disturbance can be estimated

through classical econometric tools, adjusting the variance covariance matrix to account for the

spatial dependence in the error terms, the spatial autoregressive model, instead, requires suitable

spatial econometric tools to overcome the endogeneity problem generated by the spatial lag of the

dependent variable.

When the OLS estimator is biased, alternative estimators include Maximun Likelihood Esti-

mator (hereafter,MLE), Instrumental Variables (IVs, 2SLS) and robust OLS.

The MLE is unbiased, efficient and asyntotically normal, these characteristics still hold when

it is applied to spatial models. Models that include spatial interactions requires the existence of

a likelihood function for estimated parameters, that this function is differentiable and that the

number of coefficients is fixed.

The main drawback of the the ML estimator is that it is based on numerical methods of non

linear optimization, which make this estimator unsuitable when the number of observations is

large.

In a mixed regressive-spatial autoregressive model, the MLE assumes that the disturbance

terms are jointly normally distributed. The estimator applied to the spatial model differ with
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respect to the standard one, because of the endogeneity caused by the spatial lag of the dependent

variable. This issue can be overcome applying the following steps:

1. perform the OLS estimator for the model , y = Xβ0 + ε0;

2. perform the OLS estimator for the model Wy = XβL + εL ;

3. determine the residuals from the previous two regressions, e0 and eL;

4. find the value of ρ that maximizes the concentrate likelihood function:LC = C−
(
n
2

)
ln
(

1
n

)
(e0 − ρeL)

′
(e0 − ρeL)+

ln|I − ρW |,

5. then determine the parameter β̂ = β̂0 − ρβ̂L.

One important feature is that we have to impose to the parameter ρ to take feasible values, pa-

rameter must assume values in this range: 1
λmin

< ρ < 1
λmax

where λmin is the minimum eigenvalue

of the standardized spatial contiguity matrix and λmax represents the maximum.

The endogeneity of the spatial lag of the dependent variable can be addressed applying an

alternative approach represented by instrumental variables.

The Instrumental Variables estimator has the same asyntotic characteristics of the ML esti-

mator, but it is easier to compute. This method allows overcoming endogeneity by instrumenting

the spatial lag of the dependent variable. Instruments have to respect the properties set by tra-

ditional econometrics. The Instrumental Variable approach has been proposed by Kelejian and

Prucha (1998) and Anselin (2002). According to Kelejian and Prucha (1998)Kelejan and Prucha

(1998), the instrumental variables employed to instrument the spatial lag of the dependent vari-

ables are respectively the regressors’ matrix X, the spatial lag of the regressors’ matrix, WX and

the squares of spatial lag of independent variables, W 2X. The inclusion of higher lags may improve

the precision of the estimation, but at the same time can lead to a larger bias.

Anselin (2002) has proposed as instruments the spatial lag of the predicted values of a regression,

where the dependent variable is regressed on no spatial regressors, or where the regressors are

spatial lag of exogenous variables, although we can incur in multicollinearity issue.

The last approach, called “robust”, has been widely used through bootstrap or jacknife resam-

pling methods. This estimator aims to check for biaseness, comparing efficient results, obtained

implementing this method, with variables original data.
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3.3.1 Spatial panel

Earlier works in spatial econometrics have focused on cross- section dimension. Only recently,

thanks to the developments of spatial panels by Balatgi et al. (2003),Balatgi et al. (2007),Balatgi

and Liu (2008), Anselin and Le Gallo (2008)and Elhorst (2009), these techniques have started

to spread. Spatial panel tools allow exploiting the traditional advantages of spatial data and so

allow considering individuals heterogeneity and, at the same time, to take into account spatial

dependence.

According to Hsiao (2003) , working with panel data yields many benefits. Indeed, panel data

allow controlling for individual heterogeneity, overcoming a weakness shared by time series and

cross sectional analysis, that cannot take into consideration heterogeneity presents across firms,

states, countries and individuals. Further, panel data are characterized by less collinearity and more

variability, providing more informative data. These data are better able to study the dynamics of

adjustment. Indeed, many economic phenomena change over time, such as spells of unemployment,

job turnover, residential and income mobility, unemployment and poverty, and holding a panels

long enough, allow to investigate for example, speed of adjustments to economic policy changes.

Moreover, micro panel data may be more accurately measured than similar variables measured at

the macro level, allowing to overcome aggregation bias issue.

However, panel data do not cause only benefits, but they are characterized by some limitations.

Among others, there are: difficulties related to data survey and data collection, distortions due

to measurement errors, that can be caused by unclear questions, memory errors, inappropriate

informants. Furthermore, micro panels are often characterized by a short time-series dimension,

implying that asymptotic arguments rely on the number of individuals tending to infinity; Finally,

another drawback that panel data may be affected is the cross-section dependence. Usually, this

issue has been analysed the time autocorrelation, but macro panels on countries or regions they

could be affected by cross-country dependence, neglecting it may lead to misleading inference.

Spatial panel tools permit to overcome the drawbacks related to this last point, allowing to

take into account cross-sectional dependence and individuals heterogeneity.

Starting from a linear panel model with spatial specific effects, but without spatial interactions,

such as:

yit = xitβ + µi + εit,
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where i indicates the spatial units, t time, yit denotes the dependent variable and xit regressors’

matrix. In matrix form:

Y = Xβ + µ+ ε

The reasoning is similar to that of standard panel data models, that is individual specific effects

are time-invariant variables whose omission could bias the estimates. In particular, in this case,

the individual fixed effects are represented by the spatial specific effects.

This model can be completed by introducing spatial interactions through a spatially lagged

dependent variable or a spatial autoregressive process in the error term, respectively we would

have a spatial lag and the spatial error model.

The previous equation can be rewritten as follow: for a spatial lag model:

Y = ρWY +Xβ + µ+ ε

and

Y = Xβ + µ+ λWε+ u

for a spatial error model.

The matrix W describes the spatial pattern of the units in the sample. This matrix is of order

N, that is the same number of individuals. The spatial lag model is considered as the formal speci-

fication for the equilibrium outcome of a spatial or social interaction process, where the dependent

variable referred to an individual is determined by neighboring individuals characteristics. Instead,

the spatial error model assumes that the dependent variable depends on a set of observed local

characteristics and that the error terms are correlated across space.

The W matrix, that as we have said above, can assume two kinds of structure, binary or

distance matrix, becomes a weights matrix through the standardization procedure. Generally,

the weights matrix is row standardized. This procedure allows keeping the mutual proportions
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between elements of W . This property is very important when we deal with an inverse of the

distance matrix, because the weights sum to one losing the originary economic interpretation

((Anselin, 1988)). Two main approaches have been suggested in the literature to estimate models,

which include spatial interaction effects. One is based on the maximum likelihood (ML) principle

and the other on instrumental variables or generalized method of moments (IV/GMM) techniques.

Standard fixed effects are treated through a within transformation or the introduction of N −1

dummy variables losing degrees of freedom. The within transformation allows eliminating individ-

ual fixed effects µi, and it is applied as follows:

ỹit = yit −
T∑
t=1

yit

x̃it = xit −
T∑
t=1

xit

When spatial interactions are introduced, the transformation will assume the following form:

y∗it = yit −
N∑
j=1

wijyjt = yit −
1

N

N∑
j=1

yjt (3.3)

x∗it = xit −
N∑
j=1

wijxjt = xit −
1

N

N∑
j=1

xjt (3.4)

This transformation differs from the traditional within transformation that considers fixed

effects in time.

In empirical work, it has been notes that estimation with or without accounting for spatial

fixed effects leads to different results. These differences are due to the different kinds of variation

considered, because models with controls for spatial fixed effects utilize the time-series component

of the data, whereas models without controls for spatial fixed effects utilize the cross-sectional

component of the data.

According to Anselin et al. (2006), extending the Fixed Effects Estimator to spatial lag model

implies dealing with th endogeneity of the spatial lag of the dependent variable that does not
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respect the orthogonality condition. In order to face this issue it has been extended the Maximum

Likelihood estimator adopted in cross-sectional spatial models to the panel dimension. The log

likelihood function when spatial specific effects are considered as fixed is2:

LogL = −NT
2
log(2πσ2) + T · log |IN − ρW |+−

1

2σ2

N∑
i=1

T∑
t=1

y∗it − ρ
 N∑
j=1

wijyjt

∗ − x∗itβ


2

.

Assuming a spatial error model leads to the following log-Likelihood function:

LogL = −NT
2
log(2πσ2) + T · log |IN − ρW |+

− 1

2σ2

N∑
i=1

T∑
t=1


y∗it − ρ

 N∑
j=1

wijyjt

∗2

−

x∗it − ρ
 N∑
j=1

wijxjt

∗β


2

.

3.4 Methodology and Results

Our empirical analysis focuses on the spatial effects of province productivity. In particular

we want to test if productivity, besides being affected by spatial agglomeration, receives some

benefits from neighboring provinces productivity. We want to investigate whether or not, there

exists knowledge spillovers across provinces closely localized. We deal with an aggregate dataset,

but province TFP has been built adopting the Olley and Pakes procedure, starting from firm

level productivity, allowing us to extend our results to firms productivity. The presence of a

spatial pattern of province TFP implies that even firms’productivity is affected by neighboring

productivity and so that distance matters.

2For further explanations on the spatial panel Fixed effects estimator, see Spatial Panel Data Models, in Fischer
M.M., Get is A. (eds.) Handbook of Applied Spatial Analysis, pp. 377-407. Springer, Berlin.
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Figure 3.1: TFP overtime

(518383.3,1039534]
(319719,518383.3]
(149630.4,319719]
[14684.84,149630.4]
No data

We first proceed through the univariate analysis and later to the multivariate analysis, em-

ploying an autoregressive model SAR, which includes only the spatial lag of dependent variable as

regressor and the alternative SEM model, assuming that TFP presents a spatial structure in the

error term.

Before proceeding with the SAR and SEM models, we begin, as suggested in Dettori et al.

(2011) from the graphical inspection of spatial dependence. Figure 1 shows the spatial structure of

TFP across Italian provinces. We can observe that northern provinces are characterized by higher

productivity, and lower productivity can be observed in southern provinces. Moreover, this figure

shows the presence of clusters of high (low) productivity. Since our measure of productivity is

obtained aggregating (through OP procedure) firm level productivity, this seems to suggest that

high productivity firms tend to cluster.

Then, we move to test for spatial dependence through global Moran I and Geary C tests, and

local Moran I, whose results are reported, respectively, in table 3.1 and 3.2.

Global spatial dependence tests lead us to reject the null hypothesis of no spatial autocorre-

lation, supporting our idea that TFP presents a spatial pattern, bringing us to introduce spatial
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Table 3.1: Global Moran I - Geary C test on TFP
TFP I E(I) sd(I) z p-value*

Moran’s I 0.100 -0.001 0.034 2.975 0.001

Geary’s C 0.904 1.000 0.046 -2.101 0.018

Table 3.2: Local Moran I test on TFP
Province 1999 2000 2001 2002 2003 2004 2005

Agrigento R R R

Aosta R

Avellino R

Benevento R

Brindisi R R R

Caltanissetta R R R

Campobasso R R R

Caserta R

Catania R R

Catanzaro R

Cosenza R

Crotone R R

Foggia R R R R

Isernia R R

Lecce R R R

Nuoro R R

Oristano R R R R

Palermo R

Potenza R R R

Ragusa R R R R R R

Rieti R

Roma R R R

Sassari R R

Siracusa R R R R

Taranto R

Terni R R

Varese R

Vibo Valentia R R R R

R indicates that we reject the null hypothesis of no spatial correlation.

We do not report provinces when the null hypothesis of no Spatial Agglomeration is not rejected
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interactions in our specification. Local Moran Index allows testing for the presence of spatial

correlation referring to every spatial unit considered. Results show that only few provinces, with

respect the 102 that we are examining, present spatial correlation, in particular we can observe

that these provinces are mainly localized in the south of the country.3

Moreover, we have tested the presence of spatial dependence through the Cross-Section Depen-

dence (CD) test proposed by Pesaran (2004), which, as proved by Pesaran (2004), is applicable to a

large variety of panel data models, including stationary and non-stationary dynamic heterogeneous

panel with short T and large N, as it is the case for the panel of data used in this study. The test,

which is based on the average of the pair-wise correlation coefficients, is calculated as follows:

CD =

√√√√√ 2T

N(N − 1)

N−1∑
i=1

N∑
j=i+1

ρ̂ij



Performing Pesaran’s test, assuming that the null hypothesis is of cross sectional independence,

we obtain a value of 12.372 for CD test and a p-value of 0, that leads us to reject the null hypothesis,

hence, we can proceed our analysis including spatial interaction terms.

The SAR model, that we are proceeding to estimate, can be formally be written as follow:

TFPpt = ρW · TFPpt + province dummy + time dummy + εpt

where p = 1, ...., N = 102, t = 1, ...7, ρ captures the spatial dependence, ε represents the

random error term and W is the row standardized weights matrix, whose elements are :

wij =
1

d2
ij

.

Departing from the standard practice, our decay matrix does have not zeros in the main diagonal

but when i = j we compute the internal distance as:

dii =
2

3

√
areai
π

3Graphical support of LISA analysis are available on request.
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The SEM model can be written as :

TFPpt = province dummy + time dummy + λWεpt + upt

We choose to perform our estimation through Maximum Likelihood estimator (MLE), because

we are dealing with a rather small sample that does not affect the MLE characteristics4. Further,

when applied to spatial dataset, MLE allows to account for endogeneity of spatial lags of the

dependent variable, as explained in the previous section.

We present results obtained applying the MLE, firstly to a pooled panel and then introducing

some control variables. In particular in columns (1) and (5) we report results related to the pooled

panel. In the other columns, we have introduced dummy variables in order to control for individual

and time fixed effects, since our sample has a panel structure. We further report results related

to two specifications, respectively an autoregressive model and a mixed regressive, autoregressive

model. In the former, only the spatial lag of TFP is introduced as regressor; instead, in the latter,

we introduce as regressor also the agglomeration indices, constructed in chapter 2. We follow the

same approach for the SAR and SEM models.

Results are not unanimous. In particular when we consider the SAR model, we find positive

evidence in favor of a spatial pattern of productivity. Results change introducing the time fixed

effects. In particular, dealing with pooled panel data and introducing individual fixed effects

leads to a significant and positive coefficient of spatial interaction, represented by the spatial

lag of the dependent variable, suggesting that provincial productivity is affected positively by

neighboring province productivity. This result supports the idea that productivity can improve

through knowledge spillovers and in particular closer locations can have greater benefits since

closeness favors the spreading of knowledge.

Then, we have proceeded to estimate a mixed regressive autoregressive model. In this specifica-

tion, we have introduced as regressors the agglomeration indices adopted in the previous chapter,

and departing from the theoretical model, we have not added the spatial lag of the regressors

4 The MLE is consistent, efficient and under certain regularity conditions, maximum likelihood estimator has an

asymptotically normal distribution.
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matrix since these variables are highly correlated and could introduce multicollinearity problems.

Entering the agglomeration indices as regressors, we find that only the specification in column

(6) reports a significant and positive coefficient for the spatial lag of TFP, while in the other cases

this parameter results insignificant.

We can observe in table 3.4, where the results related to the spatial error model are reported,

that this model leads to the same results of the SAR model. In particular, the coefficient associated

to spatial interactions is positive and significant when MLE is applied to the pooled panel and when

province fixed effects are introduced.

Again, the same results have been obtained performing the mixed regressive auto-regresissive

model; indeed, we have found support for a spatial pattern of the error component only considering

the the specification (6) in table 3.4, that includes province fixed effects.

Introducing fixed effects in this model is...... to apply a standard within transformation that

could be not suitable for spatial panel data. In this case the appropriate transformation is repre-

sented by equations (3.3) and (3.4). Estimators adopting this transformation are also performed,

and the results obtained are reported in table 3.5 and table 3.6 respectively for the SAR and the

SEM specifications.

We can observe that the spatial interactions coefficients are always positive and significant,

even if their magnitude is very modest. Regarding the agglomeration indices, we have found poor

evidence, and in particular, the density index is positive and significant only when province and

time fixed effects are introduced in the SAR and SEM specifications. In the same specifications

competition coefficient is negative and significant. A positive sign for competition is found when

the specification includes only time fixed effects. The other indices are never found significant.

3.5 Conclusions

In this chapter we have analysed how province productivity is affected by neighboring pro-

ductivity. Approach implemented have allowed to investigate the presence of knowledge spillovers

and the importance of geography, since we sustain that human interactions favour the spreading

of information and knowledge and human interactions are favored by closeness of workers. The
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Table 3.5: SAR spatial panel regression
TFPLPpt

(1) (2) (3) (4)

ρ 0.007***

[ 4.234]

0.007***

[4.2328]

0.006***

[3.62995]

0.006***

[26.0921]

log−spec -1.1601

[-1.0045]

-1.977

[-1.6947]

-0.7625

[-0.76288]

-0.766

[-0.76656]

log−diversity -0.0362

[-0.5640]

-0.0725

[-1.125]

-0.0767

[-0.7688]

-0.0771

[-0.772]

log−density 1.233***

[2.689]

0.42603

[1.2409]

0.3861***

[4.837]

0.3855

[4.7528]

log−comp -0.2954***

[-2.207]

-0.10799

[-0.861]

-0.135*

[-1.526]

-0.1338

[-1.5128]

constant 3.8527***

[3.4943]

8.0465***

[6.489]

8.199

[0.0303]

8.198

[13.6686]

province FE yes yes no no

time−FE yes no yes no

* significant at 10%; ** significant at 5%; *** significant at 1% , values in [.] represents t statistic.

Table 3.6: SEM spatial panel regression
TFPLPpt

(1) (2) (3) (4)

ρ 0.006***

[3.623]

0.007***

[4.2379]

0.007***

[4.225]

0.007***

[4.2378]

log−spec -1.11531

[-0.964]

-1.9896*

[-1.7063]

-0.0716

[-0.4788]

-0.0758

[-0.5011]

log−diversity -0.0365

[-0.5755]

-0.0758

[-1.2008]

0.01126

[0.7537]

0.01083

[0.7165]

log−density 1.26755***

[2.7501]

0.46798

[1.3388]

0.000483

[0.0404]

9.445e-05

[0.0078]

log−comp -0.2922***

[-2.2053]

-0.1125

[-0.901]

0.04836***

[3.6525]

0.049

[3.653]

constant 4.0901***

[3.707]

8.2734***

[6.6735]

9.9022

[0.244]

9.906***

[110.603]

province FE yes yes no no

time−FE yes no yes no

* significant at 10%; ** significant at 5%; *** significant at 1% , values in [.] represents t statistic.
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literature on knowledge spillovers has found evidence in favour of the role of for distance, arguing

that location matters, and spatial econometrics tools have been considered the best technique to

analyze the presence of a spatial structure in innovations, and more generally to estimate models

explicitly including geography in their specification. Adopting new tools of spatial analysis permits

to overcome the main drawbacks of the traditional approach, where every location has been treated

identically.

In the light of these results, combining traditional literature on agglomeration externalities

together with the recent literature that studies the spatial pattern of countries TFP, we have

investigated the spatial pattern of province productivity performing a spatial panel estimators on

our model, characterized by TFP as a dependent variable and including geography explicitly in our

specification, through the spatial lag of TFP, together with agglomeration indices as regressors.

Our results are mixed. We have not obtained evidence in favour of spatial spillovers, because,

even if spatial interaction coefficients are positive and significant their magnitude is rather small.

The analysis involving the spatial structure of TFP cannot be considered ended, we have

proceeded to implement the basic approach, but other hypothesis can be tested and more tools

can be applied. We aim to deep further this topic, in particular, we would like to introduce dynamic

in this model exploiting the panel dimensions, further, in line with the previous chapters we are

going to apply this model at more disaggregated level, such as firm level.
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Chapter 4

Spatial economies within a

General Equilibrium framework:

New Economic Geography1

4.1 Introduction

The last two decades have witnessed the surge of “New Economic Geography” (NEG) models.

This term refers to a branch of economics, which analyses the localization decisions of workers and

economic activities, overcoming the traditional relation between localization and natural endow-

ment. The book written by Fujita et al. (1999), can be considered the first formalization of the

NEG theory. New Economic Geography models develop from the International trade theory pro-

posed by Krugman (1979). Gradually, some of the original assumptions and scope of these models

have been modified to analyse the disparities among regions within a country. In particular, the

NEG underlines the importance of transport costs, recovering the significance of spatial phenomena

which cause agglomeration. Indeed, firms do not appear uniformly distributed over a territory and

their distribution is the result of exogenous and endogenous forces. Traditionally, the former were

identified as advantages of “first nature” (Krugman (1993)) and explain firms’ localisation through

the unequal endowment of resources, climate, proximity to ports and rivers, scant factors mobility.

1This chapter represents an extension of my MSc dissertation, work supervised by Prof. Fingleton
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The latter refers to externalities generated by workers, firms, and policy makers, and are therefore,

mainly related to people. More recently, NEG attributes the agglomeration/concentration phe-

nomena to the interplay between centrifugal and centripetal forces. Centrifugal forces that cause

dispersion, are represented by competition effects, a larger market with many firms producing the

same goods induces more competitiveness, leading firms to migrate towards markets with lower

costs from competition. Conversely, centripetal forces promote concentration and are referred to as

agglomeration externalities. Externalities are produced by firms’ clusters and arise from forward

and backward linkages, which together enhance the pecuniary externalities of firms, keeping the

transport costs low and enjoying large goods markets and a specialized local labour markets. Cur-

rent theories, which NEG theory belongs to, explain economic concentration/localisation through

the concept of increasing returns to scale and more realistic market structures, such as monopolist

competition, overcoming the traditional assumptions of constant returns to scale and competitive

markets. Geographers and regional economists have stressed that many of the assumptions of

the NEG are not completely “new”, but they were proposed in traditional models of regional and

urban economics. As stressed by Ottaviano and Thiesse (2005), the main merit of NEG models

is the capability of merging existing theories of economic geography and localisation in a general

equilibrium framework.

There are five are the main features of NEG: general equilibrium approach, increasing returns

to scale, imperfect competition, transport costs and localization decisions. Initially, researchers

focused on the theoretical development of NEG, while the empirical validation is relatively recent

((Hanson, 2005)). In empirical models, the main equation employed links nominal wages with the

market potential (MP), analysing the effect of market potential on the prices of factors and, in

particular, the cost of labour. Empirical works concentrate on testing inequality of wages among

regions and the presence of spatial wage structure.

In line with the empirical literature, in this chapter we aim to test the spatial structure of wages

in Italy, and verify whether or not the NEG theory holds. In particular, this work departs from the

standard strand of literature for the methodology employed, because the analysis is conduced at

micro-level and different levels of aggregation have been adopted for dependent and independent

variables. We have proceed by providing first an overview of the main literature (section 2) and

the theoretical model (section 3), and then we present the empirical investigation of wage equation

(sections 4 and 5). Section 6 concludes
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4.2 Literature Review

In the last decade, there has increased the interest in New Economic Geography (hereafter,

NEG), in part due to the admission of the improvements and the innovation introduced by this

theory in the study of agglomeration and spatial economics. We think that the existing literature

on New Economic Geography can be divided into two main strands: firstly, the theoretical models

and the simulation approaches to explain the equilibrium; secondly, the empirical verification con-

centrated on wage disparities. The first strand includes the seminal works, such as Krugman (1980,

1991) and the book of Fujita, Krugman and Venables (FKV, 1999), which represent the core of the

New Economic Geography Theory. These works have enlarged the international trade theory incor-

porating labour mobility across nations. This feature makes the NEG able to overcome the barrier

of international economics and engage also issues typical of regional economics. Also, this process

stresses one again the importance of geography and space in mainstream economic theory.2The

NEG model combines the Core-Periphery and the Dixit-Stiglitz Model, in order to overcome some

weaknesses of the Neoclassical framework, by introducing the possibility of increasing returns to

scale and monopolistic competition, transport costs and factor mobility. These features can lead

to agglomeration phenomena and generate a core–periphery structure endogenously. An analo-

gous approach is followed by Ottaviano and Puga (1998), who examine how the combination of

trade costs and house’ prices produce agglomeration and dispersion forces and how the pecuniary

externalities encourage workers and firms to cluster.

The richness of its assumptions is such that NEG models present some difficulties in realising

analytical closed form solution. Hence, it is often necessary to introduce some simplifying assump-

tions, which allow to obtain closed (solvable) forms. In order to solve these models, researchers

often recur to simulation and calibration. Works that adopt the simulation-based approach have

been developed, among the others, by Forslid (1999), Baldwin and Forslid (2000),Baldwin (2001).

The original NEG model, as presented by Krugman, has been later improved by successive

works which aim to make the model analytically solvable, such as the work of Forslid (1999), or

introduce new assumptions in order to make the model closer to reality, such as assuming a number

2 NEG theory have attributed to the space a more relevant role, it is not only considered as physical space, but

it has assumed an economic meaning, the geographical area represent the space where the economic relation are

realized. It is overcome the administrative border limit and the space has started to be considered as continuous.
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of regions, R, greater than two.

The departure from the standard model regards the assuming that fixed costs in the manufac-

turing sector consists of a divisible factor, which can migrate between regions. This factor can be

human capital and/or physical capital.

Forslid found different agglomeration effects for human capital and physical capital; in particu-

lar, in the former case, manufacturing tends to agglomerate for low trade costs as in the standard

core-periphery model. Instead, in the physical capital case, economic integration does not cause

agglomeration.

Baldwin and Forslid (2000)have combined the traditional core-periphery model with the en-

dogenous growth theory model; in order to contribute to the debate on incentivating growth vs

incentivating dispersion. Indeed, these models can contribute to debate on economic integration

analysing the role of transport costs and knowledge sharing. The model proposed by Baldwin and

Forslid (2000)introduces a migration equation based on utility (not only the real wage gap), cap-

tured by the shadow value of migration. They find two steady states; one core-periphery outcome

and one dispersion outcome with equal real wages and equal growth. The long run equilibrium,

however, can be unstable because of trading costs.

They also stress the importance of the cost of sharing knowledge and that policies aimed at

reducing this kind of costs can have a stabilizing effect, since they can reduce the agglomeration

of the growing sector. Finally, they show that agglomeration enhances welfare in growth regions

restoring partially the periphery welfare.

Baldwin (2001) studies the role of forward-looking expectations, finding that the migrants’

behavior does not change and that the assumption of forward-looking expectations does not qual-

itatively affect equilibrium.

Further, the original NEG model has been modified to relax some of the restrictive original

assumptions, in order to make the model closer to the real world. Many of the new assumptions

have been proposed by FKV, who, for example, have formulated the model with three symmetric

regions instead of two and have studied the effect of introducing transport costs in the agricultural

sector. This assumption affects nominal wages and the price index, based on the prices of both

sectors.3

3 In addition, FKV have investigated the case where the agricultural sector exhibits decreasing returns to scale.

This assumption is also related to the strand of core-periphery models with manufacturing goods as intermediates

and with workers’ mobility only between sectors and not between regions.
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In spite of a well developed literature, New Economic Geography has not been fully explored

from empirical standpoint. Fujita and Krugman (2004), in a paper/interview, have suggested

three possible directions for future research: 1) expand the theory, 2) sustain the theory with the

empirical analysis and 3) contribute to the policy implications. In particular, the first suggestion

of Fujita and Krugman refers to the consideration of a broader class of general equilibrium models

with imperfectly competitive markets and spatial factors, and a greater focus on labour market

structures, embodying the heterogeneity of workers, an aspect still only analysed in an aspatial

context. Recently, improvements in this direction have been made by Ottaviano et al. (2002),

who propose a monopolistic competition model using a quasi-linear utility function and quadratic

sub-utility and linear transport costs. Workers’ heterogeneity has been addressed by Tabuchi

and Thiesse (2002), Murata (2003), Mori and Turrini (2005), Amiti and Pissarides (2005). Their

analysis has concentrated on the spatial sorting of workers and the matching externalities.

Yet, the second suggestion of Fujita and Krugman has only been partially undertaken by

empirical researchers and the empirical support for the NEG framework is rather recent. Among

the others, we can mention the works of Redding and Venables (2004), Hanson (2005), Brakman

et al. (2009), and Redding (2009).

There are five main features of the NEG framework which are empirically testable:

• the home market effect;

• the relationship between market potential and factors inflows;

• the relationship between market potential and local factors price;

• the effect of the change in economic environment on the equilibrium spatial distribution of

economic activity;

• the effect of the decline in trade costs for agglomeration.

In a series of papers Davis and Weinstein (1996)Davis and Weinstein (1999)and Davis and Wein-

stein (2003) and Head and Mayer (2005) have tested the ‘home market effect’ hypothesis. They

found that a larger demand for products of a given industry in any given region causes an increase

in the regional production of that industry. The hypothesis that a large market potential increases
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factor prices is investigated by Brakman et al. (2002), who found evidence of a spatial wage struc-

ture in Europe. Their analysis also explores the role of trade costs and, in particular, how the

decline in the magnitude of these costs may have affected economic agglomeration. Commonly,

the most extensive empirical literature focuses on the relation between wage and market potential,

considering labour as the only input factor. Empirical works generally adopt the theoretical model

introduced by Helpman (1998) and first applied by Hanson (1998), referred to as the Helpman and

Hanson model, instead of the traditional framework proposed by Krugman (1991), since the latter

is unable to explain some stylized facts. Also, this model is based on the wage equation and on the

assumption that wages are higher in regions belonging to or located close to a large market. The

most relevant innovation of this model is the introduction of the housing services as non-tradable

goods. The housing sector is a perfectly competitive sector that works as a centrifugal force, since

houses are more expensive in the centre. In order to make the model suitable for empirical analysis,

two more assumptions are introduced: there is no labour mobility across regions and labour supply

comes only from the sector with increasing returns to scale. The Helpman and Hanson model was

first applied by Hanson (1998), who analysed the wage structure in the USA. This work has been

revisited in 2005 by Hanson (2005), who compares the standard model with an augmented version.

The 2005 version introduces changes in the wage equation over time, in order to remove the mean

deviation of the average wage. This version emphasizes the importance of workers’ skills in deter-

mining the differences in regional wages. Implementing the non linear least squares (NLLS) and

the GMM estimators, he finds that regional wage disparities are explained by the proximity to a

large market, and that the coefficients of the augmented model are consistent with the theory.

Only later, the analysis was extended to the European level, where, however, there are different

labour market structures and wages are, generally, the result of central bargaining and are not

the result of supply and demand forces. The delay in the application of NEG theory to European

countries is probably also the consequence of the scarce mobility of workers, as stressed by Mion

(2004) for the Italian case. The poor mobility of workers prevents the price system from clearing

labour market. This characteristic can be slightly neglected when the analysis is managed at a

more disaggregate level, such as, for example, when we consider cities or provinces, and even more

when the wage equation refers to the firm-level.

In the literature analysing testing the relation between wage and market potential for European

countries, we can mention Roos (2001), Brakman et al. (2002), De Bruyne (2002), Mion (2004),
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and Piser (2006). These papers adopt the same empirical approach, based on the Helpman and

Hanson’s model, and analyse respectively, Germany, Belgium, Italy and Spain. The common goal

of these papers is to verify the presence of a spatial wage structure and analyse the wage disparities

among regions within the same country.

As mentioned earlier, the model applied is the Helpman-Hanson’s model, where the wage of

region r depends on ... ... ..., as follows:

log(Wr) = k0 + ε−1log

(∑
s

Y ε+(1−ε)/δ
s H(1−δ)(ε−1)/δ

s W (ε−1)/δ
s T (1−ε)Drs

)
+ errr,

which implies the application of non linear estimators. Estimating this equation yields three

structural parameters : the share of income spent in manufacturing goods,δ, the elasticity of sub-

stitution, ε, and transport costs, τ , implicit in T . These papers share, beyond the model, also the

econometric techniques implemented. The list of estimators employed includes non linear least

squares and, depending of data availability, the non linear instrumental variables and the Gener-

alized Method of Moments. Results support the NEG theory and the importance of final demand

linkages, which influence the distribution of wages, enforcing the role of spatial externalities.

Europe and the USA are not the only countries analysed in the literature. In particular,

we can recall the works of Hering and Poncet (2006)for China and Kiso (2005) for Japan. In

particular, Hering and Poncet have analysed the effects of market potential on individual wages.

They have implemented a simple equation where the dependent variable is the wage and the

independent variable is market potential; further, they have controlled for gender skills and whether

the firm operates in the private or public sector. The empirical evidence supports the presence

of a relationship between wages and MP only in the case of highly skilled workers. Also, and

interestingly,only the private sector reacts to changes in MP.

Similarly to the theory, the recent empirical literature focuses on the effects of workers hetero-

geneity to explain the spatial wage structure. Empirical evidence in support this theory for Italy

is provided by Mion (2004), for France by Combes et al. (2008) and for Germany by Redding and

Sturm (2008).

A clear gap between the theoretical and empirical analyses of NEG models emerges from the

review of the literature, as these models concentrate only on the equilibrium wage equation, ne-

glecting other important aspects. Furthermore, some criticisms were raised about the validity and
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the relevance of these models by Head and Ries (2001) and Davis and Weinstein (2003).

Very recently, Fallah et al. (2010) have proposed an empirical verification of the NEG model,

focusing on the distinction between skilled and unskilled workers. This paper departs from the

standard literature that analyses the relationship between wage and market potential, since it

investigates how market access affects the wage distribution in U.S. metropolitan areas, highlighting

the importance of pecuniary externalities due to backward and forward linkages. Their interest

moves from the asymmetric effect of market access on wage inequality. They compare skilled to

unskilled wages looking at the 90th,50thand 10th percentiles of the wage distribution. Contrary to

the relation between average wage and market access, the authors find that the greater the MP,

the greater the wage gap between the wages of the most and least skilled workers and between the

wages of the medium and the least skilled workers. In their empirical model. they include in the

LHS the difference of log wages in the percentiles considered ( 90th − 10th and 50th − 10th). The

wage gap is explained by market potential, agglomeration, human capital, industry composition

and amenities. The measure of Market Potential used is the original measure proposed by Harris

(1954), since they assume that transport costs are negligible and price indices across metropolitan

areas are constant. They have shown, in agreement with the predictions that the average wage is

higher in metropolitan areas, but also that wage differentials are unequally distributed and higher

MP is associated with lower outcomes at the bottom of the wage distribution.

The NEG theory is not free from criticisms. In particular, doubts have been raised about its

degree of novelty and its ability to explain the real world better than the traditional model from

which it borrows some assumptions. This has induced Fingleton (2005)and Fingleton (2007) to

test the validity of the NEG model specification, comparing it with traditional models, such as

the neoclassical model and the urban economy model, in order to understand which specification

better fits the stylized facts about wage disparities and which models can better predict and explain

regional convergence.

Fingleton (2005) compares the neoclassical with the NEG model in their ability to explain the

globalization and income disparity.The NEG models are represented by the wage equation in which

the explanatory variables are MP and the two dummy variables that capture the education level

and workers experience. The specification of the neoclassical model is the same except that the

MP is replaced with the growth rate of technology and population and the depreciation rate.

Fingleton (2007), further, compares the urban economic model with the NEG model; the two

104



specifications differ from each other in that the former includes employment density whereas the

latter includes MP. In both these works the econometric approach used involves the application of

a bootstrap J-test. Since the two models are not nested , these two specifications are be compared

by performing an Artificial Nested Model. The bootstrap J-tests suggests, in the first case, that

only one of the two compared non-nested hypotheses should be rejected, the NEG model rejects

the neoclassical model, but the neoclassical model fails to reject the NEG model. This leads to the

conclusion that the NEG model specification is superior. Results indicate that the NEG model fits

the data as well as the neoclassical model, but it yields the advantage of introducing the assumption

of increasing returns to scale, so relevant in geographical economics and regional science. In the

other paper, instead, the bootstrapping J-test can not discharge one specification completely.

Other criticisms come from Martin (1999) and Neary (2001). Martin (1999), who is a geogra-

pher, states that NEG is, first of all, an economic model and so linked to the social and political

aspects of the economy. This could compromise the mathematical formalism claimed by the NEG

. Martin, also, states that, while geographers follow the traditional approach incorporating the

natural landscape of the countries and regions analysed, economists try to introduce a conceptual

model where the space has more economic characteristics than geographical ones. In Martin’s

critique of the NEG models, he mainly refers to the theoretical works, while he accepts the works

that include the quantitative investigation of the spatial dimension. Another critique has been

originated by Neary (2001), who stresses that NEG models are not suitable to explain the dy-

namics of industrial location, since they do not consider the possibility of strategic interactions

among firms, vertical integration or horizontal mergers. Considering the benefits of localization

only due to the market-externalities and not to the technological externalities makes NEG models

less representative of the real economy. Furthermore, he has argued that the most suitable market

structure is the oligopoly, because it allows the firms to build barriers to entry and earn positive

profits.

4.3 The Theoretical model

Although the NEG theory was firstly formalised only in Fujita et al. (1999), we can consider

Fujita (1988), Krugman (1991) and Venables (1996) as the pioneering papers of NEG. Initially, they
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have analysed different aspects of the theory; in particular, Krugman approached this theory from

the international trade point of view. He considered the effects of increasing European integration

for factor mobility and realized that his work was departing from the traditional international

trade assumptions. Indeed, while he kept the assumption of perfectly mobile factors, he assumed

the existence of transport costs, an assumption more closely related to the classical location theory

than to international trade theory. Fujita, instead, followed Von Thünen’s work. He tried to

explain the structure of modern cities through endogenous forces, internal forces that are not

generated by the competitive markets, but from market structures such as oligopoly. Firms enjoy

some advantages by locating close to households and vice versa, but agglomeration can occur

because of the price interaction mechanism and may not be driven by the externalities. Venables

has centred his studies on the investigation of forward and backward linkages between firms linked

by an input-output structure, showing that agglomeration phenomena are possible without labour

mobility. As mentioned in the introduction, some of the assumptions underlying the model are

borrowed from the international trade theory and from traditional regional and urban economics.

Traditionally, international trade theories focus on the concepts of comparative advantages and

specialization of production. These theories are based on the so-called “first nature” advantages

determined by the endowment of natural resources, the proximity to channels of communication

(such as ports and canals). The NEG theory, on the contrary, focuses the attention on the notion of

“second nature” advantages, grounding on human relations and circular causation that affects the

localization choice. Firms prefer to localize close to large markets, and these generally are created

by the clustering of economic agents (firms and households). Agglomeration produces externalities,

through the interaction of transport costs, increasing returns to scale and factors’ mobility. Despite

the criticisms of the scarce originality of the assumptions of NEG models, it has to be stressed that

the NEG theory provides a consistent framework combining centrifugal and centripetal forces,

within a general equilibrium framework with micro-foundations. These forces are generated by

the proximity of firms to other firms or workers; firms close to other firms can enjoy a higher

demand from the other firms and the availability of cheaper intermediate goods, but the proximity

can generate also a strong competition for cheap inputs and labour. The proximity of firms to

workers determines high demand from consumers and weak competition for labour. Workers take

advantages from the higher demand for labour and the availability of cheap consumer goods, but

they face a high competition for vacancies. The equilibrium is generated by the balance of these
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forces working in opposite directions, but the implementation of a general equilibrium model is

possible by sacrificing some generality of the Traditional Arrow-Debreau model and adopting the

model proposed by Dixit and Stiglitz (1977). In agreement with Dixit and Stiglitz, NEG models

assume monopolistic competition, increasing returns to scale and utility function characterized by

constant elasticity of substitution.

4.3.1 Dixit-Stiglitz Model of Monopolistic Competition

The monopolistic competition model proposed by Dixit and Stiglitz relax the assumptions of

perfect competition and constant returns to scale, fundamental in the neoclassical framework,

allowing to explain the uneven distribution of the economic activities and population.

The Dixit-Stiglitz Model within the economic geography framework is based on the following

assumptions. There exist two sectors: Agriculture (A) exhibiting constant returns to scale and

Manufacturing (M) characterized by increasing returns to scale. This model, according to the

micro-founded general equilibrium model, define the behaviour of the representative agents. It is

assumed that consumer exhibits a Cobb-Douglas utility function

U = MµA1−µ

where M is a composite consumption index of the manufacturing goods, defined through an

utility function on the manufacturing variety of goods, M . M is defined by a CES utility function:

M =

[� n

0

m(i)ρdi

]1/ρ

where ρ indicates the intensity of preference for variety in manufactured goods, in particular,

when ρ→ 1 differentiated goods are closely perfect substitutes. Instead, when ρ→ 0 , differentiated

goods are not perfect substitutes and there is a preference for greater variety. The elasticity of

substitution is related to the values assumed by the parameter ρ, σ = 1/(1 − ρ), when ρ → 1,

the elasticity of substitution assumes values greater than one and it will assume values close to

one when ρ → 0, meaning that goods are not perfect substitutes, and each location (area) will

specialize in a single type of good, this implies that varieties produced by the manufacturing
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sector are differentiated. It is further assumed that production of a particular variety requires

a fixed input cost. This implies that it is not possible for firms in a region to produce all the

varieties and that each firm will enjoy economies of scale and increasing returns to scale in the

production of that variety. Both imply monopolistic power over that variety. Assuming that the

other factors are constant, in particular, keeping constant transport costs, this result encourages

firms agglomeration.

Indicating income by Y , the price in the agriculture sector by pA and the price of manufacturing

goods by p(i), the main goal of consumers is to maximize the utility function subject to the budget

constraint:

pAA+

� n

0

m(i)p(i)di = Y

Please refer to appendix A for the mathematical solution of the maximization problem. This

can be solved in two steps; the first involves the minimisation of a cost function of manufacturing

goods, M , and allows obtaining the optimal demand for each variety of manufacturing goods,

the second step involves the maximization of the consumer utility obtaining the optimal share of

income spent respectively in agriculturing and manufacturing goods. The first step leads to obtain

the optimal demand for variety j among manufacturing goods:

m(j) =

(
p(j)

G

)1/(ρ−1)

.

Recalling that 1
1−ρ = σ, the previous can be rewritten as:

M =

(
p(j)

G

)−σ
M,

where the manufacturing price index is G =
[� n

0
[p(i)]

1−σ
di
]1/(1−σ)

. The shares of income

spent in manufacturing and agriculture sector are:

M =
µY

G
A =

(1− µ)Y

pA
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Combining the previous results, we can obtain the demand for A and M as:

- A = (1−µ)Y
pA

- m(j) = µY
(
p(j)−σ

G−(σ−1)

)
Another important assumption underlying the Dixit- Stigltz model is that each variety is pro-

duced in a different location and that all the varieties are characterized by same technology and

price, i.e. varieties are symmetric.

Let’s assume that the number of locations is R, and the total number of varieties produced in

a given location r will be indexed by nr. A further assumption is related to the transport costs.

Both sectors, Agriculture and Manufacturing, face “iceberg” transport costs (this assumption is

removed for agriculture sector in the Krugman model, where the transport of agriculture goods is

costless )

This type of transport costs are based on the idea that if a variety is transferred from location

r to location s, only a fraction 1/TArs , 1/TMrs of the initial quantity will be delivered and a portion

will “melt ” along the way.

In order to satisfy the demand, the quantity of goods shipped should be greater than the amount

requested, in order to take into account the percentage of goods melt away, TArs e TMrs represent

the quantity of good sent for a unit of good received.

The costly trade of varieties produced in a region and sold in the others has effects on the price

of these goods. For example, a variety produced in region r and sold at price pr will have a price

prs > pr when that variety is delivered to region s.

prs = prTrs

The assumption of “iceberg transport costs” together with the assumption that all the va-

rieties produced in the same region have the same price, implies that the price index G =[� n
0

[p(i)]
1−σ

di
]1/(1−σ)

can be rewritten as:

Gs =

[
R∑
r=1

nr(prTrs)
1−σdi

]1/(1−σ)

s = 1, 2, ...., R.
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The demand of region s for a good of region r is

m(j) = µYs(prTrs)
−σG(σ−1)

s .

The total sales of variety r can be obtained aggregating the amount sold in all the regions

qr = µYs(prTrs)
−σG(σ−1)

s Trs (4.1)

As well as the representative consumer, also the representative producer aims to maximize its

objective function, i.e. the profit function.

The assumptions related to the production of manufacturing goods imply that they are pro-

duced by employing the same technology in all regions. This is characterized by marginal inputs

cM e fixed costs F. Since the only input factor is labour, we indicate with lM the amount of input

required to produce the quantity qM , i.e.:

lM = F + cMqM . (4.2)

Each variety is produced in a single region and by only one firm that will specialize; the effect

is that the number of firms and varieties will be the same.

In this model, a firm produces a specific variety in a given region r bearing a cost for the input

factor, wage wMr , the production price is pMr , then the profit function will be:

πr = pMr q
M
r − wMr lM

and substituting equation (4.2), we obtain the following profit equation:

πr = pMr q
M
r − wMr (F + cMqM ) (4.3)

Each producer takes the price index Gs of manufacturing goods as given, but given monopolistic
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behavior, he can choose the price (related to the specific variety produced) that maximizes profits.

Profit maximization leads to the following mark-up pricing rule:

pMr

(
1− 1

σ

)
= cMwMr ,

or

pMr =
cMwMr
ρ

.

Given the pricing rule, the profits of firms in region r are:

πr =
cMwMr
ρ

· qMr − wMr (F + cMqM ),

or

πr = wMr

[
qMr c

M

σ − 1
− F

]
.

Equilibrium is obtained assuming the zero profit condition, due to firm entry and exit in the

long run, which implies the following equations:

q∗ = F,

wMr

[
qMr c

M

σ − 1
− F

]
= 0,

[
qMr
]

= wMr F (σ − 1)
1

wMr c
M
,

qMr = F (σ − 1)
1

cM
= q∗,
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l∗ = F +
cMF (σ − 1)

cM
= F (1 + σ − 1) = Fσ.

l∗ and q∗ are constant for each firm. The number of manufacturing firms in a given region can

be expressed as the ratio of the number of workers in the manufacturing sector in a given region

r , LMr over the equilibrium workers and/or the fixed cost times the elasticity of substitution.

nr = LMr /l
∗ = LMr /Fσ

This result suggests that the market size will not affect neither the markup or the scale

economies, but the scale effects operated through the change in variety of produced goods. This

is a consequence of the assumptions of constant elasticity of the demand function and that firms

are price takers. In particular, the latter assumption implies that firms do not have strategic be-

haviour. Otherwise, firms realize that their decisions have effects on the price index and that the

market size (power) leads to a decrease in the output produced and an increase in prices.

The zero profit condition leads to the equilibrium quantity produced by each firm q∗. This

amount has to be equal to the aggregate demand, as expressed in equation (4.1) :

q∗ = µ

R∑
s=1

Ys(p
M
r )−σ(TMrs )1−σGσ−1

s .

Rewriting the inverse demand function:

(pMr )σ =
µ

q∗

R∑
s=1

Ys(T
M
rs )1−σGσ−1

s ,

using the mark-up pricing rule:

wMr c
M = pMr

[
1− 1

σ

]
,
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wMr c
M [

σ

σ − 1
] = pMr ,

and substituting for pMr , it is possible to write the following wage equation:

wMr =

(
σ − 1

σcM

)[
µ

q∗

R∑
s=1

Ys(T
M
rs )1−σGσ−1

s

]1/σ

.

This expression represents the break-even wage for each firm in the manufacturing sector. The

higher are wages, the higher incomes (profits) of firms and the better the market access (due to

less competition).

The real wage can be obtained deflating nominal wages by the cost of living index, that is

determined by accounting for the price level in both the economic sectors present in the geographical

unit considered, that is manufacturing and agriculture, Gµr (pAr )1−µ,

ωMr = wMr G
−µ
r (pAr )−(1−µ)

The price index and the wage equation can be simplified by a normalization process. In par-

ticular FKV proceed to normalize assuming that:

cM =
σ − 1

σ
= ρ

which implies that the price rule becomes:

pMr = wMr c
M [

σ

σ − 1
],

pMr = wMr ,
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and so:

l∗ = q∗.

Some simplifying assumptions have been introduced, such that fixed inputs satisfy the relation:

F =
µ

σ
,

and that the number of firms belongs to a numerical range in the real interval [0, n], and that

number of firms, for each location, is related to the size of labour force, and given by the ratio

between manufacturing workers and elasticity of substitution:

nr = LMr /µ

The output for each firm will be

q∗ = l∗ = µ.

Using the previous assumption, price and wage equations may be, respectively, rewritten as:

Gr =

[
R∑
s=1

nr(p
M
r T

M
rs )1−σ

]1/(1−σ)

=

[
1

µ

R∑
s=1

LMs (pMr T
M
rs )1−σ

]1/(1−σ)

wMr =

(
σ − 1

σcM

)[
µ

q∗

R∑
s=1

Ys(T
M
rs )1−σGσ−1

s

]1/σ

wMr =

[
R∑
s=1

Ys(T
M
rs )1−σGσ−1

s

]1/σ

(4.4)
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Under the Core-Periphery model, the equilibrium conditions are affected by migration phenom-

ena and so by the change of manufacturing workers share. It is worth to remember these effects

that are respectively: Price Index Effect and Home Market Effect , the former is related to the

effect that change in labour (workers) inputs can cause on price index, the latter, instead, measures

the effects of change in workers on wage. The mathematical investigation of these effects, as re-

ported in Appendix B2, leads us to conclude that change in the employment in the manufacturing

sector dL
L has a negative “price index effect”. This result is obtained assuming that labour supply

is perfectly elastic, implying that dw = 0 and remembering that σ > 1 and 1 − σ < 0 e T > 1.

Further, regions with a larger manufacturing sector have a lower price index because a smaller

share of consumption will require transport costs.

In order to investigate the “Home market effect” we need to decompose the change in demand

as the change in price index, wage and workers. Home market effect allows to investigate how

firms localization and the change in workers can be affected by the relative demand. This relation

can be expressed as follow:

[ σ
Z

+ Z(1− σ)
] dw
w

+ Z
dL

L
=
dY

Y

where Z = 1−T 1−σ

1+T 1−σ represents a transport cost index, its range of values varies between 0,

when trading is costless, and 1, when trading is not workable. As already done early, we assume

perfectly elastic labour supply and so dw = 0, this assumption reduces the “home market effect”

to a relation between change in demand and change in manufacturing workers, an increase of 1%

of the manufacturing demand dY/Y causes an increase equal to 1/Z (>1) of the employment in

the manufacturing sector. This relation suggests that the locations with a greater home market,

they will have a larger manufacturing sector and (due the the assumption dw = 0) the increase in

the demand will be traduced in an increase in export.

Relaxing the assumption of perfectly elastic labour supply , dw = 0 and assuming that the

labour supply is a positively sloped curve some advantages of the home market will reflect on

wages instead of export.

An increase in employment L causes a decrease in the price index, the location with a larger

manufacturing demand will bid higher real wage, since price index will relatively lower.
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Turning the Price Index Effect, we assume that there exist two symmetric regions (region 1

and region 2), remembering, further, that normalization process lead to the equality between price

and marginal cost. The price index of each region can be written as:

G
(1−σ)
1 =

1

µ

[
L1w

1−σ
1 + L2 (w2T )

1−σ
]

G
(1−σ)
2 =

1

µ

[
L1(w1T )1−σ + L2w

1−σ
2

]

and the wage equations become:

wσ1 = Y1G
σ−1
1 + Y2G

σ−1
2 T 1−σ

wσ2 = Y1G
σ−1
1 T 1−σ + Y2G

σ−1
2

The relation between price index and wage can be investigated through a linearisation around

the symmetric equilibrium. We need to analyse these equations separately, but symmetry allows

us to consider only one region. We start from the index price in the region 1 (which is the same of

region 2):

G
(1−σ)
1 =

1

µ

[
L1w

1−σ
1 + L2 (w2T )

1−σ
]

totally differentiating the previous equation:

(1−σ)G−σ1 dG1 =
1

µ

[
L1(1− σ)w−σ1 dw1 + L2T

1−σ(1− σ)w−σ2 dw2

]
+

1

µ

[
w1−σ

1 dL1 + (w2T )
1−σ

dL2

]
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and keeping in mind that the symmetric equilibrium implies that each change of a variable

in the region 1 coincide with an opposite change in the same variable in region 2, of the same

magnitude, dw1 = −dw2 and dL1 = −dL2

(1− σ)G−σ1 dG1 =
L

µ

[
(1− σ)w−σ1 dw1 − T 1−σ(1− σ)w−σ2 dw1

]
+

1

µ

[
w1−σ

1 dL1 − (w2T )
1−σ

dL1

]

substituting the symmetric equilibrium conditions: w1 = w2 = w, G1 = G2 = G, and L1 = L2,

we obtain:

(1− σ)G−σdG =
L

µ

[
(1− σ)w−σdw − T 1−σ(1− σ)w−σdw

]
+

1

µ

[
w1−σdL− w1−σT 1−σdL

]

(1− σ)G−σdG =
L

µ
(1− σ)w1−σ dw

w

[
1− T 1−σ]+

1

µ
w1−σ [1− T 1−σ] dL

(1− σ)
dG

G
=
L

µ

w1−σ

G1−σ

[
1− T 1−σ]((1− σ)

dw

w
+
dL

L

)

(1− σ)
dG

G
=
L

µ

(
G

w

)σ−1 [
1− T 1−σ]((1− σ)

dw

w
+
dL

L

)
(4.5)

dG

G
=

1

(1− σ)

L

µ

(
G

w

)σ−1 [
1− T 1−σ]((1− σ)

dw

w
+
dL

L

)

The same procedure has been followed for the nominal wage of region 1:

wσ1 = Y1G
σ−1
1 + Y2G

σ−1
2 T 1−σ
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totally differentiating:

σwσ−1
1 dw1 = (σ − 1)Y1G

σ−1
1 G−1

1 dG1 +Gσ−1
1 dY1 + (σ − 1)Y2G

σ−1
2 G−1

2 T 1−σdG2 +Gσ−1
2 T 1−σdY2

and recalling that dY = dY1 = −dY2 e dG = dG1 = −dG2

σwσ−1
1 dw1 = (σ − 1)Y1G

σ−1
1 G−1

1 dG1 +Gσ−1
1 dY1 − (σ − 1)Y2G

σ−1
2 G−1

2 T 1−σdG1 −Gσ−1
2 T 1−σdY1

further, the symmetric equilibrium, allows to rewrite a simpler form of the previous equation

because of w1 = w2 = w , G1 = G2 = G andY1 = Y2 = Y

σwσ−1dw = (σ − 1)Y Gσ−1G−1dG+Gσ−1dY − (σ − 1)Y Gσ−1G−1T 1−σdG−Gσ−1T 1−σdY

σwσ−1dw = (σ − 1)Y Gσ−1G−1dG
[
1− T 1−σ]+Gσ−1dY

[
1− T 1−σ]

σwσ−1dw = Y Gσ−1
[
1− T 1−σ] [(σ − 1)

dG

G
+
dY

Y

]

σdw = Y · G
σ−1

wσ−1

[
1− T 1−σ] [(σ − 1)

dG

G
+
dY

Y

]

σ
dw

w
=
Y

w

(
G

w

)σ−1 [
1− T 1−σ] [dY

Y
+ (σ − 1)

dG

G

]
(4.6)
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dw

w
=

1

σ

Y

w

(
G

w

)σ−1 [
1− T 1−σ] [dY

Y
+ (σ − 1)

dG

G

]

Consider now, the behaviour of the real wage in the case of autarky, when Z = 1, associated

to high trade costs that yield trade impossible to realize and assuming the expenditure is constant

(dY = 0). The effects that changes in workers can cause on real wage is twofold, we can observe

these effects by totally differentiating real wage equation, given by the combination of the nominal

wage (4.6)and price index (4.5):

dω

ω
=
dw

w
− µdG

G

dω

ω
= (1− µ)

dY

Y
+

[
µ− ρ
ρ

]
dL

L

Firstly, the increase in the number of workers causes a decrease in average real wage, this effect

is due to the assumption of constant expenditure that can be interpreted as constant total wage

(that represents a cost for firms). Secondly, the greater is the number of workers the larger will be

the varieties of manufacturing goods implying a lower price’s index that will lead to increase real

wages.

If the second effect (increase of real wage due to an increase in the number of workers) prevail

on the first effect (an increase of the number of workers lead to a decrease in the individual wage),

the net effect is an increase in the real wages.

In order to avoid that economy collapse in a single point, the black hole location, caused by

the positive causation arising by the increase in real wage that appeal workers in the location with

high real wage, determining agglomeration, we need to assume that the “no-black holes” holds,

that is there exist a negative relation among workers and real wage, given by:

σ − 1

σ
= ρ > µ,
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so (µ− ρ) is negative and a positive change in L will imply a negative change in real wage.

4.3.2 Core - Periphery

The New Economic Geography framework arises from developments of traditional model of

Regional and Urban Economics but in a framework of General Equilibrium Model. The General

Equilibrium Model determined by the Dixit-Stiglitz model as outlined in the previous section.

Now, we proceed to outline the Regional Economics Framework borrowed by the New Economic

Geography framework, that is the Core-Periphery model.

The main assumptions that underlying this model are:

• there are two regions;

• the economy is constituted by two sectors: Manufacturing (M), characterized by monopolistic

competition and Agriculture (A) characterized by perfect competition;

• every sector employs only one input factor, labour, factor supply is defined a priori and is

fixed;

• there exist LA farmers and each region disposes of a fixed portion of the total farmer in the

economy φr;

• manufacturing labour force is characterized by a high mobility and the share of workers in a

given region is indicated by λr;

• the total number of workers is normalized to one , such that LA = 1− µ e LM = µ

• manufacturing goods are traded bearing “iceberg transport cost” , that implies that when

one units of a good produced in region r and sent to region s, only the quantity 1/Trswill be

delivered.

• trade of agriculture goods is costless, the technology employed exhibits constant return to

scale, this implies that wage is equal to the marginal product and that is equal for each

farmer

• agriculture wage is assumed as works and it is equal to one ,wAr = 1
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• manufacturing wage may be expressed as nominal or real wage respectively indicated as wMr e

ωMr .

• manufacturing workers mobility is determined by the real wage, workers will move toward

regions with higher real wage.

• migration dynamic is the following λ̇ = γ(ωr − ω̄)λr.

• the size of the manufacturing sector across regions evolves at any time due to the migration.

In order to determine equilibrium solution it is assumed that there exist two regions, for each one

four equations represented by:

• regions’ income;

• price’s index of manufacturing good;

• nominal wage rate;

• real wage.

Income equation is determined taking into consideration the assumptions that only manufacturing

sector transport costs are positive and agriculture workers receive a wage equal to one. We have

further assumed that LA = 1−µ and LM = µ. Symmetric assumption related to the region allows

to write the income equation for a generic region r as:

Yr = µλrw
M
r + (1− µ)φrw

A
r = µλrw

M
r + (1− µ)φr

where wAr = 1

The assumption that manufacturing workers in the location s is LMs = µλs, leads to rewrite

the price index equation 4 as:

4 Gr =
[∑R

s=1 nr(p
M
r T

M
rs )1−σ

]1/(1−σ)
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Gr =

[
R∑
s=1

λs(wsTrs)
1−σ

]1/(1−σ)

the price index of region r is lower the higher is the number of varieties in the region. The

wage rate that breaks-even the manufacturing sector in region r is

wr =

[
R∑
s=1

Ys(Trs)
1−σGσ−1

s

]1/σ

Assuming that the price index across regions is the same, nominal wage will be higher the higher

is regional income, and the lower the transport costs from region r. Regions will pay higher wage

the higher is the market access. Equilibrium solution is affected by consumers/workers behaviour

driven by the their purchasing power, and so by the real wage:

ωr = wrG
−µ
r

Equilibrium is obtained solving simultaneous equations related to income, price index , nominal

and real wage.

This model is not analytically solvable without imposing specific assumptions, such as, limit-

ing the economy to two regions and that industry exhibiting constant returns to scale is evenly

distributed between regions; indeed three scenario are possible for the manufacturing sector: even

the M sector is evenly distributed between regions, M sector is concentrated in the region 1 and

A sector is localized in region 2, the latter two scenario coincide with core-periphery model, where

manufacturing is localized in the core and agriculture in the periphery.

In order to show equilibrium solutions is often used numerical and simplified example, in partic-

ular following Fujita et al. (1999)we set the simultaneous equations of a simplified Core-Periphery

model, assuming that there are two regions and two economic sectors, manufacturing and agricul-

ture. Agriculture is evenly distributed between the two regions, so that the share of agriculture

workers is 1/2. Further we indicate by λ the share of workers in the manufacturing sector in region

1 and (1 − λ) the share of workers in region 2. Equilibrium is obtained solving the simultaneous
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Figure 4.1: The impact of transport costs

Brakman, Garretsen and van Marrewijk (2009)

equations of income, price index, wage rate and real wage, related to the two regions.5

This model can be solved through simulations, assigning values to parameters. Simulation

results are usually shown graphically to ease their interpretation. One of the most interesting

graphs shows the relation between relative real wages and λ, share of manufacturing workers in

region 1, we know that migration of manufacturing workers and so the change in the share of these

workers in a region affect the real wage and so the equilibrium.

We report graphs from Brakman et al. (2009). The first one gives us an overall picture for

possible values of T ( T = 2.1, 1.75, 1.5)

If T = 2.1, the difference in real wages (ω1 − ω2) is positive when λ < 0.5 and negative when

values are greater. The only possible equilibrium is represented by λ = 0.5 and the difference in

5 Y1 = µλw1 + (1 − µ) 1
2

Y2 = µ(1 − λ)w2 + (1 − µ) 1
2

G1 =
[
λw1−σ

1 + (1 − λ)(w2T )1−σ
]1/(1−σ)

G2 =
[
λ(w1T )1−σ + (1 − λ)w1−σ

2

]1/(1−σ)
w1 =

[
Y1G

σ−1
1 + Y2G

σ−1
2 T 1−σ

]1/σ
w2 =

[
Y1(G1T )1−σ + Y2G

σ−1
2

]1/σ
ω1 = w1G

−µ
1

ω2 = w2G
−µ
2
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Figure 4.2: The relative real wage in region 1

Brakman, Garretsen and van Marrewijk (2009)

wages is equal to zero, that is, wages are equal on both regions, i.e. there is a long run equilibrium.

For T = 1.5, the relationship is positive, i.e. the greater the share of manufacturing sector in

a region, the more appealing the region. The symmetric share of manufacturing sectors between

two regions λ = 0.5 is, also in this case, a possible, but unstable, equilibrium . Indeed, if a region

is characterized by a larger manufacturing sector, the sector should become larger and larger until

the sector is concentrated in only one region, leading to a pattern of economic activities of the

core-periphery type.

Finally, the case of T = 1.75, represented by an intermediate level of transport costs, leads to

a more complicated situation, because more than one equilibrium is possible. This case is shown

in figure 4.2.

The symmetric equilibrium is again a possible and locally stable equilibrium, together with

two unstable equilibria. In order to determine the equilibrium, it is important to know the initial

condition of λ. Indeed, a relatively high or small initial level could yield different equilibrium,

respectively symmetric and/ or core-periphery pattern.

Once the equilibria are identified, the next step consists in verifying their stability and sustain-

ability, characteristics that allow to distinguish between short run and long run equilibrium. The

latter is achieved when real wages are the same across regions, so that workers have no incentive

to migrate.

In order to investigate the features the of equilibrium points we need to compare real wages in
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the two regions. If ω1 ≥ ω2, workers in region 1 may have an incentive to migrate towards region

2.

Further, this relationship will have a different shape depending on the level of transport costs,

affecting the the equilibrium points.

It could be useful to this goal proceeding with a numerical example such as in Fujita et al.

(1999), it is assumed that nominal wage is equal to one, w1 = 1, this assumption implies that both

sectors pay the same wage rate, but the manufacturing sector produce a larger variety of goods,

causing that price index will be lower in the region where the manufacturing sector is localized,

and real wage will be greater, further the regional income will be higher than region 2.

Numerically, forλ = 1 and w1 = 1, the model equations are the following:

Y1 = µλw1 + (1− µ) 1
2 = µ+ (1− µ) 1

2 = 2µ+1−µ
2 = µ+1

2

Y2 = µ(1− λ)w2 + (1− µ) 1
2 = (1− µ) 1

2

G1 =
[
λw1−σ

1 + (1− λ)(w2T )1−σ]1/(1−σ)
= 1

G2 =
[
λ(w1T )1−σ + (1− λ)w1−σ

2

]1/(1−σ)
= (T 1−σ)1/(1−σ) = T

w1 =
[
Y1G

σ−1
1 + Y2G

σ−1
2 T 1−σ]1/σ.

Since w1 = 1 by assumption and we obtain G1 = 1, we can conclude that nominal and real

wages coincide, so real wage ω1 = 1. Further, we need to determine the nominal and real wage of

region 2, as the weighted average of income of both regions, where weights are represented by the

transport costs. The nominal and real wage of region 2, respectively, are the following:

w2 =
[
Y1(G1T )1−σ + Y2G

σ−1
2

]1/σ
=

[
µ+ 1

2
T 1−σ + (1− µ)

1

2
Tσ−1

]1/σ

ω2 = T−µ
[
µ+ 1

2
T 1−σ + (1− µ)

1

2
Tσ−1

]1/σ

If T = 1, so that there are no transport costs, the real wage of region 2 is equal to zero,ω2 = 1.

Differentiating the real wage with respect to T and evaluating the derivative at point T = 1 and

ω2 = 1, we obtain:

dω2

dT
=
µ(1− 2σ)

σ
< 0 (4.7)
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since σ > 16

This result shows that for low transport costs, agglomeration equilibrium is sustainable because

the real wage of region 1 is greater then region 2, ω2 < 1 = ω1.

Instead, for high transport costs (T high), we need to observe the behaviour of the two terms,

which determine the real wage of region 2: µ+1
2 T 1−σ−µσ and (1−µ)

2 Tσ−1−µσ to define an equilibrium

as stable and sustainable. Two scenarios are possible:

1. σ − 1− µσ < 0 is very small, so that Tσ−1−µσ is very small and the real wage goes to zero;

2. σ − 1 − µσ > 0 or σ−1
σ < µ, so that agglomeration forces are stronger than the spreading

ones, so the core-periphery will be an equilibrium.

Fujita et al. (1999) have shown that the symmetric equilibrium is a stable ones for high values of

transport costs, but it is unstable when T is low, this is very intuitive, since, high transport costs

make trade more expensive and producer may prefer to produce where goods will be sell, instead,

low transport costs, will stimulate trade between regions, and so agglomeration forces may lead to

more benefits.

They have determined the break-even point that coincides with the curve of difference in real

wage (ω1 − ω2) that is horizontal to the symmetric equilibrium. In order to determine the break-

even point they proceed by totally differentiate the equilibrium system with respect to λ and find:

d(ω1−ω2)
dλ .

6 To obtain equation (4.7) these are the steps performed:

ω2 = T−µ
[
µ+1
2
T 1−σ + (1 − µ) 1

2
Tσ−1

]1/σ
dω2
dT

= −µT−µ−1
[
µ+1
2
T 1−σ + (1 − µ) 1

2
Tσ−1

]1/σ
+

+ 1
σ
T−µ

[
µ+1
2
T 1−σ + (1 − µ) 1

2
Tσ−1

](1/σ)−1 [
(1 − σ)µ+1

2
T−σ + (σ − 1) (1 − µ) 1

2
Tσ−2

]
= 0

Evaluating at the point T = 1 and ω2 = 1 , obtaining:
dω2
dT

= −µ + 1
σ

[
(1 − σ)µ+1

2
+ (σ − 1) (1 − µ) 1

2

]
= −µ + 1

σ

[
(1−σ)(µ+1)+(σ−1)(1−µ)

2

]
=[

(1−σ)(µ+1)+(σ−1)(1−µ)−2σµ
2σ

]
=[

1−σµ−σ+µ+σ−1+µ−σµ−2σµ
2σ

]
=
[
2µ−4σµ

2σ

]
=
[
µ(1−2σ)

σ

]
dω2

dT
=

[
µ(1 − 2σ)

σ

]
< 0
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In order to differentiate real wage, ω, with respect to λ , it is necessary to proceed by totally

differentiate wage rate, price index and income.

The total differential will be computed around the symmetric equilibrium, so the endogenous

variables assume the following values:

where w1 = w2 = 1 ; λ = 1/2; Y1 = Y2 = 1/2; G1−σ
1 = G1−σ

2 =
[

1+T 1−σ

2

]
.7

The mathematical steps performed in order to obtain the relation between the real wage and the

share of manufacturing workers are reported in detail in the appendix B3. The relation obtained

is the following:

dω

dλ
= 2ZG−µ

(
1− ρ
ρ

)[
µ(1 + ρ)− Z(µ2 + ρ)

1− µZ(1− ρ)− ρZ2

]

Recalling the no black hole condition which claims a negative relationship between real wage

and the number of manufacturing workers, as consequence the symmetric equilibrium is stable if

dω
dλ is negative.

Since denominator is positive, the sign of the dω
dλ depends on the numerator. When Z goes to

zero, the numerator is positive and so the symmetric equilibrium is unstable, when Z is close to

one, two are the possible scenario

• ρ < µ , implying a positive numerator,

• ρ > µ , implying negative numerator.

The symmetric equilibrium is a stable ones, and so the “no-black-hole” condition is satisfied, when

ρ > µ and for sufficiently high transport costs.

When T = 1, that is, in the case of zero transport costs, inputs reallocation (labour) has

no effects on the real wage , zero transport costs implies that regions are not distinguishable,

intermediate values of T labour mobility causes an increase in the real wage of the region where

7 Y1 = µλw1 + (1 − µ) 1
2

= 1
2
µ+ (1 − µ) 1

2
= 1

2

Y2 = µ(1 − λ)w2 + (1 − µ) 1
2

= µ(1 − 1
2

) + (1 − µ) 1
2

= 1
2

G1 =
[
λw1−σ

1 + (1 − λ)(w2T )1−σ
]1/(1−σ)

=
[
1
2

+ 1
2

(T )1−σ
]1/(1−σ)

=
[
1+T1−σ

2

]1/(1−σ)
G2 =

[
λ(w1T )1−σ + (1 − λ)w1−σ

2

]1/(1−σ)
=
[
1
2

(T )1−σ + 1
2

]1/(1−σ)
=
[
1+T1−σ

2

]1/(1−σ)
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labour move to, implying that dω
dλ > 0 and unstable symmetric equilibrium. Finally, high transport

costs, with T →∞(that represents a condition of autarky ), an increase on the number of workers

in manufacturing sector decreases the real wage, indeed an increase in workers causes a increase

in the supply of manufacturing varieties that now cannot be exported .

4.4 Empirical model

The empirical investigation of New Economic Geography model has a shorter tradition with

respect the theoretical ones. Although researchers have analysed different aspects of the model,

the equation that has received more attention is the wage equation, which represents the clearing

condition of the labour market.

Wage equation relates average wage with market potential, Market potential or market access

is a measure that allow to quantify the accessibility of a market; it is an index of the concentration

of possible contracts within a market. It indicates the potential demand faced by firms located in

a given region.

This concept has not been introduced by NEG theory, but it was proposed by Harries (1954).

The empirical verification of NEG theory focuses on the MP; this implies that the transport costs

and the measurement of the distance between regions become very important to calculate this

variable. Later, in literature has been developed other definitions of MP, many empirical works

have adopted the definition proposed by Helpman (1998). This alternative considers the land rent

for urban housing as the centrifugal force, and differs from the previous definition which centers

on local income. Another definition of MP is the definition adopted by FKV, that weights the

transport costs by elasticity of substitution, this is the concept of MP that we use in our empirical

verification.

We perform our analysis following the traditional NEG model as proposed by Fujita, Krugman

and Venables (1999) that obtain the following wage equation:

Wi =

[∑
r

Yr(G
M )σ−1(T̄ir)

1−σ

]1/σ

(4.8)

where the RHS represents the market potential, σ denotes the elasticity of substitution, Yr
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indicates the regional income (regional expenditure), determined as weighted sum of manufacturing

and agriculture wages in a given region; (GM )σ−1 indicates manufacturing price index and (Tir)
1−σ

are transport costs. In particular the variable Income is defined as follow:

Yr = µλrw
M
r + (1− µ)φrw

A
r (4.9)

where φr is the share of workers in the competitive sector (agriculture) in the region and µ and

(1− µ) are respectively the share of Manufacturing and Agriculture workers normalizing the total

number of worker to 1. Transport costs take the form of iceberg cost, in a variant of Samuelson

(1952), proposed by Krugman (1995), and called “the delivered price of the good”:

Tij = eτ ·ln(Dij)

The basic assumption that underlying iceberg transport costs is that a certain quantity of goods

is consumed during the shipment, while the remaining quantity is delivered. NEG models have

adopted the Krugman’s version of iceberg transport costs because the original version, and the

concavity assumption, could imply unstable results. Krugman’s version departs from the original

version in three ways:

• The transport cost function is convex with respect to the distance;

• Transport cost is directly proportional to the original price of the good

• Transport rate per ton-kilometer is independent of the quantity shipped.

Although the convexity assumption allows overcoming the issue of unstable results, it is not sup-

ported by the empirical evidence that, instead, suggests a concave transport function. More pre-

cisely, Krugman has referred to the more general concept of trade costs, instead of the transport

costs and it is worth noting that convexity is induced by the set of distance-transaction costs (like

information costs, institutional barriers, cultural and linguistic differences), which are embodied

in Krugman’s iceberg costs.
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4.5 Empirical application

4.5.1 Methodology

The empirical analysis concerns the estimation of the basic relation between wage and market

potential. The equation to be estimated is the log of wage equation (4.10)

Wi =

[∑
r

Yr(G
M )σ−1(T̄ir)

1−σ

]1/σ

(4.10)

According to Fujita et al. (1999), the empirical literature has analysed the wage equation at

regional level, at regional or more recently at province level. We aim to investigate this relation at

micro level, in particular analysing the relationship between wage at firm level and MP at provincial

level, departing from the common approach that investigate the relation between regional wage

and regional MP.

We proceed to test our micro level model and then to substituting firms’ wage with province

wage, in other to compare results.

The choice of investing the effect of MP on firm level wage, allows to overcome the endogeneity

problem faced by the traditional literature since wage enters in the computation of market potential,

which at the same time constitutes the dependent variables, causing simultaneity.

According to Roos (2001), the endogeneity effect can be reduced through aggregating inde-

pendent variables. If the dependent variable is measured at a finer geographic level than the

independent variables, there are fewer states in which a shock to a lower level region seriously

affects the aggregate of regions. We have dealt with a model that seems to reflect the suggestion

of Roos, indeed we have used firm level data for the dependent variable, and we have combined

the income and transport costs at province level to construct the independent variables.

The New Economic Geography wage equation can be rearranged to our model, with to level of

data aggregation as follow:

Wi = f(MP 1/σ
pi ) = f

[∑
p

YpG
σ−1
p (T̄pip,)

1−σ

] 1
σ

 , p = 1, . . . , pi . . . , P (4.11)
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where i indicated firms and p indicates province and pi denotes the province where firm i is

localized. The lack of data availability about price index at micro level led to assume that price

index is the same across regions of a certain country, this assumption implies that the equation to

be estimated is:

ln(Wi) =
1

σ
ln

[∑
p

Yp(T̄pip,)
1−σ

]
, p = 1, . . . , pi . . . , P (4.12)

ln(Wi) =
1

σ
ln

[∑
p

Ype
τ(1−σ)dpi,p

]
, p = 1, . . . , pi . . . , P (4.13)

As we can observe the relationship between wage and MP is not linear, since parameters are

at the exponent. The consequence is that the OLS estimator is not suitable for this model and

we need to recur to non linear estimation. In particular, the literature suggests implementing the

Non Linear Least Squares estimator.

Furthermore, since we proceed to estimating the NEG relation at the firm and province levels,

in latter case we may incur in endogeneity issue, since wage, that represents our dependent variable,

enters in the Market Potential formula, thus MP is a function of regional wage and, at the same

time, wage rate depends on MP. The double directions of causality implies that MP could not

respect the orthogonality condition, requests to obtain unbiased estimation when OLS is performed

To address this issue, the econometric literature suggests to use instrumental variables. The

choice of instrumental variables is rather challenging and some difficulties can arise from the avail-

ability of the data and the technical characteristics that they must satisfy. An instrumental variable

must have the following properties:

• it must be correlated with the instrumented variable;

• it must be not correlated to the disturbance terms.

Empirical NEG literature uses two main instruments, such as the level of education and working

experience. The absence of this information at the firm level prevents us to make use of the
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traditional instruments for the wage equation. Furthermore, the dataset in use, created from

balance sheet data, does not include any additional information that can be used to differentiate

workers. An alternative approach, which allows to take into account the endogeneity effect without

searching for out of sample data is to adopt group the instrumental variables approach 8 (see

Fingleton (2006)).

This method involves the creation of a rank variable, where the rank refers to the income

groups. In particular, sorting income in increasing order, and deciding the number of groups, each

group represents a rank. For example, the highest income will be allocated in the highest rank. In

particular, we decide to define 6 groups, so the instrumental variable assumes values from one to

six, for the smallest and the highest income level, respectively.

Then, after constructing the instrumental variable, in order to continue using our STATA

routine for Non Linear Least squares, we have proceeded to regress provincial incomes on the

group instrumental variable and the relative fitted values have been introduced in place of provincial

income in the wage model.

4.5.2 Data Description.

The source of the data employed is the Italian section of Bureau van Dijk dataset. This dataset

includes balance sheet information for about 90% of Italian companies. From this dataset it has

been drawn a sample of small and medium firms, selected through the definition of this type of

firm9, based on:

• total assets, which has to be less or equal to 43 Million;

• total revenues, which have to be less or equal to50Million;

• number of workers, which must not exceed 250 workers.

Other characteristics that we have considered are related to the economic sector, in particular, fol-

lowing Krugman model, we analyse manufacturing and agriculture firms, that respectively exhibit

increasing and constant return to scale.

8For greater details, see Peter Kennedy, Introduction to Econometrics
9Definition issued by European Commision with the official recommendation 2003/361/CE
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We focus our analysis on small and medium firms, considered the most representative of eco-

nomic activity in Italy.

The dataset includes firms data referred to the period from 2000 to 2005, so that we deal with

a panel dataset.

The data used for the analysis concerns:

• “wages and salaries” from the Profit and Loss Statement;

• The total number of employees from the exposure draft.

The entry “wages and salaries” summarizes the cost that firms bear for the labour input. The

average wage of the firm has been obtained dividing the total costs of workers by their number.

The other information drawn from AIDA is related to the economic sector of firms operation, as

defined by the Italian Statistical Institute (ISTAT) in 2002, and their localization, i.e. the region,

province. The province is the geographical unit under study here.

In reference to the distance matrix, geographical coordinates (latitude and longitude) , as well

as province surface, are freely available. Distance was defined by using the Great Circle Distance

Formula that allows computing the distance between two points characterized by different latitude

and longitude.

The distance of a point with itself is clearly zero, but we have dealt with localities, characterized

by a surface, so it cannot be assumed that there is a null distance between two points in the same

province, but firms and/or consumers face transportation costs even within a province,

In the literature it is usually applied the Internal Distance formula in order to determine the

main diagonal of the distance matrix. The formula is the following:

Dii =
2

3

√
areai
π

As mentioned before, the empirical model is based on two main variables, nominal wage and

market potential (MP). Whilst the former is obtained from the balance sheet, the latter is a

composite variable and it is constructed by using information about distances and province income.
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Distance matrix will assume the dimension of the number of observations, we analyse N = 5241

firms over T = 6 years, so matrix assumes following dimensions: DN when firms are analysed cross

sectionally, and DN ⊗ IT .

Market potential is defined for each province and firms localized in the same province take the

same value of market potential.

Income has been defined for each province by equation (4.9). In order to compute the share

of workers in each sector: and, population of each province as a proxy of the total number of

employed for each geographical unit. It has been further determined the global share of worker

in each sector, and calculated by normalizing to 1 the total number of workers, and dividing the

number of workers in each sector by the total number of workers in province. Price index has

been overlooked in the computation of the variable MP, since we do not have this information

at province level. We try to overcome the problem by assuming that price index is equal across

provinces.

4.5.3 Results

In this paragraph we report results obtained by performing Non Linear Least Squares Estimator

respectively at firm level and at province level.

The model’s structure is the same for each estimation, and the spatial aspects are taken into

account indirectly by the computation of the market potential determined through income and

transport costs, which is computed starting from distance matrix. and permits to consider not

only the physical distance but even the economic distance. Two are the parameters obtained from

estimation results, the elasticity of substitution, σ that as suggested by theory is greater than 1,

and exponent related to the transport costs, that we call beta and that is composed as : τ · (1−σ)

so we can indirectly obtain the parameter associated to transport costs.

Parameters found respect sign expected while they diverge in magnitude, we found a rather

smaller value of elasticity of substitution, but a value that it seem stable over time and specification,

instead we deal with a rather small transport cost coefficient in firm level specification and a rather

high value at province level.

Table 4.1 illustrates results obtained by performing respectively on pooled panel, between
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estimator, pooled panel with time fixed effect and finally results referred to each year in the dataset.

Results suggest that there exists a positive and statistically significant relationship between firms’

wage and provincial Market Potential.

Our results presents some differences, specially in the magnitude of coefficients, with respect

results we are used to see in similar works. Indeed, we can observe that our results present a smaller

values of elasticity of substitution, (generally σ assumes values close to 5 , even greater). The

greater is the values of elasticity of substitution the lower is the monopolistic power of firms. We

observe the opposite, the elasticity is rather low indicating high monopolistic power. The positive

relation between wage rate and MP gives empirical evidence of the presence of a geographical

pattern of wages. In particular we find that the higher is the market access of the province where

firm is localized, the higher are firms wages.

Comparing results obtained adopted our approach with results obtained at provincial level

we can observe that without take into account endogeneity, running NLS returns higher values of

both parameters, a higher elasticity and transport cost, instead introducing instrumental variables,

elasticity of substitution becomes smaller than the firm level results, while transport cost parameter

assume greater with respect firm level results and smaller values is compared with the provincial

level results without instruments.

The statistical significance and the positive sign of MP suggest that it affects positively the

wage level. This variable gives us information about the presence of a spatial structure of the wage,

confirming the NEG theory.

Summarising, we have found evidence that wages are highly affected by MP. This result supports

the NEG theory, and the idea that wages are affected by the potential demand of the local area

where firms are localized, furthermore these results suggest that market intensity affects price of

input factor. The magnitude of elasticity of substitution found does not appear consistent with

previous empirical literature. The relatively low value of the elasticity indicates that consumers

attach much value to goods’ variety and that in equilibrium the number of large firms tends to be

high.

The rather small magnitude of substitution elasticity implies a relevant relation between MP

and wages, since this relation is quantified by the inverse of σ parameters, reinforcing the evidence

of wage spatial pattern, that can be inferred graphically observing that northern provinces are

characterized by a more intensive MP.
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Figure 4.3: Italian Market Potential

4.6 Conclusion

Starting from the contribution of Fujita, Krugman and Venables (1999), more and more re-

searchers have addressed their interest in economic geography, motivated by the introduction of

general equilibrium model for explaining economic concentration/localisation and by the assump-

tions of increasing returns to scale and more realistic market structures, such as monopoly and

oligopoly. This branch of economics is called New Economic Geography.

NEG theory employs the variable market potential to measure the effect of firms concentration;

this variable was firstly defined by Harries (1954) as the demand for goods produced in a location,

determined as the sum of purchasing power in other locations, weighted by transport costs. Most

of the empirical analysis has focused on the impact that the variable MP has on the inputs’ price,

in particular on the cost of the input labour, verifying the relationship between wage and MP.

In line with the empirical literature, in this thesis, we have examined the presence of a spatial

structure of wages in Italy and whether market potential is able to explain the wages disparities in

Italy. The investigation has involved data related to 5241 Italian firms, belonging to two sectors:

manufacturing and agriculture. Firms are localized in 99 provinces.

The study engages firm level data for the dependent variable, the wage, and province level

data for independent variable, the market potential. The methodology adopted aims to capture

the spatial effects, through transport costs, included in the variable MP. Results obtained suggest

that there exists a positive relation between wages and market potential and also show that the

geographical localization matter, and that there exists a wages disparity in Italy.
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The larger is Market potential, the larger the demand for production factors determining a

raise in their compensations rate; likely, this force will work together with an increase in the

factors inflows, given that input factors are attracted by the market where rewards are relatively

higher. Applying this concept to the labour factor, workers move towards regions where the wages

are higher and where there are more varieties of goods, determining an increase in price, due to

the increased demand, that lead to equalize the real wage.

Although the Italian labour market is rigid, our results show a strong relationship 10 between

wage and Market Potential. This result could be driven by our sample since we are considering

only capital companies, that are more prone to flexible markets. However, even if we found this

relation, MP across provinces is not the same and the intensity of MP can be better observed in

Figure 4.3.

10Represented by the inverse of the elasticity of substitution
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Conclusions

In recent years, we have seen an increase of interest in the role of geography and space for

economic activity, recognising the uneven distribution of people and firms across space. The

traditional economic theory has attributed this phenomenon to the natural endowment of locations,

i.e. the so called first nature advantages. Despite the wide literature on these topics, for a long

time the role of space has been ignored in mainstream economics, mainly because of the inability

of the traditional model to deal with space in a coherent general equilibrium framework. Instead,

more recently, economic theories, and in particular the New Economic Geography framework, have

proposed a general equilibrium model where the inequality of economic activity are ascribed to

the so called second nature advantages, which arise through human interactions occurring between

agents localised close to each other. The economies arising because of closeness favour the spreading

of knowledge, and the transfer of tacit knowledge that requires personal contacts among agents.

Indeed, sharing knowledge is not easy and distance represents an important barrier in this direction.

We have, further, observed how the greater availability of data (longitudinal dataset) and more

powerful computershave contributed to the evolution of the methodologies adopted to analyse the

economic activity distribution, leading to an increase in micro level studies.

These changes, observed mainly in the empirical literature, come from the awareness that

individual agents represent the natural level in order to assess the validity of microfounded economic

theories.

Along these lines, this thesis aims to investigate the role of space for economic activity, looking

at the smallest possible level of analysis. i.e. the firm.

This work follows two main directions. It starts looking at the firms’ productivity and the

importance that of external environment for their performances, according to the main theories on

the role of agglomeration. To the other side, it has been examined at micro level, one of the main

relationship arising from equilibrium solution of New Economic Geography. This relationship links

firm’s wage rate with Market Potential of the geographical area where a firms are located.

With respect to the first part, since estimating firm level productivity represents a challenging

topics, we have dedicated the first chapter to this issue. In particular, it has been stressed the

importance of potential aggregation bias issues, especially when macro-aggregate data are used.
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Therefore, we have focused on the micro level production function in order to obtain a consistent

measure of firms’ productivity for a large sample of Italian firms. Moreover, in the first chapter, we

have proceeded to estimate aggregate productivity, in order to compare disaggregate and aggregate

measures of productivity, obtained through a variety of estimators.

This analysis is carried out using alternative specifications and alternative estimators (OLS,

FE, Difference GMM, System GMM, LP). The results seem to show that firms in our sample do

not exhibit internal economies of scale and, as expected, firms are labour intensive. . Finally, we

have observed how traditional approaches, which do not account for simultaneity and endogeneity

issues, underestimate capital. These results corroborate our desire to investigate the effects of

external economies.

Therefore, in the second chapter, we have focused on how productivity is affected by spatial

externalities. We aim to verify the presence of second nature advantages for firms localised in the

same geographical area, i.e. the province. To this goal we have built a battery of indices capturing

externalities as defined by Marshall, Jacobs and Porter (specialisation, diversity, and competition

indices) and we have analysed the effect of province/industry externalities on the firm-level pro-

ductivity estimated in the first chapter. This approach allows to overcome the potential causality

issue in these types of investigation without incurring in other potential problems embedded in

the Instrumental Variables estimator. Further, following the same approach adopted in chapter

one, we have also performed our analysis at the province level and compared results. Looking

at the relationship between TFP and spatial externalities we find mixed results, highly affected

by the specification adopted (first nature advantages and/or industry control variable). These

results provide rather weak empirical evidence in favour of Marshallian, Jacobian and Porterian

externalities. This result is not due to the level of aggregation but to the indices introduced in the

specifications, since performing our analysis at province level, also leads to mixed evidence.

In the third chapter, we have been focused on the recent developments in spatial analysis in

order to overcome some of the drawbacks affecting traditional approaches. In particular, we have

analysed the spatial interactions among agents introducing explicitly geography in the model to

be estimated and relaxing the assumption that locations are independent.

Implementing this methodology is possible thanks to the recent tools provided by spatial eco-

nometrics, which exploit the advantages arising from combining panel data and spatial analysis.

Further, in order to apply this approach, we have relaxed the assumption of homogeneous space
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and taken into account the role of neighbouring economies.

We have implemented spatial econometric models, such as SAR and SEM models, both in their

plain form and adding fixed effects. Results obtained suggest that spatial interactions are rather

week, as they have a small magnitude, but the relationship between TFP at one location and the

TFP of neighbouring locations is positive and statistically significant.

In the fourth chapter, we have empirically tested a relation coming from a General Equilibrium

Model, in particular as proposed by NEG models. In chapters two and three, we have followed

two different methodologies in order to account for space, but in both cases, we have looked to

the firms point of view, analysing the supply side of the economy. In the last chapter we have

taken into account a more complete framework, that cannot be solved analytically, so we have

chosen a single equation of the model represented by the wage equation. Our model is non linear

and to this reason we have applied non linear estimator (such as Non Linear Least Squares). The

relationship between wage rate and Market Potential underlines that there exists a spatial pattern

of Italian wage rates in manufacturing sector. Results suggest that there exists a spatial structure

and uneven distribution of wage rates at the firm as well as the province level.

Our analysis has not shown unanimous results with respect to the role of spatial externalities.

We can state that the overall these effects seems to be positive, but weak; this conclusion is reached

from the balance of how single effects work in different directions.

This difference can be observed in the second chapter, where we have distinguished among three

main kinds of externalities and we have obtained different sign for the same indices in different

specifications.

In agreement with the NEG theory, the distribution of economic activities over space is driven

by the interplay of two forces, centrifugal and centripetal, the former promotes geographical dis-

persion, the latter geographical concentration. In our analysis centripetal forces seem to prevail,

and agglomeration generates some benefits for firms, even if these are not so strong.

This result highlights the difficulty to implement policies in order to encourage agglomeration,

as the border between the advantages and disadvantages arising from agglomeration is very thin,

and excessive clustering can cause centrifugal forces to dominate centripetal one.

On the other side, promoting agglomeration could lead to the following scenario: workers

migrate toward the greater centres, characterised by higher market access and higher wages, po-

pulation, workers and economic activities are then localised in few places, which, according to the
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NEG theory, are characterised by a positive growth rate due to the cumulative causation. On the

contrary, peripherical areas will be progressively abandoned.

This phenomenon has been observed in US, for example Glaeser (2007) has analysed the case

of Buffalo, historically characterised by a high concentration of firms because of the richness of

resources, while recently, it continues to lose people. Glaeser stresses how the policies adopted

by the federal government to revitalise Buffalo have not obtained the desired results and the city

continues to decay. Glaeser suggest to pursue policies that help Buffalo’s citizens, not the city as

a geographical place.

Policies that favour agglomeration, according to NEG theories lead the wage rate to increase.

Greater wages, imply greater regional income and so higher demand. Of course, this scenario does

not take into account the proportion of the population not represented by workers, such as the

elderly and children.

If the main goal of the policymaker is the national growth, its policy will be oriented toward the

promotion of agglomeration, regardless of the uneven distribution of wealth. Instead, if its main

aim is to ensure a fair distribution of wealth, dispersion policies are more suitable. Policies which

favour agglomeration could lead to face problems similar to Buffalo. A high national growth rate

could be achieved at the expense of desertification or impoverishment in some areas.

Two the main kinds of policies may be adopted: incentives to the firm or to the territory.

The former could not solve structural issues faced by firms implying low productivity, while the

latter, improving the environment where firms operate could improve their long run performance.

Probably, it is also important, to combine this kind of policy with a certain degree of geographical

aggregation. Indeed, different policies could be implemented at different levels, although they need

to be coordinated.

Clearly, the issues discussed in this thesis present a degree of complication that is extremely

difficult to summarise in empirical work. We have done our best to do so. In particular, we

have been able to limit the issue of aggregation bias and endogeneity implicit in these kind of

investigations by the use of micro-level data. Also, using a large panel dataset, we have been

able to exploit the greater information they contain and to account for firm-level and geographical

heterogeneity in suitable econometric models. Future work could address some further issues,

also important in order to conceive the role of space for economic activity. In particular, we can

mention the so called MAUP in the analysis of agglomeration economies. Moreover, the spatial
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econometric analysis has also considered interactions at the province level. Although this could be

computationally intensive, future work could extend the analysis to consider firm-level contiguity

and distance.

Finally, with respect to the empirical validation of NEG model, the main literature on this

topic, we have applied the Non Linear Least Squares estimator. Alternative estimators could be

use in order to improve on numerical accuracy.

Overall, this analysis has confirmed space as an important determinant of economic activity

and the results obtain encourage further investigation in the empirical economics of geographical

economics at the firm level.
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Appendix A

Statistical Appendix

Data are collected from the Italian section (AIDA) of the Bureau van Dijk database, limiting

our analysis to Small and Medium Enterprises. Before to start our empirical analysis we have

proceeded to analyse our dataset. Through descriptive statistics, we have noted that some outliers

are present. Since we cannot verify balance sheet of firms directly, we cannot distinguish between

an odd but true value from a type error. In order to avoid biases in our analysis, we aim to

eliminate these outliers without lose information.

Focusing on data related to capital, value added, number of workers, intermediate inputs cost,

we have proceeded testing our data to find them, then we have interpolated missing data generated

because outliers. We have trying to keep the series as much as possible close to the original ones,

intervening as little as possible.

Original dataset did not have missing values except for the number of workers, but it has outliers

and unfeasible values,such as negative values for capital, labour cost and intermediate inputs cost.

Our attention has been turned to the number of workers, in order to fill missing data and check

for down toward and up toward peaks. We have proceeded to divide our sample using three range

of values that L can assume (5 < L < 10 ; 10 < L < 50 and L > 50 ) considered as peaks ,

respectively:

- When L at time t is fivefold with respect to L at time t− 1 and at t+ 1 halves with respect

to the value at time t
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- When L at time t triples with respect to L at time t− 1 and at t+ 1 halves with respect to

the value at time t

- When L at time t dual with respect to L at time t− 1 and at t+ 1 halves with respect to the

value at time t.

Some procedure has been implemented in order to find down toward outliers. Outliers have

been substituted by linear interpolation. This procedure have led to substitute 389 observation

and fill 1175 missing values. Referring to the other variables, we have interpolate and substitute 5

observation for capital, 5 observations for intermediate inputs cost , while 25 missing values have

been kept for variable labour cost.
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Appendix B

Mathematical steps of NEG

framework

B.1 Dixit- Stiglitz Model

Cobb-Douglas Utility function:

U = MµA1−µ

where M is an composite consumption index of the manufacturing goods, defined through an

utility function on the manufacturing variety of goods. M , m(i). M is defined by a CES utility

function:

M =

[� n

0

m(i)ρdi

]1/ρ

Representative consumer maximize the utility function subject to the following balance con-

strain:

pAA+

� n

0

m(i)p(i)di = Y
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The first step involves the minimization of cost function of manufacturing goods M

min

� n

0

m(i)p(i)di

s.to M =

[� n

0

m(i)ρdi

]1/ρ

The minimization problem can be expressed through a Lagrangian:

minL =

� n

0

m(i)p(i)di− λ

[
M −

[� n

0

m(i)ρdi

]1/ρ
]

∂L
∂m(i)

= p(i)− λ1

ρ
ρm(i)ρ−1 = 0

this represents a generic FOC, that can be rewritten identical for all the manufacturing good

i = 0...j....n, considering the j − th good:

∂L
∂m(j)

= p(j)− λ1

ρ
ρm(j)ρ−1 = 0

p(i) = λ
1

ρ
ρm(i)ρ−1

p(j) = λ
1

ρ
ρm(j)ρ−1

in order to solve the system of FOCs, we proceed to relate p(i)/p(j)
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m(i)ρ−1

m(j)ρ−1
=
p(i)

p(j)

m(i) =

[
p(i)

p(j)

] 1
ρ−1

m(j)

∂L
∂λ

= M − [m(i)ρ]
1/ρ

= 0

Mρ = m(i)ρ

substituting m(i) in the constraint:

[� n

0

m(j)

[
p(i)

p(j)

] ρ
ρ−1

di

]1/ρ

= M

we can rewrite the previous equation taking into account that m(j) and p(j) are constant with

respect to i:

m(j)p(j)1/(1−ρ)
[� n

0

[p(i)]
ρ
ρ−1 di

]1/ρ

= M

m(j)p(j)1/(1−ρ) =
1[� n

0
[p(i)]

ρ
ρ−1 di

]1/ρM

m(j) =
p(j)[� n

0
[p(i)]

ρ
ρ−1 di

](ρ−1)/ρ
M
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The total expenditure for the variety j, will be:

� n

0

p(j)m(j)dj =

[� n

0

[p(i)]
ρ
ρ−1 di

](ρ−1)/ρ

M

the term
[� n

0
[p(i)]

ρ
ρ−1 di

](ρ−1)/ρ

= G indicates the price index that we can rewrite substituting

the parameter ρwith the elasticity of substitution σ

G =

[� n

0

[p(i)]
1−σ

di

]1/(1−σ)

The demand for m(i) can be rewritten in a more concise:

m(j) =

(
p(j)

G

)1/(ρ−1)

M =

(
p(j)

G

)−σ
M.

The second step of the optimization problem involves the maximization of the consumers’ utility

through the optimal share of income between the agriculture and manufacturing goods.

max U = MµA1−µ

s.to GM + pAA = Y

M =
µY

G
A =

(1− µ)Y

pA

Combining the previous results:
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- demand for A: A = (1−µ)Y
pA

- demand for M, m(j) = µY
(
p(j)−σ

G−(σ−1)

)
If G is constant across regions the demand of manufacturing goods M is constant and equal to

σ.

Considering now the problem of the producer, that maximise his objective function How to

attain this result staring from the profits function:

πr = pMr q
M
r − wMr (F + cMqM )

where

qMr = µYs(p
M
r T

M
rs )−σG(σ−1)

s

Gs =

[
R∑
s=1

nr(p
M
r T

M
rs )1−σ

]

since firms work in monopolistic competition, the control variable is the price, pMr . In order to

determine the optimal quantity to produce, the profit function has to be maximised with respect the

control variable, we proceed to rewrite the profit function highlighting that quantity is a function

of price.

πr = pMr q
M
r (pMr )− wMr (F + cMqM (pMr ))

and differentiate with respect to price

∂πr
∂pi

= qMr + (pMr − wMr cM )
∂qMr
∂pr

= 0

wMr c
M = qMr

∂pMr
∂qMr

+ pMr
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wMr c
M = pMr

[
1 +

qMr
pMr

∂pMr
∂qMr

]
= pMr

[
1− 1

σ

]

recalling the pricing rule:

pMr =
cMwMr
ρ

πr =
cMwMr
ρ

qMr (pMr )− wMr (F + cMqM (pMr )) =

= wMr

[
qMr c

M

ρ
− F

]
− cMqMr = wMr

[
(1− ρ)qMr c

M

ρ
− F

]

and the relation between ρ and σ, 1−ρ
ρ = 1

σ−1 .

B.2 No Black hole condition

From totally differentiate real wage we obtain:

dω

ω
=
dw

w
− µdG

G
,

and given that:

(1− σ)
∂G

G
=
L

µ
·
(
G

w

)σ−1 [
1− T 1−σ] [dL

L
+ (1− σ)

dw

w

]

σ
dw

w
=
Y

w

(
G

w

)σ−1 [
1− T 1−σ] [dY

Y
+ (σ − 1)

dG

G

]
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and that 1 + T 1−σ = µ
L

(
G
w

)1−σ
= w

Y

(
G
w

)1−σ
, substituting in the above equations, we take:

(1− σ)
∂G

G
=

[
1− T 1−σ]

[1 + T 1−σ]

[
dL

L
+ (1− σ)

dw

w

]

σ
dw

w
=

[
1− T 1−σ]
[1 + T 1−σ]

[
dY

Y
+ (σ − 1)

dG

G

]

where
[1−T 1−σ]
[1+T 1−σ ] = Z = 1

(1− σ)
∂G

G
=

[
dL

L
+ (1− σ)

dw

w

]

σ
dw

w
=

[
dY

Y
+ (σ − 1)

dG

G

]

solving we obtain :

(1− σ)
∂G

G
=

[
dL

L
+

(1− σ)

σ

[
dY

Y
+ (σ − 1)

dG

G

]]

(1− σ)
∂G

G
− (1− σ)

σ
(σ − 1)

dG

G
=

[
dL

L
+

(1− σ)

σ

dY

Y

]

∂G

G

[
(1− σ)(σ − (σ − 1)

σ

]
=

[
dL

L
+

(1− σ)

σ

dY

Y

]

∂G

G
=

[
dL

L
+

(1− σ)

σ

dY

Y

] [
σ

(1− σ)

]
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∂G

G
=

[
σ

(1− σ)

dL

L
+
dY

Y

]

Substituting in the wage differential

σ
dw

w
=

[
dY

Y
+ (σ − 1)

[
σ

(1− σ)

dL

L
+
dY

Y

]]

σ
dw

w
=
dY

Y
(1 + σ − 1)− σdL

L

dw

w
=
dY

Y
− dL

L

and substituting in the real wage:

dω

ω
=
dY

Y
− dL

L
− µ

[
σ

(1− σ)

dL

L
+
dY

Y

]
= (1− µ)

dY

Y
+

[
σµ

(σ − 1)
− 1

]
dL

L

dω

ω
= (1− µ)

dY

Y
+

[
µ− ρ
ρ

]
dL

L

where the relation between ρ and σ is: σ−1
σ = ρ

B.3 Changes in Manufacturing workers share effects

In order to totally differentiate the real wage, it is important keep in mind that the symmetric

equilibrium implies that the change in one region of the endogenous variables are equal to the

mutual change in the other region, that is dY = dY1 = −dY2.

Fujita et al. (1999) start differentiating the income equations,
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Y1 = µλw1 + (1− µ) 1
2

Y2 = µ(1− λ)w2 + (1− µ) 1
2

dY1 = µw1dλ+ µλdw1

dY2 = −µw2dλ+ µ(1− λ)dw2

the symmetric equilibrium implies w1 = w2 = 1 and λ = 1
2

dY1 = µdλ+ µ
1

2
dw1

dY2 = −µdλ+ µ(1− 1

2
)dw2

dY = µdλ+
µ

2
dw1

At the same way has been treated the price index:

G1−σ =
[
λw1−σ

1 + (1− λ)(w2T )1−σ] =

G1−σ(1− σ)
dG

G
=

[
λ(1− σ)w1−σ

1

dw1

w1
+ (1− σ)(1− λ)w1−σ

2 T 1−σ dw2

w2

]
+w1−σ

1 dλ−w1−σ
2 T 1−σdλ

162



G1−σ(1− σ)
dG

G
=

[
λ(1− σ)w1−σ

1

dw1

w1
− (1− σ)(1− λ)w1−σ

2 T 1−σ dw1

w2

]
+w1−σ

1 dλ−w1−σ
2 T 1−σdλ

substituting λ = 1
2

G1−σ(1− σ)
dG

G
=

[
1

2
(1− σ)w1−σ dw

w
− 1

2
(1− σ)w1−σT 1−σ dw

w

]
+ w1−σdλ− w1−σT 1−σdλ

(1− σ)
dG

G
= G1−σ

[
1

2
(1− σ)w1−σ dw

w
(1− T 1−σ)

]
+G1−σw1−σ(1− T 1−σ)dλ

and evaluating the derivative at the point w = 1

(1− σ)
dG

G
= G1−σ

[
1

2
(1− σ)

dw

w
(1− T 1−σ)

]
+G1−σ(1− T 1−σ)dλ

(1− σ)
dG

G
= G1−σ(1− T 1−σ)

[
(1− σ)

1

2

dw

w
+ dλ

]

Recall the variable Z that has been introduced above Z = 1−T 1−σ

1+T 1−σ = 1−T 1−σ

2G1−σ , which derives by

the relation G1−σ
1 = G1−σ

2 =
[

1+T 1−σ

2

]
.

Substituting Z in the derivative of index price, we obtain:

(1− σ)
dG

G
=

(
2

1 + T 1−σ

)
(1− T 1−σ)

[
(1− σ)

1

2

dw

w
+ dλ

]
= Z(1− σ)

dw

w
+ 2Zdλ

dG

G
= Z

dw

w
+

2Z

(1− σ)
dλ
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The same approach has been used for wage rate total differentiate.

w1 =
[
Y1G

σ−1
1 + Y2G

σ−1
2 T 1−σ]1/σ

wσ1 =
[
Y1G

σ−1
1 + Y2G

σ−1
2 T 1−σ]

σwσ−1
1 dw1 = (σ − 1)Y1G

σ−1
1

dG1

G1
+ (σ − 1)Y2G

σ−1
2 T 1−σ dG2

G2
+Gσ−1

1 dY1 +Gσ−1
2 T 1−σdY2

symmetric equilibrium implies dY = dY1 = −dY2 anddG = dG1 = −dG2

σwσ−1
1 dw1 = (σ − 1)Y1G

σ−1
1

dG1

G1
− (σ − 1)Y2G

σ−1
2 T 1−σ dG1

G2
+Gσ−1

1 dY1 −Gσ−1
2 T 1−σdY1

symmetric equilibrium leads to the following results: Y1 = Y2 and G1 = G2

σwσ−1dw = (σ − 1)Y Gσ−1 dG

G
− (σ − 1)Y Gσ−1T 1−σ dG

G
+Gσ−1dY −Gσ−1T 1−σdY

σwσ−1dw = (σ − 1)Y Gσ−1 dG

G

[
1− T 1−σ]+Gσ−1dY

[
1− T 1−σ]

σdw = (σ − 1)Y
Gσ−1

wσ−1

dG

G

[
1− T 1−σ]+

Gσ−1

wσ−1
dY
[
1− T 1−σ]

164



σdw = Y

(
G

w

)σ−1 [
1− T 1−σ] [(σ − 1)

dG

G
+
dY

Y

]

substituting the variable Z we obtain:

σdw = (σ − 1)ZY
dG

G
+ 2ZdY (B.1)

ω = wG−µ

dω = G−µdw − µG−µ dG
G

Gµdω = dw − µdG
G

1

substituting dY in (B.1)

σdw = (σ − 1)ZY
dG

G
+ 2Z

(
µdλ+

µ

2
dw
)

σdw − Zµdw = (σ − 1)ZY
dG

G
+ 2Zµdλ

1 Obtained recall the following relations:

dY = µdλ+
µ

2
dw

dG

G
= Z

dw

w
+

2Z

(1 − σ)
dλ

σdw = (σ − 1)ZY
dG

G
+ 2ZdY

Gµdω = dw − µ
dG

G
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(σ − Zµ)

(1− σ)
dw − Z dG

G
=

2Zµ

(1− σ)
dλ

that together with

dG

G
− Z dw

w
=

2Z

(1− σ)
dλ

we can write the problem as a system of equations and solve it by Cramer rule:

 1 −Z

Z (σ−Zµ)
(1−σ)


 dG

G

dw

 =

 2Z
(1−σ)dλ

2Zµ
(1−σ)dλ



dG

G
=
dλ

∆

2σZ

(1− σ)
2 [1− µZ]

dw =
dλ

∆

2Z

(1− σ)
[µ− Z]

det

 1 −Z

Z (σ−Zµ)
(1−σ)

 = ∆ =
(σ − Zµ)

(1− σ)
+ Z2 =

(σ − Zµ) + Z2(1− σ)

(1− σ)

det

 1 2Z
(1−σ)dλ

Z 2Zµ
(1−σ)dλ

 =
2Zµ

(1− σ)
dλ− 2Z2

(1− σ)
dλ =

2Z

1− σ
dλ(µ− Z)
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dw =
2Z

1−σdλ(µ− Z)
(σ−Zµ)+Z2(1−σ)

(1−σ)

=

det

 1 2Z
(1−σ)dλ

Z 2Zµ
(1−σ)dλ


det

 1 −Z

Z (σ−Zµ)
(1−σ)


=
dλ

∆

2Z

1− σ
(µ− Z)

det

 2Z
(1−σ)dλ −Z
2Zµ

(1−σ)dλ
(σ−Zµ)
(1−σ)

 =
2Z

(1− σ)
dλ · (σ − Zµ)

(1− σ)
+

2Z2µ

(1− σ)
dλ = dλ

2Z

(1− σ)

[
(σ − Zµ)

(1− σ)
+ Zµ

]
=

= dλ
2Z

(1− σ)

[
(σ − Zµ) + Zµ(1− σ)

(1− σ)

]
= dλ

2Z

(1− σ)

[
σ(1− Zµ)

(1− σ)

]

dG

G
=

det

 2Z
(1−σ)dλ −Z
2Zµ

(1−σ)dλ
(σ−Zµ)
(1−σ)


det

 1 −Z

Z (σ−Zµ)
(1−σ)


=
dλ

∆

2σZ

(1− σ)2
[1− Zµ]

substituting the results of this system in (B.1)

Gµdω = dw − µdG
G

Gµdω =
dλ

∆

2Z

1− σ
(µ− Z)− µdλ

∆

2σZ

(1− σ)2
[1− Zµ]

dividing by dλ and by Gµ

dω

dλ
=
G−µ

∆

2Z

1− σ
(µ− Z)− µG

−µ

∆

2σZ

(1− σ)2
[1− Zµ]

167



dω

dλ
=

2ZG−µ

∆(1− σ)

[
(µ− Z)− µ σ

(1− σ)
[1− Zµ]

]
=

=
2ZG−µ

(σ − Zµ) + Z2(1− σ)

[
(1− σ)(µ− Z)− µσ [1− Zµ]

(1− σ)

]
=

dω

dλ
=

2ZG−µ

(σ − 1)

[
−(1− σ)(µ− Z) + µσ [1− Zµ]

(σ − Zµ)− Z2(σ − 1)

]
=

2ZG−µ

(σ − 1)

[
µ(2σ − 1)− Z(σ(1 + µ2)− 1)

(σ − Zµ)− Z2(σ − 1)

]

remembering that σ = 1
1−ρ

dω

dλ
= 2ZG−µ

(
1− ρ
ρ

)[
µ(1 + ρ)− Z(µ2 + ρ)

1− µZ(1− ρ)− ρZ2

]
.
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