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Abstract—In this paper a novel method based on complex
eigenanalysis in the state variables domain is proposed to un-
couple the set of rational order fractional differential equations
governing the dynamics of multi-degree-of-freedom system. The
traditional complex eigenanalysis is appropriately modified to be
applicable to the coupled fractional differential equations. This is
done by expanding the dimension of the problem and solving the
system in the state variable domain. Examples of applications are
given pertaining to multi-degree-of-freedom systems under both
deterministic and stochastic loads.
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I. INTRODUCTION

The study of systems of linear differential equations of
fractional order has been dealt with by numerous authors,
particularly in recent years. In engineering filed the interest
in this kind of problems is increasing because the fractional
calculus and fractional differential equations can be used in
diverse themes such as the mechanical behavior of materials,
the electric laws of the capacitors, the thermal properties of
real conductors, etc.. Several examples of applications of the
fractional calculus concern the description of viscoelastic be-
havior of real materials. In fact, many materials used in various
fields of engineering have a particular viscoelastic mechanical
behavior that can be modeled by fractional constitutive laws
[1]–[5]. This kind of law is characterized by the presence of
derivatives and/or integrals of fractional order in the stress-
strain relation. Obviously, the dynamic analysis of structural
and mechanical systems, which are built by materials with
fractional constitutive law, must involve fractional operators in
the equations of motion. Usually, this problem is represented
by a set of coupled fractional differential equations, and the
solution can not readily be found in the general case. This kind
of problem that is known as the analysis of fractional multi-
degree-of-freedom systems (FMDOF) has been solved in the
time domain by using the step-by-step numerical approach [6],
and in the frequency domain by using the approximate modal
superposition method [7].

The analysis of FMDOF systems has been considered in
several articles in which the authors have investigated the
improvements of fractional viscoelastic devices in the frame
structures [8]–[10]. FMDOF systems may also appear in the
study of continuous systems with fractional constitutive law

[11,12]. In fact, this kind of problem leads to a fractional multi-
degree-of-freedom system in the discretized form [13,14].
From these articles, it can be concluded that the analysis of
FMDOF systems is more cumbersome with respect to the
classical one.

In certain previous efforts the integration of the equation
of motion with fractional terms has been carried by finite dif-
ference schemes [15] or by the modified Newmark algorithm
[16] and/or by using modal analysis; these approaches often
lead to considerable computational burden.

In this paper a novel method to perform the analysis
of the FMDOF system is presented. The method is based
on modifying the traditional complex modal analysis in the
state variables domain to obtain a set of uncoupled fractional
differential equations. The sole limitation of the presented
method regards the involved fractional orders, since the state
variable analysis can be performed for FMDOF system only
in the case in which all the derivative terms are rational.

II. FRACTIONAL MULTI-DEGREE-OF-FREEDOM SYSTEMS

The equation of motion of a quiescent single-degree-of-
freedom linear fractional system (FSDOF) is

mẍ(t) + cβ

(
Dβ0+x

)
(t) + kx(t) = f(t), t > 0, (1)

where f(t) is the forcing function, x(t) is the response of the
system, m is the mass, cβ is the coefficient of fractional term,
k is the stiffness, and

(
Dβ0+x

)
(t) is the fractional derivative

of x(t), defined as(
Dβ0+x

)
(t) =

1

Γ(1− β)

d

dt

∫ t

0

x(τ)(t−τ)−βdτ, 0 ≤ β ≤ 1.

(2)
The fractional r-degree-of-freedom system is described by a
coupled system of fractional differential equations of various
FSDOF. This kind of problem can be cast in the form

Mẍ(t) +

l∑
i=1

CiDβix(t) + Kx(t) = f(t), (3)

where M and K are the mass and the stiffness matrices; Ci

is the matrix of the coefficients cβi
of the involved fractional

terms of order βi; x(t) is a vector which describes the response
of the systems; and f(t) is the vector of loading.
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Consider next the simpler quasi-static problem, in which
the terms of the vector f(t) vary in time slowly to the extent
that the inertial force may be neglected. Thus, assuming that
the involved fractional terms are all of the same order of
derivation β1, the equation of motion becomes

C1Dβ1x(t) + Kx(t) = f(t). (4)

This kind of system related to the eigenvectors φj of the matrix

K−1C1 = D, (5)

where D is the dynamical matrix. Assume that the modal
matrix Φ, where columns are the eigenvectors φj , is also
normalized with respect to C1. That is

ΦTC1Φ = I, ΦTKΦ = UD, (6)

where I is the identity matrix, and UD is a diagonal matrix
whose elements are posistive, since K is positive definite.

Making the modal transformation

x(t) = Φy(t), (7)

inserting Eq. (7) in Eq. (4), and premultiplying by ΦT, Eq. (4)
yields

I Dβ1y(t) + UDy(t) = g(t), (8)

where g(t) = ΦTf(t) is the forcing vector in the modal space,
and y(t) is the vector of the modal displacements that contains
the terms yj(t). Clearly, Eq. (8) represents a set of uncoupled
differential equations that may be readily solved.

Once yj(t) is found for j = 1, 2, . . . , r, then x(t) can
be obtained using Eq. (7). This kind of modal transformation
can diagonalize the system in Eq. (3) in some particular cases
in which all the matrices can be represented by a linear
combination of the matrices K and C1.

The next section describes a new method to decouple
the system in Eq. (3) in the case in which all the involved
matrices are arbitrary. The method is based on a proper
transformation/augmentation in the state variables domain of
fractional MDOF system.

III. STATE VARIABLE ANALYSIS OF FMDOF SYSTEM
WITH RATIONAL ORDERS

There are various fractional terms in the Eq. (3). By
assuming that all fractional orders are rational, it is possible to
represent the generic fractional order in Eq. (3) as βi = ai/bi
where ai, bi ∈ N with i = 1, 2, . . . , l. Thus, the system in
Eq. (3) can be rewritten as the following sequential linear
differential equations of fractional orders:

n∑
j=1

CjDjαx(t) + Kx(t) = f(t), (9)

where α is chosen such that nα is equal to the maximum
order that appears in the system of equations, and such that
all involved orders in Eq. (3) can be represented as βi = diα
where di ∈ N. In this case nα = 2 and the corresponding
matrix Cn = M is the matrix of the mass; all matrices in

Eq. (9) have dimension r × r. Introducing the vector of state
variables

zT(t) =
[
xT(t) DαxT(t) D2αxT(t) . . . Dα(n−1)xT(t)

]
,

(10)
and appending to Eq. (9) the n− 1 identities

n−1∑
j=1

Cj+1DαD(j−1)αx(t) =

n−1∑
j=1

Cj+1Djαx(t),

n−2∑
j=1

Cj+2DαD(j−1)αx(t) =

n−2∑
j=1

Cj+2Djαx(t),

...
...

...
...

CnDαx(t) = CnDαx(t),

(11)

then a set of r × n coupled differential equations is readily
cast in the form

ADαz(t) + Bz(t) = g(t), (12)

where gT(t) =
[
fT(t) 0 . . . 0

]
, A and B are symmetric

matrices defined as

A =


C1 C2 . . . Cn−1 Cn

C2 C3 . . . Cn 0
...

...
. . .

...
...

Cn−1 Cn . . . 0 0
Cn 0 . . . 0 0

 ,

B =


K 0 . . . 0 0
0 −C2 . . . −Cn−1 −Cn

...
...

. . .
...

...
0 −Cn−1 . . . 0 0
0 −Cn . . . 0 0

 .
(13)

Next, it is possible to decompose z(t) in the orthogonal
basis of the eigenvectors of A and B. Specifically, consider
the equations

ΨTAΨ = UD, ΨTBΨ = VD, (14)

where UD and VD are diagonal matrices. Further, making the
complex modal transformation

z(t) = Ψy(t), (15)

a new set of decoupled fractional differential equation is
derived in the form

UDDαy(t) + VDy(t) = µ(t), (16)

where µ(t) = ΨTg(t). Clearly, once the decoupled set is
found, the fractional differential equations can be readily
solved. It can be seen that the state variable problem in Eq. (12)
has a greater number of involved variables with respect to the
problem cast in terms of displacements in Eq. (9) of the nodal
analysis. However, this apparent increase of the computational
burden is balanced by the fact that the maximum involved order
in the state variable domain is smaller than the maximum order
in the nodal analysis. Further, the system in Eq. (9) is a set of
coupled in the general case, vis-a-vis the system in Eq. (12)
leads readily to the set of uncoupled equations in Eq. (16).

From this result it becomes clear that for application
the method it is necessary to modify Eq. (3) to obtain the



sequential differential form as in Eq. (9). To elucidate the
procedure for obtaining a sequential differential from the given
set of coupled fractional differential equations, consider the
dynamical problem in which all of the involved fractional
derivatives have the same order β. In this case, the Eq. (9)
becomes

Mẍ(t) + CβDβx(t) + Kx(t) = f(t); (17)

the number of terms and the minimum fractional order α in
the summation of the Eq. (9) depend of the order β. Next,
assume that β = 0.5. In this particular case, also the order
α = β, and the sequential form is given as

4∑
j=1

CjDj0.5x(t) + Kx(t) = f(t), (18)

where C4 = M, C3 = C2 = 0 and C1 = Cβ . Clearly,
the smaller the order α is, the higher the number of terms
is. However, since C3 = C2 = 0, the system (18) can be
rewritten as

C4D2x(t) + C1D0.5x(t) + Kx(t) = f(t). (19)

Further, taking as the state vector

zT(t) =
[
xT(t) D0.5xT(t) D1xT(t) D1.5xT(t)

]
, (20)

and considering Eq. (19) and the identity relations in Eqs. (11),
the following system of fractional differential equations in the
state variables domain is found:

ADαz(t) + Bz(t) = g(t), (21)

where the matrices A and B become, for that particular case,
as follows

A =

C1 0 0 M
0 0 M 0
0 M 0 0
M 0 0 0

 ,

B =

K 0 0 0
0 0 0 −M
0 0 −M 0
0 −M 0 0

 .
(22)

Clearly, Eq. (21) can be solved by the complex modal
analysis described in Eqs. (14-16) and the state variables vector
z(t) can be determined. It is worth noting that if in Eq. (17)
α = 1, the vector of state variables is the classical one
zT(t) =

[
xT(t) ẋT(t)

]
.

Obviously, the method is applicable exactly when the
involved orders are rational. However, even if in the general
case α ∈ R, it could yield reasonable results by approximating
α as fraction. To demonstrate the applicability of the proposed
method some numerical results are discussed next.

IV. NUMERICAL APPLICATIONS OF FSDOF

First, consider the single-degree-of-freedom system de-
scribed in Eq. (1) forced by deterministic load. This case has
been already discussed by Bonilla et al. [22] by using the

fractional Wronskian method. Alternatively, Eq. (1) may also
be solved by using the Green function G(t)

G(t) =
1

m

∞∑
j=0

− 1

j!

(
k

m

)j
t2j+1E

(j)
2−β,2+jβ

(
−cβ
m
t2−β

)
,

(23)
where E

(j)
λ,µ(z) is the derivative of order j of the two-

parameters Mittag-Leffler function that is defined as

E
(j)
λ,µ(z) =

dj

dzj
Eλ,µ(z) =

∞∑
l=0

(l + j)!zl

l!Γ(λl + λj + µ)
. (24)

Specifically, assuming that the system in Eq. (1) is quiescent
at t = 0, the solution x(t) is given by integral

x(t) =

∫ t

0

G(t− τ)f(τ)dτ. (25)

Note that Eq. (25) may be computationally demanding since
there are two summation with infinity terms as kernel in the
convolution integral.
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Figure 1. Unit step response of the fractional single-degree-of-freedom
system

Using the state variable analysis proposed in this paper the
solution becomes straightforward. To show this, suppose that
the involved fractional order is β = 1/2. Then the minimum
fractional order that is involved in the state variable analysis
is α = β = 1/2 and the state variable vector is

zT(t) =
[
x(t),

(
D

1
2x
)

(t),
(
D1x

)
(t),

(
D

3
2x
)

(t)
]
. (26)

Further, the matrices involved in the state variable equations
in the Eq. (21) become

A =

cβ 0 0 m
0 0 m 0
0 m 0 0
m 0 0 0

 , B =

k 0 0 0
0 0 0 −m
0 0 −m 0
0 −m 0 0

 .
(27)

Furthermore, performing the state variable analysis, the set of
four uncoupled equations

uj

(
D

1
2

0+yj

)
(t) + vjy(t) = µj(t), j = 1, 2, 3, 4, (28)



is derived. Note that the unit step response of the Eq. (28)
involves a Mittag-Leffler function, but with only one parameter
Eβ(·). That is,

Jj(t) =
1

vj

[
1− Eβ

(
− vj
uj
tβ
)]

= − 1

vj

∞∑
k=1

(
−vj/ujtβ

)k
Γ (βk + 1)

.

(29)
Clearly, the solution in terms of the modal displacements yj(t)
can be obtained by the Boltzman superposition integral as

yj(t) =

∫ t

0

Jj(t− τ)µ̇j(τ)dτ, (30)

and the displacement x(t) is given as the first term of the state
variable vector z(t) defined in Eq. (15). It can be seen that the
solution of Eq. (30) is more convenient to obtain vis-a-vis
Eq. (25). In the Figure 1 the unit step response of the FSDOF
in which the chosen coefficients are m = 1, cβ = k = π/4 is
shown. Clearly, if the order β is equal to one, the state variable
analysis becomes identical to the classic dynamic case, and
the state variables become the displacement x(t) and its first
derivative ẋ(t).

V. NUMERICAL APPLICATIONS OF FMDOF

Consider the two-degree-of-freedom system in Figure 2,
which is typical of shear type structures with fractional vis-
coelastic terms. Next, the preceding concepts of the new
complex modal analysis in the state variables domain are
used to determine the solution of the fractional multi-degree-
of-freedom system. The fractional terms are represented by
spring-pots in the figure. The equations which govern motion
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Figure 2. Fractional two-degree-of-freedom system

of given system in Figure 2 are
m1ẍ1(t) + cβ1

(
Dβ1x1

)
(t)− cβ2

(
Dβ2x2 − x1

)
(t)+

+ k1x1(t)− k2(x2 − x1)(t) = f1(t),

m2ẍ2(t) + cβ2

(
Dβ2x2 − x1

)
(t) + k2(x2 − x1)(t) = f2(t),

(31)
where the lumped parameters of the system are the stiffness
of the springs kj ; the coefficients of the spring-pots cβj

and
their related orders βj ; and the mass of the layers mj with
j = 1, 2.

A. FMDOF under deterministic load

Consider the case in which β1 = 3/4 and β2 = 1/2. In this
case the coupled equations of motion are the same as expressed

in Eq. (31), and the involved matrices in the nodal space are

K =

[
k1 + k2 −k2
−k2 k2

]
, C2 =

[
cβ2 −cβ2

−cβ2 cβ2

]
,

C3 =

[
cβ1

0
0 0

]
, C8 = M =

[
m1 0
0 m2

]
.

(32)

Other matrices involved are C1 = C4 = C5 = C6 =
C7 = 0; the order α = 1/4, and the vector of state variables
becomes

zT(t) =
[
xT(t) D

1
4xT(t) D

1
2xT(t) D1xT(t) D

3
4xT(t)

D
5
4xT(t) D

3
2xT(t) D

7
4xT(t)

]
.

(33)

The dimension of the problem in the state variable domain is
r×n = 16. For simplicity, considered that f1(t) = 0 and f2(t)
is

f2(t) =

{
sin(t), 0 < t < 2π,

0, otherwise.
(34)

Further, the chosen parameters of the two-degree-of-freedom
system in Figure 2 are m1 = 1, m2 = 3/4, cβ1

= cβ2
= 1,

k1 = 3/2 and k2 = 1/2. One of the approaches to solve the
uncoupled fractional differential equations relies on the Mellin
transform. This method has been recently introduced [23,24].
For this example the following parameters of discretized
Mellin transform have been chosen: ρ = 1, η̄ = 100 and
∆η = 0.5 (see the cited articles pertaining to the method).
In this manner, the displacements x1(t) and x2(t) are readily
determined. The displacements of the two layers obtained by
the complex modal analysis are shown in the Figure 3.
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Figure 3. Displacements x1(t) and x2(t) of the dynamical system

B. FMDOF under stochastic input

Next, assume that the fractional two-degree-of-freedom
system shown in Figure 2 is forced by a stochastic input.
In particular, consider that the involved fractional orders are
the same in the preciding case and that the f1(t) = 0 and
f2(t) = w(t), where w(t) denotes the zero mean Gaussian
white noise. Obviously, the frequency domain solution is
readily obtainable. Specifically, the Fourier transforms of the
Eqs. (31) yields

x̂(ω) = H(ω)f̂(ω) (35)



where x̂(ω) and f̂(ω) are the Fourier transforms of the vectors
x(t) and f(t), respectively. Further, the non-diagonal transfer
matrix H(ω) is defined by its inverse as

H−1(ω) =K(ω) =

[
k11 k12

k21 k22

]
,

k11 = k1 + k2 + cβ1(iω)β1 + cβ2(iω)β2 −m1ω
2,

k21 = k12 = −k2 − cβ2
(iω)β2 ,

k22 = k2 + cβ2
(iω)β2 −m2ω

2,
(36)

where i is the imaginary unit. The terms (iω)βj with j = 1, 2
in Eq. (36) are due to the Fourier transform of the fractional op-
erators that are involved in the Eq. (31). By this transformation
it is clear that the fractional derivative term introduces in the
system dynamics both effective damping and effective stiffness
frequency dependent terms. In fact, the following relation holds

(iω)β = |ω|β
[
cos

(
βπ

2

)
+ isgn(ω) sin

(
βπ

2

)]
. (37)

The spectral matrix of the inputs is denoted with Sf (ω),
and based on the preceding assumption it becomes

Sf (ω) =

[
0 0
0 S0

]
, (38)

where
S0 = lim

T→∞

1

2πT
E [ŵ∗(ω)ŵ(ω)] , (39)

with ŵ(ω) denoting the Fourier transform of the Gaussian
white noise; the asterisk representing complex conjugation;
and E [·] being the expectation operator.

Based on the above considerations, the spectral matrix
Sx(ω) of the response can be expressed as

Sx(ω) = H∗(ω)Sf (ω)HT(ω), (40)

where

Sx(ω) =

[
Sx1

(ω) Sx1x2
(ω)

Sx2x1
(ω) Sx2

(ω)

]
, (41)

with the elements of the matrix Sx(ω) expressed as

Sxjxk
(ω) = lim

T→∞

1

2πT
E
[
x̂∗j (ω)x̂k(ω)

]
, j, k = 1, 2. (42)

The solution in Eq. (42) can be used as a benchmark for
the proposed method. In fact, the Fourier transform in the state
variable domain yields

Sz(ω) = lim
T→∞

1

2πT
E
[
ẑ∗(ω)ẑT(ω)

]
= lim

T→∞

1

2πT
E
[
Ψ∗ŷ∗(ω) (Ψŷ(ω))

T
]

= lim
T→∞

1

2πT
E
[
Ψ∗ŷ∗(ω)ŷT(ω)ΨT]

= Ψ∗Sy(ω)ΨT,

(43)

where the vector ŷ(ω) contains the Fourier transforms of all
displacements yj(t) in the complex modal space. These terms
can be readily determined by performing the Fourier transform

of the set of equations in Eq. (16); the j-th term of the vector
is

ŷj(ω) =
f̂1(ω)ψj1 + f̂2(ω)ψj2 · · ·+ f̂rψjr

uj(iω)α + vj
, (44)

where f̂k(ω) is the Fourier transform of the k-th external force
fk(t), and ψjr is the r-th term of j-th eigenvector. In Eq. (43)
the matrix Sz(ω) is of order (n×r)2 (n is the number of state
variables, and r is the number of degrees of freedom); and
the matrix Sx(ω) is contained in the first r × r block matrix
of Sz(ω). The matrix Sz(ω) has dimension 16× 16 and it is
expressed in the form

Sz(ω) =


Sx(ω) Sxx(1/4)(ω) . . . Sxx(7/4)

Sx(1/4)x(ω) Sx(1/4)(ω) . . . Sx(1/4)x(7/4)

...
...

. . .
...

Sx(7/4)x(ω) Sx(7/4)x(1/4)(ω) . . . Sx(7/4)(ω)

 .
(45)

The first block of matrix in Eq. (45) represents the matrix
Sx(ω) that has dimension 2× 2.

In Figure 4 are shown the power spectra of the responses
x1(t) and x2(t) (the terms of the diagonal of the matrix
Sx(ω)), while in the Figure 5 is shown the cross spectrum
of the responses x1(t) and x2(t). The chosen parameters for
the conducted frequency analysis are m1 = 5/4, m2 = 1,
cβ1

= 3/4, cβ2
= 1/3, β1 = 3/4, β2 = 1/2, k1 = 1.1, k2 = 1

and S0 = 1. The continuos lines represent the spectra and
cross-spectra obtained using Eq. (40), while the black dots
represent the spectra obtained using Eq. (43). These figures
demonstrate a perfect agreement of the results obtained by the
two methods and, thus, confirm the reliability of the presented
state variable analysis.
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Figure 4. Power spectra of the displacements x1(t) and x2(t)

VI. CONCLUDING REMARKS

An analysis of multi-degree-of-freedom systems with frac-
tional viscoelastic elements in the equation of motion has been
pursued in this paper. This kind of problem is characterized for
the presence of a set of coupled fractional differential equations
that govern the motion of the system. It has been pointed out
that this kind of problem is more complex to solve vis-a-vis
the analysis of multi-degree-of-freedom system with integer
order derivatives.
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The analysis has been based on a novel approach using an
augmented state variables transformation. The method, based
on complex modal analysis in the state variable domain, is
applicable if the involved fractional terms have rational order.
This assumption is needed since only in this case it is possible
to find an appropriate state variables vector. Note, however, that
for engineering applications all real orders can be reasonably
approximated by rational orders.

By the proposed method the set of coupled fractional
differential equations has been decoupled in a proper fractional
state variable domain. This transformation has led to a new
set of fractional equations which are uncoupled and more
convenient to solve. Therefore, a drastic reduction of the com-
putational effort is achieved. To elucidate the applicability of
the method several numerical examples have been considered
which have confirmed the effectiveness of the method both for
deterministic and stochastic system excitations.
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