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Abstract

Structuring the latent space in probabilistic deep generative
models, e.g., variational autoencoders (VAESs), is important to
yield more expressive models and interpretable representations,
and to avoid overfitting. One way to achieve this objective
is to impose a sparsity constraint on the latent variables, e.g.,
via a Laplace prior. However, such approaches usually com-
plicate the training phase, and they sacrifice the reconstruction
quality to promote sparsity. In this paper, we propose a sim-
ple yet effective methodology to structure the latent space via a
sparsity-promoting dictionary model, which assumes that each
latent code can be written as a sparse linear combination of a
dictionary’s columns. In particular, we leverage a computation-
ally efficient and tuning-free method, which relies on a zero-
mean Gaussian latent prior with learnable variances. We derive
a variational inference scheme to train the model. Experiments
on speech generative modeling demonstrate the advantage of
the proposed approach over competing techniques, since it pro-
motes sparsity while not deteriorating the output speech quality.
Index Terms: generative models, variational autoencoders,
sparsity, dictionary model, speech spectrogram modeling.

1. Introduction

Unsupervised representation learning [1] is defined as the task
of automatically extracting useful information from unlabeled
data, in the form of a feature or representation vector, which
can be subsequently used in downstream tasks. To that end,
one successful approach, which has gained much attention in
the past years, is based on variational autoencoders (VAEs) [2].
These models explicitly consider a latent vector which encapsu-
lates some information about the data. A VAE model consists of
a stochastic encoder (a recognition network), which transforms
the input data into a latent space whose dimension is usually
much lower than the original data space, and a stochastic de-
coder (a generative network), which produces data back in the
original space from the encoded latent representation. VAESs
have been successfully exploited in a variety of speech process-
ing related tasks, such as speech enhancement [3], source sep-
aration [4], speech recognition [5], and speech generation and
transformation [6].

A common practice in a VAE framework consists in assum-
ing a standard normal distribution as the prior distribution of the
latent space. However, this is not effective, as it might not effi-
ciently capture the underlying distribution of the data. Structur-
ing the latent space by imposing some meaningful constraints
and distributions is thus of paramount importance to obtain
more expressive and interpretable representations. A promising
approach is to favor parsimonious or sparse latent representa-
tions, that is, feature vectors with mostly zeroes or small mag-
nitude entries. Indeed, sparsity is known to promote a variety
of benefits, such as increasing interpretability of the latent fea-
tures and reducing the risk of overfitting [7]. It has proven very
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successful for feature learning in many fields such as computer
vision [8] or natural language processing [9].

In this regard, a sparse prior has been proposed in [10] in
the form of a mixture of two Gaussian distributions with fixed
variances, where one of them is very small in order to encour-
age sparsity. A mixing parameter balances the contribution of
the two distributions, and thus the amount of sparsity. Tonolini
et al. [11] proposed a variational sparse coding (VSC) frame-
work, where they consider a Spike-and-Slab distribution [12]
for the encoder, which is a mixture of a Gaussian distribution,
as in a standard VAE, and a sparsity-promoting Delta function.
The prior distribution has the same form as the encoder but in-
stead of directly processing the original data as input, some (un-
known) pseudo-input data are defined and learned jointly with
the VAE parameters. The sparsity level is tuned via a user-
defined parameter, which governs the prior distribution of the
mixing variable. Following a different strategy, [13] proposed
a deterministic dimension selector function, so that some di-
mensions of the latent vector are deactivated via a point-wise
multiplication. The amount of sparsity is then monitored via an
entropy-based regularization term. Similarly, in [14] a stochas-
tic per-feature masking variable is applied to the latent repre-
sentation via point-wise multiplication to zero out some dimen-
sions of the latent vector. A hierarchical Spike-and-Slab Lasso
prior is assumed for the masking variable, consisting of two
Laplace distributions with different parameters. A set of hy-
per parameters controls the desired amount of sparsity. Even
though these approaches have shown promising performance,
they often involve several user-defined hyperparameters and
non-Gaussian distributions or discrete latent variables, which
complicates the learning process.

In this paper, we adopt a different standpoint. We pro-
pose to structure the latent space via the usage of a sparsity-
promoting dictionary model: each latent vector is assumed to
have a sparse representation over a dictionary, i.e., it can be
written as a weighted sum of only few columns of the dictio-
nary. As a sparsity regularizer, we adopt a zero-mean Gaussian
prior distribution with learnable variances: this is inspired by
the relevance vector machines [15], which has proven effec-
tive for promoting sparsity. Furthermore, in contrast to non-
Gaussian priors, it does not complicate the learning procedure,
and does not introduce any extra sparsity-adjusting parameter.
We derive an efficient variational inference scheme to learn the
parameters, with a negligible extra computational burden com-
pared to a plain VAE. Our experimental results on speech gen-
erative modeling demonstrate the effectiveness of the proposed
model in promoting sparsity while preserving the reconstructed
speech quality.

The rest of the paper is organized as follows. Section 2
reviews the standard VAE model and inference. Section 3
presents the proposed approach and its application to speech
spectrogram modeling. Experiments are conducted in Sec-
tion 4. Finally, Section 5 concludes the paper.



2. Background on VAE
2.1. Generative modeling

Let s = {si1,...,sn} denote a set of training data
with s; € R".  The core idea in a generative model-
ing context is to encode the data via some latent vari-
ables, denoted z = {z1,...,zn} with z; € R™, where usu-
ally m < n. Then, the goal is to model the joint distribution
p(s,z) = p(s|z) - p(z). To this end, the variational autoencod-
ing framework [2] assumes some parametric forms for the gen-
erative distribution p(s|z), which is also referred to as the de-
coder, and for the prior distribution p(z), which are typically
expressed as Gaussian distributions:

po(slz) = N(po (), ding(r} (). 0
p(z) = N(0,1),

where N (u, ) denotes a Gaussian distribution with mean g
and covariance matrix 3, I denotes the identity matrix of ap-
propriate size, and the power is applied element-wise. Further-
more, po(.) and og(.) are some non-linear functions denoting
the mean and standard deviation, which are implemented via
some deep neural networks (DNNs). To learn the model param-
eters, i.e., 0, one would need to compute the posterior distribu-
tion of the latent codes, that is pg(z|s), which is, unfortunately,
intractable to compute. The VAE framework proposes to ap-
proximate this distribution with a parametric Gaussian distribu-
tion, called the encoder, as follows:

¢ (2[s) = N (py(s), diag(a7 (s)), @)

where p,, and o, are also implemented using some DNNs with
parameters ).

2.2. Parameter estimation

The whole set of parameters & = {6, } is learned using the
following variational procedure. Instead of directly optimizing
the data log-likelihood log py(s), which is intractable, a lower
bound L is targeted such that £(®;s) < logpg(s). To that end,
the evidence lower bound (ELBO) of the data log-likelihood is
considered, which is defined as:

L(®;8) = Eq,, (z19)[log po(s]2)] — Dru(qu(z]s)[|p(2)), 3)

where Dy (g||p) represents the Kullback—Leibler (KL) diver-
gence between ¢ and p. The KL divergence acts as a regularizer
in the above formula, whereas the first term measures the recon-
struction quality of the model. Then, the overall training phase
consists of optimizing £(®;s) over ® using a gradient-based
optimizer together with the application of the reparametriza-
tion trick, which enables backpropagation through the encoder
parameters [2].

3. Proposed framework
3.1. Model

The main idea underlying our proposal consists in structuring
the latent space by considering a sparse dictionary model for
each latent code z; as follows:

Z; = Dai, Vi, (4)

where D € R™*F is a dictionary with unit-norm columns (to
avoid scale ambiguity), and a; € R¥ denotes a (sparse) repre-
sentation. In this work, we consider that D is a fixed dictionary,
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Figure 1: Schematic diagram of the proposed VAE with a sparse
dictionary model.
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even though it could also be learned jointly with the code vector
a;. Note that one way to achieve a sparser representation is to
consider an overcomplete dictionary, that is, such that £ > m.
The proposed model is illustrated in Fig. 1.

The motivation behind the model in (4) is to keep the re-
construction quality of VAEs intact, while at the same time pro-
moting interpretability of the latent space by enforcing sparsity
of the code vector a;. To impose such a constraint, one possible
approach is to leverage some sparsity-promoting prior, such as
based on the Laplace distribution [16]. However, such distribu-
tions involve non-smooth or complicated forms, which makes
parameter inference and training more cumbersome. Instead,
we propose to use the following zero-mean Gaussian prior:

p(ai;vi) = N(0, diag(7:)), ()

in which ~; is a vector of learnable variances. This prior has al-
ready proven successful in obtaining sparse solutions for linear
regression and classification tasks [15,17]. Indeed, as discussed
in [17], if one considers an inverse Gamma hyperprior on ~; in a
Bayesian setting, then the prior distribution, which is given by:

pmn:/Mmmmem%, ©)

becomes a Student’s t-distribution, which has been shown to
promote sparsity due to its sharp peak at zero [15]. Even though
we do not consider such a hyperprior explicitly, we still ob-
serve experimentally (see Section 4) that the model given by (4)
and (6) promotes sparsity. We refer the reader to [17] for more
detailed discussions.

3.2. Inference

The inference phase follows the standard procedure of VAEs
described in Section 2.2, with the main difference being that the
encoder is now used to encode each s; into a;, then compute z;
via the dictionary model in (4), and finally pass it to the decoder
to reconstruct s;. Therefore, z; only implicitly participates in
the inference. Then, the cost function to optimize is:

L(®,v;8) = Ey,(als) [log po(s|z)] — Dx.(qu (als)[p(a; 7)),
with z; = Da; Vi. 7

It should be noted that & are called amortized parame-
ters, as they are shared among all the training data, while
~ ={v1,...,vyn~} are parameters specific to each data point.

We use an alternating minimization approach to update
and ~y by alternately fixing one variable and optimizing the cost
function over the other one. This corresponds to solving the
following two sub-problems iteratively:

Update v 1~ « argmin,, Dw(qy(als)|p(a;y)) (8a)
Update & : @ < argmaxg L£(D,7;s). (8b)

Since the KL divergence between two Gaussian distribu-
tions can be obtained in closed-form, it is straightforward to



Algorithm 1 SDM-VAE

: Input: Training datas = {s1,...,sn}, D.
: Initialize: ® = {0, ¢} with random entries.
: While stopping criterion not met do:

: For each mini-batch (b):

N O R N

> 'y<b) - update: Using (9)
> Reparametrization:
> e® ~ N(0,1)
> a® = Nw(S(b)) + %(Sw) ®e®
> z(® - update: Using z® = Da®
> & - update: Using one-step gradient ascent on (10)

5: End for
6: End while

solve (8a), which yields the following update rule:
Vi = Eqyasi9[ai] = wi(si) + 03 (si), Vi.  (9)

Then, we resort to the reparametrization trick [2] to ap-
proximate the expectation in (7), and thus reformulate sub-
problem (8b). Specifically, we approximate it using a sin-
gle sample given by a; = py(si) + o (si) © €;, where © de-
notes the element-wise multiplication, and €; ~ N'(0,I). We
then compute z; = Da; for each data sample ¢ in order to fi-
nalize computation of the following approximated loss:

L(®,~;s) = logpe(s|z) — Dulgy(als)lp(a;y)).  (10)

Then, we optimize (10) by a single gradient ascent step, as in
the standard VAE learning framework, which yields the update
on ®. The proposed procedure, called the sparsity-promoting
dictionary model VAE (SDM-VAE) is summarized in Algo-
rithm 1. Note that for practical implementation, the training
data is split into mini-batches, and a stochastic gradient algo-
rithm is applied sequentially to each mini-batch.

3.3. Application to speech modeling

In this paper, we evaluate the effectiveness of the proposed
approach for the modeling of speech signals, that is, speech
analysis-resynthesis [18]. To that end, we first compute the
short-time Fourier transform (STFT) of the time-domain sig-
nals, which yields the complex-valued data x = {x1,...,Xn},
where N is the total number of time frames. In practice,
the VAE processes and retrieves power spectrograms s = |x|?.
In terms of probabilistic modeling, this boils down to assum-
ing that the data follows a circularly-symmetric zero-mean
complex-valued Gaussian distribution, which is a common as-
sumption when modeling speech signals with VAEs [3].

Once the VAE model is trained on the power spectrograms,
we perform speech analysis-resynthesis on the test data, sim-
ilarly to [18]. More precisely, once the input power spectro-
gram is encoded to obtain the posterior parameters, the latent’s
posterior mean is fed to the decoder to reconstruct the input
spectrogram. Then, the magnitude spectrogram estimate §l/2
is combined with the input STFT’s phase Zx in order to obtain
a complex-valued STFT: X = §'/2 ® exp(j £x). Finally, time-
domain estimates are retrieved by applying the inverse STFT
to X. Note that, as such, the VAE ignores the phase informa-
tion, which is only exploited for re-synthesizing time-domain
signals. We leave modeling the phase in VAEs [19] or extend-
ing the proposed method to complex-valued autoencoders, e.g.,

by overcoming the circularly-symmetric assumption [20], to fu-
ture work.

As for the dictionary, we consider a discrete cosine trans-
form (DCT) matrix with k atoms, that is, the r-th column of the
DCT dictionary D is defined as follows [21]:

d, = [cos (¢ — Dmr/R)]iL, (11

followed by mean subtraction and normalization to ensure unit-
norm columns.

4. Experiments

In this section, we assess the potential of our proposed VAE
model in terms of speech modeling. The code implementing the
proposed VAE model is available online for reproducibility.'

4.1. Protocol
4.1.1. Data

‘We use the speech data in the TCD-TIMIT corpus [22] for train-
ing and evaluating the model. It includes speech utterances from
56 English speakers with an Irish accent, uttering 98 different
sentences, each with an approximate length of 5 seconds, and
sampled at 16 kHz. The total speech data duration is about 8
hours. 39 speakers are used for training, 8 for validation, and
the remaining 9 speakers for testing. The STFT parameters are
as follows. The STFT is computed with a 1024 samples-long
(64 ms) sine window, 75% overlap and no zero-padding, which
yields STFT frames of length n = 513.

4.1.2. Methods & model architecture

As baseline methods, we compare the performance of a stan-
dard VAE? [3], the VSC model® [11], and the proposed SDM-
VAE model. All the VAE models follow the same simple
encoder-decoder architecture as the one proposed in [3] in or-
der to focus our experiments on the latent space structure. More
precisely, both the encoder and decoder are fully-connected net-
works using a single hidden layer with 128 nodes and hyper-
bolic tangent activation functions. The dimension of the la-
tent space is m € {32,64}. The dictionary in SDM-VAE is
a DCT matrix, as defined in (11), which contains k& € {32,64}
atoms. These parameters values are chosen according to prior
studies [3, 11], where they have shown good performance. For
comparison, we also consider the identity matrix as the dictio-
nary D = I. In this setting, the model becomes similar to a clas-
sical VAE, except the latent prior now is z; ~ N(0, diag(~;))
instead of the standard normal prior z; ~ N (0, I).

4.1.3. Parameter settings & training

All the VAE variants are implemented in PyTorch [23], and
trained with mini-batch stochastic gradient descent using the
Adam optimizer [24] with a learning rate equal to 0.0001, and
a batch size of 128. As stopping criterion we use early stopping
on the validation set with a patience of 20 epochs, meaning that
the training stops if the validation loss does not improve after
20 consecutive epochs. For the sparsity parameter of the VSC
model, denoted «, we have experimented three different values:
{0.05,0.5,0.9}, where a lower value corresponds to a sparser
representation.

Ihttps://gitlab.inria.fr/smostafa/sdm-vae

’https://gitlab.inria.fr/smostafa/avse-vae

3https://github.com/Alfo5123/
Variational-Sparse-Coding



Table 1: Reconstruction quality and sparsity measure for various VAE-based methods in terms of PESQ, STOI, and Hoyer scores. The
results are averaged over the test set (the standard deviation for all methods is in the order of 0.01 for PESQ, and 0.001 for STOI and

the Hoyer score).

Dimension of z m = 32 m = 64
PESQ STOI Hoyer | PESQ STOI Hoyer
VAE [3] 3.29 0.85 0.40 326 0.85 0.56
a=0.05 3.00 0.81 0.57 3.25 0.84 0.51
VSC[11] a=0.5 3.25 0.84 0.54 332 0.85 0.65
a=20.9 3.25 0.84 0.47 326  0.85 0.60
I 3.33 0.86 0.64 345 0.87 0.73
SDM-VAE | DCT (k = 32) | 3.37 0.86 0.66 3.28 0.84 0.66
DCT(k=64) | 332 0.86 0.87 3.33 0.86 0.76

4.1.4. Evaluation

To evaluate the compared methods in terms of reconstruc-
tion quality, we compute the short-term objective intelligibility
(STOI) measure [25] and the perceptual evaluation of speech
quality (PESQ) score [26]. These metrics respectively belong
to the [—0.5, 4.5] and [0, 1] range, and higher is better. We also
compute the Hoyer metric [27] in order to evaluate the sparsity
of the latent codes. For a vector z € R™, the Hoyer metric is
defined as follows:

vm — |lz]1/||z]]2
vm—1 "

where ||.||1 and ||.||2 respectively denote the ¢, and £2 norms.
The Hoyer metric ranges in [0, 1], and a higher score corre-
sponds to a more sparse latent feature. It should be emphasized
that for the proposed SDM-VAE model, the sparsity is measured
on a, since it is the interpretable latent code in this case.

Hoyer(z) = 12)

4.2. Results

From the results, averaged over all the test samples, and dis-
played in Table 1, we can draw several conclusions. First, we
observe that for the classical VAE, the PESQ decreases when
going from m = 32 to 64. Overall, the opposite behavior is ob-
served for the sparse VAE models, for which increasing the la-
tent space dimension does not sacrifice the reconstruction qual-
ity (except for SDM-VAE when using a DCT dictionary with
k = 32 atoms, which is expected as the dictionary becomes
undercomplete for m = 64). These results confirm a known
advantage of sparsity as a regularizer for the model to avoid
overfitting.

For VSC, we see that increasing sparsity (i.e., decreasing o)
results in sacrifying the reconstruction quality in terms of PESQ
when m = 32, although a different trend is observed for m =
64. Our proposed SDM-VAE model using the DCT dictionary
is less sensitive to the sparsity level, since it exhibits more stable
STOI values, and an increasing PESQ when the sparsity score
increases.

We also observe that increasing the number of atoms in the
dictionary results in an increased sparsity score. In particular,
the highest sparsity score is obtained for m = 32 and when
using an overcomplete dictionary (k > m). Nonetheless, this
setting does not improve reconstruction quality compared to us-
ing a complete dictionary. As a result, using & = m would be

an appropriate and simple guideline, since it maximizes recon-
struction quality and avoid fine-tuning the dictionary size.

Interestingly, we observe that the best SDM-VAE results are
obtained when using an identity dictionary rather than the DCT.
This shows that a simple change in the prior structure compared
to the baseline VAE (as detailed in Section 4.1.2) is an effi-
cient way to both improve performance and promote sparsity,
rather than resorting to more involved models such as in VSC.
Nevertheless, the DCT dictionary remains the best performing
option when m = 32. This motivates a future investigation on
the design of more optimal dictionaries, or the joint learning of
the dictionary along with other parameters based on dictionary
learning algorithms from the literature [21,28].

Finally, we remark that SDM-VAE yields the best results
in terms of both reconstruction quality (PESQ and STOI) and
sparsity (Hoyer score). This outlines the potential of our pro-
posal, which does not rely on a complicated inference scheme or
extra-parameter tuning, and exhibits a stable performance while
enabling interpretability and avoiding overfitting.

5. Conclusions

In this work, we have proposed a novel approach for promot-
ing sparsity in VAEs based on structuring the latent space us-
ing a sparse dictionary model. We derived a simple inference
scheme, which does not require any fine-tuning of hyperparam-
eters. Experiments conducted on speech signals modeling have
demonstrated the potential of this technique compared to other
existing sparse approaches. In particular, the proposed method
improves speech reconstruction quality, and efficiently exploits
sparsity to improve interpretability of the latent representation
while reducing the risk of overfitting. Future work will focus
on learning the dictionary along with other parameters, possi-
bly with some mutual coherence constraint [28]. Extending the
developed model to dynamical VAEs [18], and exploiting it in
speech enhancement [3] and source separation applications [4]
are other future directions to pursue.
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