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ABSTRACT
Virtual reality (VR) offers opportunities in human-computer inter-
action research, to embody users in immersive environments and
observe how they interact with 3D scenarios under well-controlled
environments. VR content has stronger influences on users physical
and emotional states as compared to traditional 2D media, however,
a fuller understanding of this kind of embodied interaction is cur-
rently limited by the extent to which attention and behavior can
be observed in a VR environment, and the accuracy at which these
observations can be interpreted as, and mapped to, real-world inter-
actions and intentions. This thesis aims at the creation of a system
to help designers in the analysis of the entire user experience in VR
environment: how they feel, what is their intentions when inter-
acting with a certain object, provide them guidance based on their
needs and attention. A controlled environment in which the user
is guided will help to establish a better intersubjectivity between
designer intention who created the experience and users who lived
it and will lead to a more efficient analysis of the user behavior in
VR systems for the design of better experiences.

CCS CONCEPTS
• Human-centered computing → Systems and tools for inter-
action design; • Computing methodologies → Virtual reality.
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Embodied experiences, interactive task modeling, virtual reality,
user experience analysis
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Figure 1: According to Dourish [3], in the creation of inter-
active embodied experiences, gaps of perception between
users and designers are introduced in ontology, intersubjec-
tivity and intentionality, corresponding respectively to the
understanding of the environment, the goals, and the users
experiences by the designers.

1 INTRODUCTION
Virtual reality usage is growing, increasingly used in various pro-
fessional fields for education and training. It allows a high level of
control of the VR environment and therefore effective monitoring
of the users throughout their experience. The designers in charge
of the environment must be given the necessary tools for them
to create the experience, observe, and analyze to follow up with
guidance adapted to the users needs and what they focus their
attention on during the exploration. The intentions of the user do
not always match what designers expected when they created the
experience, and thus communicating the intentions between the
two parties is a complicated task, especially with all the possibilities
of freely exploring the VR environment and non-linear course of
progression offered by VR, increasing the gap in perception.

Inspired by Dourish’s work on embodiment theory [3], we iden-
tify three important components to reduce this gap in perception
of the immersive environment experience between designers who
created it and user who experience it:
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• Ontology: building semantically understandable 3D scenar-
ios in which the user’s purposeful interactions (e.g., navigat-
ing to a location, picking up an object) can be understood
without being predefined,

• Intersubjectivity: designing real-time visualization and
control systems that can establish shared understanding for
user tasks and ongoing experience between multiple actors
(e.g., between the designer and user or between multiple
users), and

• Intentionality: designing computational methods for the
analysis and identification of users’ actions and their purpose
of enacting an effect on the world (e.g., taking a key in order
to open a door enables navigation to a previously inaccessible
space).

Gaps in perception between user, designer, and system can occur
at all of these levels as shown in Figure 1.

This thesis targets the investigation and design of a unified work-
flow enabling the understanding and analysis of user experience
on these different levels of meaning in XR. For this a system will be
created for the design of serious games in virtual reality, GUsT-3D
(Guided Users Tasks, a tool aimed at creating interactive tasks in
a VR environment). This tool allows the definition of a domain
specific language (DSL) used to build an ontology to describe a
VR environment as an interactive environment. Once the DSL has
been defined, the tool allows the designer to create playable game
scenarios and provide guidance to the users depending on their
needs. The guidance also leads to a better intersubjectivity between
the designer who created the experience and the users playing it by
controlling the experience and orienting the user in the direction
intended by the designer. Finally, multiple metrics about the users
are recorded during their experience, used to analyze what the
users interacted with during their experiences and how they felt in
order to understand their intentionality.

2 RESEARCH QUESTIONS
The analysis of embodied interactions in XR raises research chal-
lenges both theoretical and technical that have been only partially
explored in specific domains of usage. We identify three main re-
search questions that are yet to be addressed to improve the XR
experience and design a workflow enabling the understanding and
analysis of users experience:

• RQ1 : What are the qualitative measures characteriz-
ing user perception and interactions in XR ?

• RQ2 : How can these measures be quantified such that
we can observe and understand them?

• RQ3 : How can designers use this information for the
creation of more efficient, guided and meaningful ex-
periences?

A good understanding of the user experience can help in the
creation of efficient guided scenarios and for a better control of
the experience. This control allows designers to create experiences
more aligned with their original intentions, helping them to develop
scenarios focused on specific context.

3 RELATEDWORK
Here I present the selected findings of my review of the work
published in the last five years in IEEEVR and SIGCHI using key-
words virtual reality, embodiment, training simulation, and user
experience analysis. 75 papers were selected for in-depth review.
Around 30 papers were measuring and quantifying user perception
and interaction in VR to understand user experience as done by
Hawes et al. [4] who investigated VR as a way to reduce anxiety
of students, improve their mental health, using questionnaires to
measure the evolution of their anxiety. Pfeuffer et al. [8] created a
workflow using motion tracking to analyze behaviors in VR while
doing different type of tasks (i.e., pointing, grabbing, walking, and
typing). Hochreiter et al. [5] designed an exploration scenario in
VR environments with and without mismatch between the real and
VR environments, showing that users were less confident in mis-
matched cases while moving around, taking smaller steps and with
elevated skin conductance responses. Existing works that measure
user perception and interaction in VR uses multiple methods to
analyse the experience: questionnaires, motion capture, eye track-
ing, and physiological sensors such as skin conductance and heart
rate.

Designers can use these measures to understand the user em-
bodied experience and guide it. A system providing these analysis
would be valuable for research on the creation of training systems
such as that of Clifford et al. [2] who designed a system to build a
stressful context in VR in order to train firefighters by providing
a context close to a real firefighting situation. Questionnaires and
heart rate were used to quantify the level of stress felt by the user. A
deeper analysis of the feelings and the level of stress felt in real time
in the VR environment could help the designer know how to influ-
ence user experience which can in turn be used to improve training
systems. Hurd et al. [6] and Wu et al. [10] respectively created a
VR system designed to train users with amblyopia disability and to
train users to perform pin pong spin technique. An analysis of the
attention during the training could let the designer know precisely
what are the weak points and difficulties of the user to provide
them with more personalized training as in Lang et al. [7] where
the system learns the driving habits of the user in order to create
a personalized training program. As amblyopia training is usually
long and repetitive, an analysis of the experience could help detect
exactly what motivates the user and use it to make the experience
more entertaining. In the paper of Hochreiter et al. [5] mentioned
previously studying the impact of mismatching VR environments
on arousal, tests are made in a free exploration environment. A
well-controlled environment would help the designer make sure
no other factors external to the experiment interfere on the user
behavior and the subsequent analysis.

There are very few works on the modelization of the lived ex-
perience in VR. Bouville et al. [1] built the system #FIVE on the
modelization of interactive VR environments by the annotation of
elements composing the environment with properties, similar to
GUsT-3D ontology part presented in part 4 however without the
creation of a DSL. [9] worked on a prototyping workflow for AR
applications, immersing the designer in the modelized experience
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Figure 2: Implementation of the three senses of embodiment
in GUsT-3D

with a miniature physical representation of the AR experience. By
showing the designer a visualization of how the user will perceive
and live the experience, this work helps improve the intersubjec-
tivity between the designer creating the experience and the user
living it. Xue et al. [11] created a workflow to analyze user physical
and emotional behavior over time using physiological sensors, eye
tracking, and questionnaires. Answering relatively similar research
questions as ours on the analysis of user lived experience immersed
in a VR context. This work, however, analyzes user experience
watching 360° videos, where the exploration of the environment
is more linear than that in VR game, since the users can only turn
on the spot, making the investigation relatively different as the
perception gap problem become easier to handle.

My next readings will be focused on SIGCHI and EICS confer-
ences, on the thematic of ontology and intersubjectivity in order to
find efficient ways to help the designer transmit their vision of the
experience through the VR environment to the user such as Zhao
et al. [12], who show efficient ways to attract the attention of the
user on certain elements in order to help the user or orient their
experience in the direction desired by the designer.

4 METHODOLOGY AND PRELIMINARY
RESULTS

We created the GUsT-3D system to seek answers to the research
questions. Divided into three components inspired from the three
senses of embodiment from Dourish’s work [3] as shown in Figure
2. It is composed of an ontology component for the creation of an
interactive environment understandable by both the user and the
designer, an intersubjectivity component allowing the designer to
control and guide the user experience in the VR environments and
an intentionality component recording multiple elements about
the user and the environment during the scenario and providing
visualization about the users logs to the designer to help them with
the analysis of the user embodied experience. The GUsT-3D system
is developed on Unity using the C# language.

The ontology component intervenes in the design of an in-
teractive scenario, defining the way each object composing the
environment can interact with other objects of the environment
and with the user. The DSL establishes an important basis of under-
standing in the experience. An important gap in perception could
be created here if the properties or possible interactions are not

properly defined and understood. This part allows the modification
of a domain specific language (DSL) vocabulary to fit designer’s
needs. The DSL is composed of three elements : the environment
properties (e.g., time and distance units, parameters regarding in-
teractive and affordance properties), user properties (e.g., height
of the body, parameters such as field of view and keybinding) and
the layers (i.e., type of objects understood by the vocabulary of the
DSL). The layers are separated in four categories :

• interactive layers describe objects including interaction prop-
erties with other objects of the environment and with the
user. For example, a 𝑓 𝑜𝑟𝑘 is a𝑚𝑜𝑣𝑎𝑏𝑙𝑒 object the user can
move while a 𝑡𝑎𝑏𝑙𝑒 is a 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 object on which others ob-
jects can be placed.

• navigation layers describe objects structuring space where
users progress, defining the navigation possibilities and con-
straints in the VR environment. For example, a 𝑔𝑟𝑜𝑢𝑛𝑑 de-
fines a localisationwhile a𝑑𝑜𝑜𝑟 is an 𝑒𝑛𝑡𝑟𝑦𝑤𝑎𝑦 used to create
a link between two different localisations in space such as
𝐾𝑖𝑡𝑐ℎ𝑒𝑛 <=> 𝐵𝑒𝑑𝑟𝑜𝑜𝑚.

• environment layers are assigned to objects with special prop-
erties composing the environment, like a 𝑐𝑎𝑚𝑒𝑟𝑎 with it’s
own field of view or a source of 𝑙𝑖𝑔ℎ𝑡 .

• object layers are objects added by the designer using layers
from other categories as sub layers to extend the vocabulary
depending on their needs. The designer can for example cre-
ate a 𝑠ℎ𝑒𝑙 𝑓 , composed of two sub layers from the interactive
categories, 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 and 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟 , meaning that a shelf can
have 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑖𝑛𝑔 and 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 interactions with objects
composing the environment.

Once the vocabulary needed by the designers has been defined,
it will be used to annotate objects composing the VR environment
with layers to describe it as an interactive environment, similarly
to the system #FIVE [1]. This allows us to create an ontology to
make a semantically understandable 3D interactive environment
for both the user and the designer. This ontology is then used for
both remaining parts of the system.

The intersubjectivity component acts in creation of tasks and
the guidance of the user, in order to orient their experience, allowing
the designer to have a better perception of the user experience
and how to help them properly. The ontology of the annotated
environment is used for the design of game scenarios. A scenario
is a list of tasks, each task with one objective the user will have to
achieve. A short scenario could be composed of two tasks :

(1) 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒 a 𝑓 𝑜𝑟𝑘 placed on a 𝑡𝑎𝑏𝑙𝑒 (𝑠𝑢𝑝𝑝𝑜𝑟𝑡 object) in the
kitchen,

(2) 𝑠𝑡𝑜𝑟𝑒 the 𝑓 𝑜𝑟𝑘 in a 𝑠ℎ𝑒𝑙 𝑓 (𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟 object) in the kitchen.
The system is composed of a query language to provide help for
each task to the user depending on their need and attention. Queries
are structured as follows :
[How many/where is]+[an object/a layer]+[a constraint (e.g.,
on an object, at a localisation)]+[(the object/the layer X)]
It can be used to find precise elements needed by the the user in
the scenario above like this :
Where is + fork + on a + table + in the localisation + kitchen
The designer could decide then to provide different guidance to
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help the users after certain conditions if they couldn’t find the fork
by attracting their attention on the right direction using method-
ologies presented in the paper [12] such as guideline or highlight.

The intentionality component is used by the designer to anal-
yse the user experience, to support designers on the understanding
of user reaction and interaction during playtime. Logs are recorded
over time during the experience on multiple metrics, regarding the
environment (e.g., where they are, what are they interacting with,
gaze, motion) and how they felt (e.g., skin conductance, heart rate)
to analyze their emotions and intentions. This part provides some
statistics and correlation analysis on this data in order to provide
meaningful information to the designers by making the link be-
tween the observed experience (what they did) and the observed
feelings (what they felt). The designer can for example observe that
at a precise moment during the experience, the user saw a spider,
and at the same moment they observe a spike in skin conductance,
rise in heart rate, or longer fixation, potentially meaning that the
user was surprised by a spider. This allows designers to fully un-
derstand how the user lived the experience. Visualisation methods
are created such as graphs or heat-maps to provide efficient ways
to communicate relevant information to the designer.

Thus, this system allows creation of an ontology understandable
by both the designer and the user with a fully annotated environ-
ment with clear properties and interactions possibilities. It create a
strong intersubjectivity by allowing the designer to build a guided
scenario and orient the user in the VR environment to reduce the
possible gap of perception of the experience between them. Finally,
the intentionality part provides the designer an in-depth analysis
tool with visualisation to understand the embodied experience of
the user during the scenario and use these informations as feedback
to improve the experience and provide better guidance.

In it’s current state, GUsT-3D allows the creation of an ontol-
ogy with layers and environment properties, annotation of objects
composing the VR environment and the creation of scenarios : a
list of tasks to achieve in a precise order with goals such as going
somewhere, taking something, etc. Guidance of the user is based
on the time spent on a task. Records of the user experience includes
interactions of the users with the VR environment (where they are,
what object they interact with, what they are looking at, etc.).

5 ONGOING ACTIVITIES
To assess the effectiveness of the tool in it’s current state, we con-
ducted user tests with several designers with experience in creating
3D environments. The purpose of this study was to improve GUsT-
3D by collecting feedback from potential designers who would be
using the system. For this, we carried out individual tests in the
form of interviews on the creation of a serious game in an indoor
environment (a house composed of three rooms). We recruited 6
expert users (3 men 3 women). The average number of years of
experience of participants in the development of immersive 3D
applications is 3 years (min 1, max 7). Regarding experience with
tools available on the market, the 6 participants declared having ex-
perience with Unity and some have experience with other software

such as Blender and Unreal Engine. The interview was composed
of three stages: presentation of the study, demographic questions,
then a simulation with and without our tool in order to evaluate
several elements of it. Due to the sanitary situation, the interviews
were carried out by video conference, therefore the users did not
interact directly with the system. First, we provided the participant
with an environment consisting of 3 rooms: a kitchen, a bedroom,
and a garage. Participants were then asked to rate the perceived
ease of use of the tool to complete the following goals:

• Environment Annotation: adding and annotating an ob-
ject to an existing environment in order to add interactive
properties to it.

• Create an interactive scenario: defining the tasks that the
user must carry out in the scenario (i.e., go to the bedroom,
take the lamp placed on the desk, go in the kitchen, place
the lamp on the table).

• Analysis of the user experience: questioning and visual-
izing the recordings created during the scenario in order to
observe and analyze the user experience.

Overall, participants found that the tools made the workflow more
efficient and responses were positive. Participants with more ex-
perience in 3D development were more critical of the flexibility
of the tools. They indicated that depending on the scenario and
the environment they were trying to create, they could potentially
be restricted by the limitations imposed by the tool. We also ob-
served that the most difficult step, the creation and management of
a game scenario presented a steeper learning curve, but with no-
table efficiency. These results have been presented at the conference
JFIG 2021 (Les Journées Françaises de l’Informatique Graphique),
and has been accepted for publication in PACM HCI and will be
presented at ACM EICS 2022.

6 CONCLUSION AND FUTUREWORK
This doctoral thesis aims at the improvement of VR experience
creation, analysis and understanding by providing a workflow in-
spired by Dourish’s work [3]. This workflow would help research
in multiple domains where the understanding of the user behav-
ior is essential (e.g., IT, health, neurosciences). The next steps on
GUsT-3D will be focused on the extension of the DSL in order to
create more complex game scenarios with help provided focused
on specific metrics like attention of the user with eye-tracking, for
example when crossing a road, to make sure the user saw the traffic
light beforehand. Records of physiological sensor data will be added
to the recorded logs and analyzed by the system in relation with
the other data in order to make a link between what the users did in
the environment and how they felt during the scenario to provide a
snapshot of the embodied experience felt by the user over the time
to the designer in the form of: at the second 22 of the experience,
the user was at the sight of a pink flower. A user experiment will
be conducted using the more advanced version of GUsT-3D to test
its efficiency, using physiological sensors (skin conductance, heart
rate) and motion records (head motion, eye-tracking) to validate our
first hypothesis and to see what metrics are shown to be effective
in reducing the gap of perception between a user and a designer.
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