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Abstract—Parallel file systems are at the core of HPC I/O
infrastructures. Those systems minimize the I/O time of applica-
tions by separating files into fixed-size chunks and distributing
them across multiple storage targets. Therefore, the I/O perfor-
mance experienced with a PFS is directly linked to the capacity
to retrieve these chunks in parallel. In this work, we conduct an
in-depth evaluation of the impact of the stripe count (the number
of targets used for striping) on the write performance of BeeGFS,
one of the most popular parallel file systems today. We consider
different network configurations and show the fundamental role
played by this parameter, in addition to the number of compute
nodes, processes and storage targets.

Through a rigorous experimental evaluation, we directly con-
tradict conclusions from related work. Notably, we show that
sharing I/O targets does not lead to performance degradation and
that applications should use as many storage targets as possible.
Our recommendations have the potential to significantly improve
the overall write performance of BeeGFS deployments and also
provide valuable information for future work on storage target
allocation and stripe count tuning.

Index Terms—Parallel file system, parallel I/O, BeeGFS, I/O
performance, performance evaluation, stripe count

I. INTRODUCTION

In high-performance computing (HPC) platforms, the su-
percomputers, thousands of compute nodes work together
to solve large problems. As these platforms evolved over
the years, the I/O performance has grown at a slower pace
than processing power, which caused many usually compute-
intensive applications to start spending a large portion of their
execution time on I/O operations. That problem is becoming
even more relevant with the emergence of data-intensive HPC
applications [4], [14], [18], [26].

At the core of a supercomputer’s I/O infrastructure is the
parallel file system (PFS). It is deployed over a set of dedicated
servers shared by all the running jobs. These data servers,
often called Object Storage Servers (OSS), store data in one
or more Object Storage Targets (OST): logical volumes that
represent storage devices. Files are typically separated into
fixed-size portions and distributed across the storage targets in
an operation known as striping. Then, parts of each file can be
obtained from the targets in parallel for increased performance.

BeeGFS is such a parallel file system. According to data
compiled by the OpenSFS group, in the IO500 list from
November 2019 [1], [2], BeeGFS was present in 20% of the
submissions, second only to Lustre with 29%.

* The authors are presented in alphabetical order.

The performance observed when accessing a parallel file
system is known to depend on the correct tuning of its
parameters, including stripe size and count [8], [12], [19], [33].
In this work, we are interested in the impact of the number
of OSTs (the stripe count). That is important because data
is written to (or read from) the different targets in parallel, so
more targets mean more parallelism, but too many targets may
mean too much communication overhead. Differently from
other PFS, such as Lustre, where users can easily configure
the striping per file, in BeeGFS the stripe count is set by the
administrator on a per-folder basis, hence a value must be
chosen that is suitable for most applications. Moreover, since
the PFS is shared, a large stripe count may force applications
to share the storage targets, which could cause congestion. Our
motivation behind studying this parameter is to quantify and
qualify the congestion caused by sharing OSTs, and then to
see how much congestion could be mitigated by some policy
that adapts the stripe count of each application.

Some related work has focused on characterizing BeeGFS’
performance in different contexts. Brzenski et al. [9] studied
the impact of parameters such as the transfer size and the
number of processes, seeking to optimize I/O performance
of geophysical applications. Mills et al. [19] also evaluate
BeeGFS as part of a solution to maximize the performance of
scientific data transfer between different clusters. The authors
compared different parallel file systems and concluded that
BeeGFS showed the best performance in terms of throughput.

Nevertheless, to the best of our knowledge, Chowdhury
et al. [12] were the only to evaluate the impact of the
number of storage targets in this PFS’ performance. From
their results, obtained in an OLCF system called Catalyst,
they concluded that increasing the stripe count has limited
benefits for application performance. In their system, which
has 24 targets in 12 servers, they point to 4 as the “reasonable”
number of storage targets to use per application.

In this paper, we provide a thorough study of the impact
of the stripe count on write performance. We aim (i) to
reproduce some of their results on our local supercomputer;
(ii) to give a more general and systematic methodology for
conducting such evaluations on other systems, including in
the presence of interference; (iii) to provide recommendations
on tuning this value (i.e. to answer what should be the default
stripe count in any BeeGFS system). Our results contradict
some of the recommendations by Chowdhury et al. [12]:
through an extensive analysis, we point some key parameters



that were neglected in their study and that can explain the
difference in observations. Our main contributions are:
• Based on a comprehensive evaluation of BeeGFS in

two versions of a system (using different networks),
we characterize its write performance and especially
the impact of the stripe count. Our findings contradict
recommendations found in the literature and indicate how
many storage targets should be used by default.

• We demonstrate the importance of network speed, often
neglected when discussing I/O performance, and how
it can completely change the observed behaviors. Our
results also highlight variability and its importance when
conducting an I/O performance evaluation.

• We present a methodology that can be applied in other
systems to gather insights about their PFS. For instance,
our conclusions led the system administrators of the
machine we used, PlaFRIM, to change its default BeeGFS
parameters. We estimate that change will transparently
increase I/O performance of applications by up to 40%.

• By studying the impact of stripe count when multiple ap-
plications share the I/O infrastructure, we show that shar-
ing storage targets to not negatively impact performance,
and hence that policies that seek to adapt applications’
stripe count would not improve write performance.

The remainder of this paper is organized as follows. Sec-
tion II gives a brief overview of BeeGFS and its main compo-
nents. Section III presents our evaluation methodology. Results
and discussions are presented in Section IV and Section V
talks about related work. Finally, Section VI concludes the
paper and introduces future directions.

II. BEEGFS
BeeGFS is an open-source parallel file system originally

developed at the Fraunhofer Center for High-Performance
Computing. The system was designed with a strong focus
on performance, scalability, and usability [5], [9]. It can be
deployed at any Linux-based computing system and works
with several local file systems, such as ext4, xfs, or zfs. As
depicted in Figure 1, the components of BeeGFS are divided
into four categories: client (blue, on the top), management
(green, on the left), metadata (yellow, on the bottom-left), and
storage (red, on the bottom-right).

The Management Server (MS) maintains a list of all system
components, including their status, capacity, and localization.
It is responsible for ensuring that the PFS parts can find each
other. As shown in the bottom left of Figure 1, the metadata
management in BeeGFS uses two distinct components. The
first one, called Metadata Server (MDS), is a service respon-
sible for handling the metadata operations over an exclusive
portion of the file system tree. An unlimited number of MDS
can be used, operating on different portions. The second
component is the MetaData storage Target (MDT), which
stores the metadata on a storage device, typically an SSD.
Each MDS can have precisely one MDT.

Similarly, data storage is also composed of two components:
the Object Storage Servers (OSS) and the Object Storage
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Fig. 1: Logical components of the BeeGFS software architec-
ture (figure inspired by [12, Figure 1]).

Targets (OST). The OSS is the service responsible for keeping
files’ data, while the OST handles the actual storage to devices
through a local file system. The storage device used by an OST
is typically a RAID-6 array of six to twelve hard disks [?].
As can be seen in Figure 1, differently from the MDS, each
OSS can have more than one OST.

As stated in the previous section, when a new file is created,
it is striped and distributed across the storage targets. In
BeeGFS, striping is defined by two parameters set on a per-
directory basis: the stripe count, which defines the number
of storage targets to use; and the stripe size (the size of each
portion of the file). By default, the OSTs used to store each file
are randomly chosen. However, other heuristics can be used.
For example, the targets can be selected in a deterministic
round-robin fashion. As we will see in Section IV, depending
on the stripe count, the used target selection heuristic can
contribute to the observed I/O bandwidth.

Finally, the File System Client (FCS) is a kernel module that
allows for mounting the remote file system and that exposes
some useful functions. Note that the term “server” in BeeGFS
does not refer to a physical machine but to a Linux process.
That differentiation is important because different servers are
generally executed on the same physical machine (for example,
an OSS and a MDS on the same physical server). Still,
throughout this paper, we use the term “storage server” to
refer to a physical machine running an OSS. In the same way,
the term “computing node” refer to a machine where one or
more processes belonging to an application are running.

III. METHODOLOGY

In this section we describe the experimental methodology
we applied for this study of BeeGFS performance: the platform
(Section III-A), the benchmarking tool and the used parameters
(Section III-B), and the execution protocol (Section III-C).

All scripts used for our tests as well as their results
are available and documented at https://gitlab.inria.fr/hpc io/
beegfs evaluation.

A. Experimental environment

All experiments presented in this work were conducted in
PlaFRIM, a 192-nodes experimental platform located at the
Inria Bordeaux research center. Specifically, we used the Bora
cluster, whose nodes are each powered by two 18-core Intel

https://gitlab.inria.fr/hpc_io/beegfs_evaluation
https://gitlab.inria.fr/hpc_io/beegfs_evaluation


Xeon processors, 192 GiB of RAM memory, and run CentOS
7.6.1810 with Linux kernel v3.10.0-957.el7.x86 64.

In addition to users’ homes (on NFS), a parallel file sys-
tem storage with BeeGFS [5] v.7.2.3 is available for all of
PlaFRIM’s clusters. BeeGFS is deployed over two hosts, used
for both data and metadata. Each host executes one OSS
with four OSTs and one MDS. Each OST uses 12 Toshiba
AL15SEB18EQY HDDs, each with 1.8 TB of capacity and
running at 10,000 RPM, the 12 organized in RAID-6. On
the other hand, each MDS has one MDT with two Samsung
MZILT1T6HAJQ0D3 SSDs of 1.6 TB organized in RAID-
1. The total data storage capacity of the deployed system
available to the clients is 131 TB. In PlaFRIM ’s current
setup, files are written with stripe count of 4 and stripe size of
512 KiB, and the OSTs are selected in a round-robin fashion.
This OST allocation heuristic is not the BeeGFS’ default:
the vendor’s team set it up when delivering the system (after
benchmarking it). The impact of this choice in our results and
what they would be with other heuristics will be discussed in
Section IV.

PlaFRIM’s nodes and storage servers are connected by a
10 GBit/s Ethernet network. Additionally, Bora nodes also
share a 100 GBit/s Omnipath network that includes the PFS.
Since PFS performance is limited by the slowest component in
the I/O path, these networks represent two distinct scenarios of
execution. In Scenario 1, using Ethernet, the network speed is
slower than the storage components, limiting I/O performance.
In Scenario 2, the speed of the Omnipath is greater than that
of the storage components, so the latter are the most important
factor for performance. In both scenarios, the Bora nodes
were connected directly to the BeeGFS hosts through a switch
(models Dell S4148F-ON and Dell H1048-OPF for Ethernet
and Omnipath, respectively).

B. Benchmarking tool

We generated all tests using IOR [7] version 3.4 compiled
with GCC v.4.8.5. IOR is a benchmark tool that measures the
performance of I/O operations considering different parame-
ters such as the file size, the transfer size and the number of
segments. On the survey presented by Boito et al. [8], IOR
was the most used benchmark for research on HPC I/O. It is
also the main benchmark used for the IO500 list [1].

Each experiment consists of multiple IOR executions, i.e.
we do not use the “-i” option that asks IOR to repeat the
experiment multiple times. We chose to do that to avoid warm-
up effects. Moreover, we used the POSIX interface and 1 MiB
transfer size, which is aligned to stripe size and large enough
(compared to the default stripe size) to require more than one
OST to be accessed for each request.

We focus on write performance because that is when the
stripe count is more relevant: once files are written, changing
the stripe count requires data migration between targets. Al-
though extending our conclusions to read performance will be
the subject of future work, based on the results by Chowdhury
et al. [12], we expect the observed behaviors to be the same.
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(a) Scenario 1: network is slower than storage
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Fig. 2: Impact of the data size on I/O bandwidth. A stripe count
of 4 was used in this experiment. The blue dotted line is the
mean of 100 repetitions, and the shadow shows the difference
between the maximum and minimum values. The y-axes do
not start at zero and are different in each plot.

To limit the impact of metadata overhead in our results —
because we are only interested in the number of OSTs —
we used a shared-file strategy (N-1). In each test, application
processes write to contiguous portions within a shared file.
Contiguous access was selected because we wanted to analyze
our system in a peak performance state, in order to isolate the
impact of the studied parameters on performance.

1) Amount of data: To reach the aforementioned peak
performance state, it is important to select a “large-enough”
data size (which corresponds to the file size when using the N-
1 strategy). That is the case because small accesses are more
impacted by latency than by data access bandwidth.

To find that “large-enough” size, we conducted a first
experiment using 32 processes on 4 nodes. Figure 2 presents
the obtained results. The first thing to notice is that small
data sizes have lower overall performance but also higher
variability, which is another reason why it was important to
properly select the data size. We can see that in both scenarios



performance stabilizes starting from a size between 16 and
32 GiB. Based on these results, we used a total size of 32 GiB
for all other experiments.

C. Execution protocol

Since PlaFRIM is a production system, we designed an
execution protocol aiming to minimize the influence of (i) I/O
operations issued by other users during our tests; (ii) transient
events in the machine that would temporarily lower network
and/or I/O performance; (iii) caching on the clients and on
the file system servers; and of (iv) the well-documented high
variability of I/O performance [11], [17], [21], [24], [27].

In order to do that, we try to cover multiple system states
for each of the tested configurations by following these steps:

1) we generated a list of all benchmark runs containing
100 repetitions of each of the different experiments;

2) that list was then divided into blocks of ten executions;
3) the list of blocks was executed (one test run at a time so

we do not influence our own results) in a random order;
4) between blocks, a randomly selected waiting time (be-

tween 1 and 30 minutes) is imposed.

IV. RESULTS

This section presents our analysis of BeeGFS performance.
We evaluate the impact on performance of the number of
compute nodes in Section IV-A and of processes per node in
Section IV-B. This initial study has the goal of determining the
right parameters to be used when evaluating the impact of the
number and placement of storage targets, but it is presented
here mostly because it leads to interesting conclusions and
justifies differences between our conclusions and the ones
by Chowdhury et al. We then discuss the impact of number
and placement of OSTs in Section IV-C, and of concurrent
accesses (by multiple applications) in Section IV-D.

A. Computing nodes

We expect I/O performance to increase (up until some point)
with the number of used compute nodes and/or processes
because (i) a storage device’s peak performance is usually only
reached at a certain parallelism level (number of concurrent
accesses), and (ii) not using enough nodes may limit network
performance [28]. Figure 3 illustrates this second argument.
Assuming all links have the same capacity B, when N
nodes are used to access M servers from the PFS, network
performance is limited by M × B only when N ≥ M ,
otherwise the limitation is N ×B.
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Fig. 3: N compute nodes concurrently access M OSSs
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(a) Scenario 1: network is slower than storage
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Fig. 4: Evolution of the I/O bandwidth according to the number
of compute nodes in scenarios 1 and 2 using 8 processes per
node. The dotted line connects the mean bandwidth values,
while the blue dots represent individual executions. The figures
are not in the same scale of bandwidth, the y-axes do not start
at zero, and the x-axes are different in the two plots.

For these reasons, we first evaluate how the number of
computing nodes impacts the I/O bandwidth in both scenarios.
For this experiment, we used eight processes per node and
varied the number of nodes. The total file size is always
of 32 GiB, therefore the amount of data written per process
is adapted accordingly. For example, with one node each of
the eight processes write 4 GiB, and with eight nodes the
64 processes write 512 MiB each. For all experiments in these
first part (Sections IV-A and IV-B), the default stripe count of
4 was used.

As can be seen in Figures 4a and 4b, in both scenarios
the bandwidth initially increases when more nodes are used
to perform I/O. In scenario 1, the bandwidth goes from an
average of ∼880 MiB/s with one node, and reaches a plateau
of ∼1460 MiB/s when N = 4. In the second scenario, it goes
from ∼1631.5 MiB/s with one node and reaches a plateau of
∼6100.2 MiB/s with 16 nodes. One thing to notice is that the
bandwidth observed in the second scenario is generally higher
than for the first scenario because of the faster network. The
second scenario shows the speed of the storage infrastructure
of PlaFRIM. For the same reason (no longer being limited by
the network), in the second scenario more nodes are required



to achieve the peak performance.
If we ignore all overhead possibly caused by other elements

in the I/O path, we know that the I/O bandwidth in scenarios
1 and 2 cannot exceed the aggregated bandwidth of the two
links leading to the two storage servers (∼2500 MiB/s and
∼25000 MiB/s for scenarios 1 and 2, respectively). However,
as shown in Figure 4, the I/O bandwidth is always far below
those limits in both cases. In scenario 1, the main reasons for
such low bandwidth are related to the OST allocation. We will
discuss that in Section IV-C, but for now, let us concentrate
on the behavior of the bandwidth regarding the number of
computing nodes.

Lesson learned #1
Our results show that the number of compute nodes can
limit I/O performance regardless of the network speed.
Indeed, in scenario 2, where the storage performance is what
defines performance, more compute nodes were required
than in scenario 1, and the impact of using them was heavier
(270% instead of 64%). Still, the literature shows that many
scientific applications use a single node for I/O [26].

Therefore, the number of compute nodes needs to be con-
sidered in the performance evaluation of other parts of the I/O
path. If not enough nodes are used, the low performance may
hide some interesting behaviors. That is probably the case of
one of the results presented by Chowdhury et al. [12, Figures
5 and 6], where the authors concluded the impact of the stripe
count on the bandwidth was negligible while evaluating with a
single compute node. We believe that the insufficient number
of nodes caused the actual effect of the number of OSTs on
their experimental platform to not appear in their results.

Lesson learned #2
Finding the number of computing nodes that leads to the
maximum I/O performance should be the first step in
evaluating a PFS. Otherwise, the low bandwidth can hide
the effects caused by other parameters, such as the number
of OSTs.

B. Number of processes per node

As we use two storage servers, we expect two computing
nodes to be enough to reach peak performance, at least when
limited by network performance (scenario 1). However, as
shown in Figure 4, four nodes are used to achieve the plateau
in the first scenario, and 16 in scenario 2. In these experiments,
since the same amount of data is always used, the only
difference between different numbers of nodes is that more
requests are generated concurrently to the servers, i.e. there
is more available parallelism. That means that the increased
performance observed when using more than two compute
nodes comes from the higher parallelism at the storage system.

A natural conclusion from that observation would be that,
as long as we use more than two nodes, we could increase the
number of processes per node to decrease the number of nodes,
since that would generate a similar parallelism level. To test

that hypothesis, we included experiments using 16 processes
per node. Results are presented in Figure 5, and show that
the behavior regarding the number of compute nodes does not
change. In fact, the bandwidth remains very similar, with a
slight degradation in scenario 2.

One possible explanation of this is intra-node con-
tention [13], caused by the processes inside each node com-
peting for access to the network interface, memory, BeeGFS
client, etc. More investigation is needed to determine if that
behavior comes from limitations in the BeeGFS client’s ability
to handle parallel accesses. Chowdhury et al. [12, Figures
5 and 6], reported a similar behavior regarding the number of
processes (although they evaluated it with a single compute
node).

Lesson learned #3
The numbers of processes and nodes have independent ef-
fects on performance, meaning that both must be considered
when evaluating I/O performance.

C. Object Storage Targets

Next, we evaluate the impact of the stripe count on perfor-
mance. Based on the results observed in the previous sections,
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Fig. 5: Impact of the number of compute nodes on I/O
bandwidth with different numbers of processes per node. The
dots represent individual executions, while the dotted lines
connect the mean values. The x-axes and y-axes are different
in the two plots, and the y-axes do not start at zero.
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Fig. 6: I/O bandwidth for different numbers of storage targets
(stripe count). The red dots represent the bandwidth values of
the individual 100 executions. The figures are not in the same
scale of bandwidth and the y-axes do not start at zero.

we use 8 compute nodes for scenario 1 experiments, and 32
nodes for scenario 2, in both cases using 8 processes per node.

Figures 6a and 6b present the I/O bandwidth observed with
all possible numbers of targets in PlaFRIM. We can see this
parameter can have a heavy impact, changing performance
from ∼1100 MiB/s to ∼2200 MiB/s in the first scenario,
and from ∼1760 MiB/s to ∼9000 MiB/s in the second one.
However, we can also notice that both cases present very
distinct behaviors.

1) Scenario 1 (performance is limited by network): In the
first scenario, two distinct effects stand out. The first one is that
in most cases, the reported I/O bandwidth presents a bi-modal
behavior. That is the case when 2, 3, 5, and 6 OSTs are used.
The second behavior to notice is that the peak performance
— ∼2200 MiB/s — is reached only when the stripe count is
equal to 2, 6, or 8. Therefore, in scenario 1, the default striping
pattern with 4 OSTs (also recommended by Chowdhury et
al. [12]) keeps the I/O performance of PlaFRIM below 50%
of the peak.

To understand this behavior, we analyze the relationship
between target selection and I/O bandwidth. As discussed
in Section III-A, PlaFRIM’s storage infrastructure has two
servers (OSS), each with four targets (OSTs). Let Si be the
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Fig. 7: Example of an OST allocation with four targets and
placement of (1, 3)
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Fig. 8: Box-plots of performance according to OST allocation
in scenario 1 (network is slower than storage). Generated from
the data presented in Figure 6a. The y-axis does not start at
zero.

set of OSTs used in the ith server during an I/O operation.
We represent the OST allocation by the number of targets
selected in each server as (min,max), such that min =
minimum(|S1|, |S2|) and max = maximum(|S1|, |S2|). For
example, Figure 7 illustrates a possible allocation of four
targets: one in the first server and three in the second one,
which we represent as (1, 3).

Using this (min,max) notation, we separated data from
Figure 6a by their OST allocation and generated the box-
plots presented in Figure 8. Interestingly, we can see that
performance increases with the min/max ratio. Moreover,
the actual number of targets does not have any impact, seeing
as (0, 1), (0, 2), and (0, 3) have very similar performance. The
same can be said for (1, 2) and (2, 4), and to (1, 1), (3, 3), and
(4, 4). Essentially, the highest performance is reached when
the number of targets is the same in both servers. In contrast,
the lowest performance happens when just one of the servers
is used.

To illustrate that behavior, we consider the case where two
targets are used. In this case, there are two possible allocations:
(0, 2) and (1, 1). Figure 9 shows what happens in both cases:
since in scenario 1 the performance available from each server
is limited by the network link leading to it, using both servers
in a balanced way (i.e. the same amount of data is written to
both) leads to the best possible performance.

The bi-modal behavior observed for some numbers of tar-
gets come from different allocations that are made by BeeGFS
in different repetitions of the experiment. Although the default
striping with 4 OSTs could have the balanced placement (2, 2),
we do not see it in Figure 8 because it never happened in
100 repetitions of our experiment. The round-robin heuristic
used in PlaFRIM always makes a (1, 3) allocation: (101, 201,
202, 203) or (204, 102, 103, 104). Comparing the performance
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Fig. 9: Performance for Scenario 1 (network is slower than
storage) when writing 32 GiB to two storage targets depending
on the allocation. The x-axis represents time, and the y-axis
represents the bandwidth available from each server (i.e. the
capacity of the network link to that server).

of that allocation to the (3, 3) that always happens with six
targets, the latter increases bandwidth by more than 49%.

Some of the observed behaviors happen because of the use
of the round-robin OST allocation heuristic. For example, as
previously stated, a stripe count of 4 always results in a (1, 3)
allocation. If a random selection of OSTs were to be used
instead, then all other allocations would be possible, including
the balanced (2, 2) that would result in peak performance.
Nonetheless, it is important to notice that does not mean that
the stripe count of 4 would always reach peak performance.
Its performance would actually have a high variability, with
the best case being as likely as the worst case.

Lesson learned #4
When the network speed limits the I/O performance, the
main factor that impacts the I/O bandwidth is not the
number of used targets, but rather the load balance of target
allocation among the storage servers. A selection heuristic
that picks the same number of targets in the storage servers
would be the best choice. Without changing the heuristic,
the maximum number of storage targets (eight in our case)
can be selected as the default stripe count in order to achieve
peak performance every time.

There is another important thing to notice from results in
Figure 6a : the impact of our experimental methodology in our
conclusions. All our experiments were repeated 100 times and
we looked at all the points, not only their mean or median. If
we had executed these tests only once or even a few times,
because some (min,max) allocations are more frequent than
others, or even if we had simply calculated and plotted the
mean bandwidth without looking at the data, we could tell a
different (and inaccurate) story.

Lesson learned #5
It is always good practice to repeat experiments multiple
times, but that is especially true when evaluating I/O be-
cause of the large number of variables that affect results.
Moreover, one should be careful when summarizing data
points by their mean as that can hide interesting and relevant
behaviors.

2) Scenario 2 (performance is limited by the storage sys-
tem): As we can see in Figure 6b the bi-modal behavior
seen in scenario 1 is not present in scenario 2. Instead, the
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Fig. 10: Box-plots of performance according to OST allocation
in scenario 2 (storage is slower than network). Generated from
data presented in Figure 6b. The y-axis does not start at zero.
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Fig. 11: Mean values of the I/O bandwidth in scenario 2
according to the number of compute nodes, and considering
multiple stripe counts.

bandwidth increases almost linearly with the number of OSTs
and presents a high variability. When increasing from 1 to
8 storage targets, the mean bandwidth was increased by more
than 350% (from ∼1764 MiB/s to ∼8064 MiB/s), while the
standard deviation increased in more than 460% (from 139.8
to 787.9).

That variability is caused by the performance variation of
the storage devices [10]. Once the performance of the I/O is
limited by the storage devices‘ speed and not by the network,
any performance variation on those devices will reflect in the
I/O bandwidth.

The OST allocation for scenario 2, shown in Figure 10,
confirms that the number of OSTs is the most important
parameter in this case. Figure 10 also shows that well-balanced
placements, such as (1, 1), (3, 3), and (4, 4), have in general a
better performance than unbalanced placements with the same
number of targets. For example, the average bandwidth for
the well-balanced placement (3, 3) is 10.15% higher than the
unbalanced placement (2, 4). Thus, although the impact of the
placement is not so evident as in scenario 1, selecting the same
number of OSTs in each storage server is still the better choice.

In this section, we used 32 compute nodes for scenario 2



while Section IV-A had shown 16 to be enough. That choice
was made because of the results presented in Figure 11, where
we repeated those experiments in scenario 2 but with different
numbers of OSTs (4 had been originally used). This shows that
with more storage targets higher peak performance is available,
but that performance can only be achieved with more compute
nodes.

Lesson learned #6
In contradiction with earlier findings [12], adding more
OSTs in BeeGFS does indeed lead to more performance in
the case where I/O performance is not limited by the net-
work. Moreover, the number of computing nodes required
to reach peak performance depends on the stripe count.
Although at a small impact, when compared with scenario 1,
the well-balanced target allocation is also the better choice
in scenario 2. As in scenario 1, the maximum number of
targets (8 in our case) allows for the best performance that
does not depend on target allocation.

D. Impact of concurrent applications sharing OSTs

The evaluation of the impact of stripe count on performance
for both considered scenarios has concluded that performance
is linked to the number of OSTs (for scenario 2) and their
allocation in the servers (especially for scenario 1 but also
for 2). That being the case, a good strategy could be to
always use the maximum number of available targets, since
that (i) allows applications running on their own to achieve
peak performance; (ii) eliminates the impact of OST allocation
across servers; and (iii) is a simple recommendation that can be
followed without requiring similar analyses to be conducted on
other machines. Nonetheless, that strategy has a disadvantage:
by allowing all applications to use all storage targets, we
maximize how many targets they share. Therefore, in this
section, we investigate the impact of that on performance.
We focus on Scenario 2, where performance is limited by the
storage infrastructure, because we are interested in the impact
of sharing the OSTs.

Figure 12a presents results obtained when running two
concurrent applications, each using eight different compute
nodes (they do not share nodes), and increasing the number
of OSTs each application uses. Equation 1 explains how we
calculated aggregate bandwidth for these experiments, where
A is the set of concurrent applications, starti and endi are
the start and end times of application i ∈ A and voli is the
amount of data written by that application.∑

i voli
max
∀i∈A

(endi)− min
∀i∈A

(starti)
(1)

When the stripe count is 2, applications never, in 100 rep-
etitions, shared the same targets. In that situation, as can be
seen in Figure 12a, the aggregate bandwidth is compatible
with what was previously observed for a single application
using 16 nodes and 4 targets. With 4 and 8 OSTs being used
per application, the aggregate bandwidth continues to be very

similar — and even slightly higher — than what was achieved
by a single application with twice the number of nodes and
targets. In other words, even when all the targets were shared
by the two applications, global performance was not degraded.
The same behavior can be observed in Figures 12b and 12c,
where results obtained with 3 and 4 concurrent applications
are presented.

Another thing to notice from Figure 12 is that performance
achieved by each application is lower than what was observed
for the same application running by itself, and that difference
increases with the stripe count. We conclude that slow-down
in individual performance comes from sharing the available
bandwidth, and not from contention at the shared targets,
because that also happened in the tests where each application
used two targets (slow-down of up to 20%), and in those
tests they never shared OSTs. The fact that the difference is
higher for more applications and higher stripe counts simply
comes from the fact that more applications are sharing the
available bandwidth, and that with a higher stripe count the
single-application baseline is faster.

With two applications using four storage targets each, we
can separate results in two different cases. Because PlaFRIM’s
BeeGFS has only two possible OST allocations for a stripe
count of 4 — both (1, 3) — the two applications either did
not share targets (which happened in approximately two thirds
of our test repetitions), or they shared all four targets (the
remaining one third of results). Figure 13 shows individual
performance observed in both cases. A Welch two-sample
t-test was applied to compare the two groups (after testing
normality with the Kolmogorov-Smirnov test and assuming
different variances) and resulted in a p-value of 0.9031, which
does not allow to reject the hypothesis of the two means
being the same (in other words, we cannot conclude they are
significantly different).

Lesson learned #7
Our results suggest that sharing OSTs among concurrent
applications does not significantly impact I/O performance.
Of course, we expect performance degradation with a
large number of concurrent applications, but that situation
— having many concurrent applications that write large
amounts of data at the same time — is not very common
in a supercomputer [28].

It is important to notice we are not saying I/O performance
in general is never harmed when multiple applications compete
for the PFS, but that this degradation does not come from
sharing OSTs. Indeed, I/O interference has been shown to be
connected to metadata intensity [31], network behaviors [32],
and sharing other parts of the I/O stack [21].

V. RELATED WORK

I/O performance when accessing a parallel file system
depends on the non-trivial interplay of large number of pa-
rameters [27]. For this reason, some papers try to use machine
learning techniques to predict it [23], [29].
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Fig. 12: Performance of concurrent applications (in red), with different numbers of OSTs per application, compared to single
application executions with similar parameters (in blue). The stacked bars show the individual bandwidth of the applications,
and their aggregate bandwidth was calculated with Equation 1. Individual performance should be compared to the left, and
total/aggregated to the right. Each bar is the average of 100 executions, all results can be seen in the git repository.
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Fig. 13: Individual application performance when two con-
current applications access 4 OSTs each, separated by cases
where they are all the same or all different.

A considerable amount of work has studied the performance
of the Lustre parallel file system [3]. Shan and Shalf [22]
focused mainly on application-related parameters, such as the
transfer size and the number of processes. Wang et al. [27]
used logs to study the Lustre deployment of Cori, aiming
to identify applications’ I/O bottlenecks. They concluded the
aspects with most impact on performance are: number of
compute nodes, processes, and OSTs; and data size. They
also pointed unbalanced workload on OSTs as one of the root
causes for poor job performance. For the same system, Kim
et al. [15] proposed an algorithm that uses information from
previous application runs, such as number of processes and
of I/O requests, to dynamically adjust Lustre striping for each

job. In their results, performance was improved by 50%.

In [6], Behzad et al. present an auto-tuning framework to
adapt I/O stack parameters including Lustre stripe size and
count. For that, it keeps a database of I/O patterns, extracted
from applications, and non-linear regression models to find
the best parameters. Differently from their work, which is
more application-centered, our objective was to search for the
best general-purpose default stripe count, without relying on
previous knowledge about the applications, I/O profiles that
can be inaccurate, regression models that have some error,
etc.

Like us, Lawrence et al. [16] found that the best stripe count
for a single shared file is to use as many OSTs as possible.
Wan et al. [24] measured write performance when accessing
a single OST by an increasing number of concurrent applica-
tions, and observed there was no significant degradation. They
also pointed that load balance among OSTs is important. For
a result where bandwidth was multi-modal, authors argued
it was due to interference from other jobs. Wang et al. [25]
profiled two large-scale Lustre deployments and observed that
96% of jobs use the default stripe count, which is small in
these systems. In addition to studying a different file system,
although we reach some of the same conclusions, our work
differs from these because we further study the impact of OST
allocation, the role of network performance, and explain high
variability and multimodal behaviors. Moreover, in BeeGFS



the users cannot change stripe configuration as easily, which
makes the correct choice of the default values even more
important.

Xu et al. [30] proposed a tool for monitoring performance of
the Lustre file system, and then used it to evaluate performance
of MPI-IO collective read and write operations. They have
improved read performance by making each aggregator access
less storage targets, as they observed the concurrent accesses
led to more disk seeks. This highlights the importance of the
application characteristics for performance. In other words,
even with well-tuned PFS parameters performance can still be
jeopardized by an inadequate access pattern.

Being more recent, BeeGFS have been evaluated in a few
studies in the related literature. Morganti et al. [20] studied
— with benchmarks and bioinformatics applications — the
performance of BeeGFS deployed on low-power SoCs. They
did not focus on PFS parameters and kept the default values for
their experiments. Mills et al. [19] evaluated the components
involved in long-distance transfers of large datasets between
clusters, including BeeGFS. They experimented with different
numbers of OSSs (concluding that the higher, the better), but
used a single compute node (which may cause behaviors to
be hidden, as we discussed in Section IV-A) and did not study
the impact of other parameters such as the number of storage
targets, of compute nodes, and the network speed.

Brzenski et al. [9] aimed at optimizing I/O performance of
geophysical applications using PnetCDF to access BeeGFS.
Therefore, they evaluated different parameters, including com-
binations of MPI-IO hints. They were focused on a specific
type of application and not on a general case, like we are. Still,
they presented a result with three different stripe counts where
the higher was the better. Nonetheless, differently from us,
they did not consider target allocation, the number of compute
nodes and of processes per node, or network speed.

As previously said, to the best of our knowledge, Chowd-
hury et al. [12] is the closest work to ours, since they evaluated
the impact of the number of storage targets on the BeeGFS
performance. However, as we showed in this paper, we did
not reach the same conclusions. Our rigorous methodology,
and the fact we studied different network speeds and target
allocation, allowed us to identify important behaviors. Mainly,
we showed that the maximum possible stripe count should be
use for peak performance, and then showed that sharing targets
do not significantly degrades application I/O performance.

VI. CONCLUSION

In this work, we investigated the impact of storage target
allocation (number and placement) on write performance with
BeeGFS. Our main goal was to extend the state of the art [12]
(i) by obtaining guidelines that would be generic for any
system, and (ii) by investigating the possible role of a target
allocation policy. To do that, we conducted a comprehensive
performance evaluation using the well-known IOR benchmark
tool and studying the impact of the data size, the number of
compute nodes and of processes per node, the network speed,

the stripe count and the placement of OSTs in OSS. All of
these parameters were shown to play important roles.

Notably, we showed that using the maximum possible stripe
count is the best strategy, as lower counts are affected by the
placement of OSTs among OSSs. Moreover, in the scenario
where performance is limited by the storage components,
performance increases with the number of OSTs. That con-
clusion contradicts previous observations that advised against
that by citing limited performance improvements by adding
OSTs (which were observed in conditions that would hide their
impact) and a need to avoid sharing of targets by concurrent
applications. Nevertheless, we did not observe performance
degradation with up to 4 I/O-intensive concurrent applications.

In this analysis, we used a total data size large enough to
reach the system’s peak performance. The literature says that
lower stripe counts could be better to small file sizes [25].
Still, we believe the default value should benefit large accesses,
which are the most bandwidth-critical ones.

We estimate that the change in the default stripe size of
the system we used transparently increased applications’ I/O
performance by more than 40%. In addition to exploring
parameters often neglected in the literature, such as the net-
work speed, our results also highlight the importance of a
rigorous experimental methodology. The lessons learned from
our study provide important guidelines not only for BeeGFS
configuration, but for PFS performance evaluation in general.

Our conclusions are relevant for small to medium-scale
systems such as PlaFRIM, which are numerous. Future work
directions include testing their validity in larger scale systems,
especially with larger file system deployments, and with other
application access patterns, such as the file-per-process (N-N)
strategy.
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