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SUMMARY

This paper aims at validating the feasibility of an identification procedure, based on the use of the Hilbert
transform, by means of experimental tests for shear-type multi-degree-of-freedom systems. Particularly,
a three-degree-of-freedom frame will be studied either numerically or experimentally by means of
a laboratory scale model built at the laboratory of the Structural, Aerospace and Geotechnical Engineering
Department (DISAG) of University of Palermo. Several damage scenarios have been considered to prove
the effectiveness of the procedure. Moreover, the experimental tests have been conducted by considering
two different input loads: pulse forces, simulated by means of an instrumental hammer, and wide band
noise base inputs, by a shake table.
In the first section the damage identification procedure, proposed in recent works, is presented. The

procedure is based on the minimization of an objective function mathematically based on the properties of
the analytical signal and the Hilbert transform. Second section reports the experimental model geometrical
data and the data acquisition set-up as built in the DISAG laboratory. In Section 3, the results of the
experimental campaigns are presented and discussed having considered three damage scenarios. The
validated procedure has been proved to be able to not only detect damage even at early stage but it also needs
processing of only few samples of the structural response. Copyright r 2010 John Wiley & Sons, Ltd.
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1. INTRODUCTION

In the past forty years many researchers have focused on the problem of damage identification
aiming at providing a reliable damage identification procedure or a structural health monitoring
program. Basically, methods reported in literature can be classified into three categories:
experimental-data-based methods, model-based methods and model-free methods based.
Regarding experimental-data-based methods, the analysis of a recorded signal leads one to
identify the presence of probable damage, especially from a comparison with signals of the
healthy structure. Structural checking may be based on natural frequencies [1–3], damping
ratios [4], modal data [5,6], curvature measures [7–9], frequency response functions (FRFs)
[10–13] and strain energy [14,15]. The advantage of the experimental-data-based methods is that
a mathematical model such as a refined finite element model (FEM) of the structure is not
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required. In model-based methods, it is assumed that a FEM of the structure is available before
damage has occurred and that the FEM and the experimental modal analysis model can be
matched under certain criteria for the undamaged structure; among model-based methods, we
can consider optimal matrix modifications [16–18] and sensitivity-based updates [19]. Model-
free detection methods are based on artificial neural networks [20,21].

In [22] a damage identification procedure, proper for highlighting very low level of damage,
has been performed. When dealing with a very low level of damage, for instance, a little
variation in structural stiffness, this phenomenon cannot be detected either in time domain or in
frequency domain, in fact in [23], it was stressed that the healthy impulse response function
(IRF) and the healthy frequency response function (FRF) totally overlaps the IRF or the FRF
of the damaged one; this indicates that both IRF and FRF are not ‘good features’ for low
damage identification procedure. Then an identification procedure very useful to detect low
variation of structural stiffness was developed. In this regard, this procedure is based on
applying Hilbert transform to obtain the analytical representation of the system response to a
given input (pulse force load and wide band noise). The characteristics of the response analytical
signal (frequency, phase and amplitude) have been proved to be very sensitive even to very small
variation strictly connected to the structural stiffness. According to the above considerations,
this indicates that the characteristics of analytical signal are ‘good features’ for low damage
identification procedure. Moreover in [23] the same identification procedure was demonstrated
to be valid also in the identification of entity and localization of multiple simultaneous damages.

This paper aims at validating the feasibility of the aforementioned procedure through
experimental tests conducted in the laboratory of the Structural, Aerospace and Geotechnical
Engineering Department (DISAG) of the University of Palermo.

First the damage identification procedure developed in [22] has been reported, considering
a structure excited by an pulse force. Second, once the experimental setup is described, the
results for various cases of damage scenarios are reported. Finally, it has been shown that the
proposed procedure not only is able to detect the damage pattern even at an early stage but it
also needs processing of only few samples of the structural response.

2. DAMAGE IDENTIFICATION PROCEDURE

The results of the damage identification procedure, developed in [22], are able to detect and
localize [23] a damage even at an early stage.

The main idea was to detect the damage by evaluating a properly defined objective function,
whose general expression may be given in the form:

JZðaÞ ¼

R Tfin

Tini
½Zthða; tÞ � ZexðtÞ�

2
dtR Tfin

Tini
½ZexðtÞ�2 dt

ð1Þ

where [Tfin–Tini] is the observation window, a is a vector casting the various damage parameters
ai, Z(t) denotes a generic response feature, while the apexes th and ex stand for theoretical and
experimentally measured, respectively. Moreover, Zex(t) stands for the experimental measure-
ment of these features in the damaged system, while Zth(a,t) has to be intended as the numerical
evaluation of the same features for different values of damage parameters ai, once a numerical
model of the system has been considered.

In other words, the objective function JZ(a) exhibits a minimum in correspondence of
a damage pattern a which identifies a system, within the chosen class of mechanical systems, such
that the difference among the simulated response characteristics Zth(a,t) and the experimental
response characteristic Zex(t) is minimum.

In literature several different choices for the response feature may be found, such as
kinematic features (displacement, velocity or acceleration) and derived ones (FRF, modal shape,
modal curvature etc.) as well. But, in light of previous results [22–25], it seems that the best
choice for Z(t) is to use some characteristics of the analytical signal, having higher sensitivity to
slight variation in system parameters.
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It is worth to note that the analytical signal of x(t) is a complex valued time function
defined as

zðtÞ ¼ xðtÞ1ix̂ðtÞ ð2Þ

whose real part is the signal itself and the imaginary part x̂ðtÞ is the Hilbert transform (HT) of
the signal:

x̂ðtÞ ¼
1

p

Z11

�1

xðtÞ
t � t

dt ð3Þ

the latter integral implies a Cauchy principal value. Expressing the analytical signal in
polar form

zðtÞ ¼ AzðtÞ exp½iyzðtÞ� ð4Þ

the amplitude AzðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xðtÞ21x̂ðtÞ2

q
and the phase yzðtÞ ¼ arctan x̂ðtÞ=xðtÞ

� �
can be defined.

It is also worth to remind that the time derivative of the phase angle is referred to as the
instantaneous frequency ozðtÞ ¼ _yzðtÞ.

This damage identification procedure works very well in the case of single degree of freedom
(SDOF), and the objective function derived following Equation (1) has a sharp minimum in
correspondence of the actual damage parameters [22]; however, the identification procedure to
signals, which are responses of multi-degree-of-freedom (MDOF) systems, was not satisfactory,
because the signals do not have a well-behaved Hilbert transform. In fact a mono-component
signal, like the SDOF response, has a well-behaved Hilbert transform and not the total response
of the MDOF system, which is a multi-component signal.

In a previous work [24], to overcome the latter problem, the empirical mode decomposition
(EMD) was necessary to restore the sharpness of the procedure adopted in SDOF. The EMD
method, proposed by Huang [26], is widely used for signal detection [27], damage identification
[28], sensitivity analysis and so on and it was demonstrated to be capable of identifying modal
parameters as well as mode shapes and mass, stiffness and damping matrices of linear structures
more accurately than the method based on the wavelet transforms [29–31].

Indeed, the EMD is a black-box software, based on empirical observations, hence in recent
papers [22–25] a procedure has been developed for getting rid from the use of the EMD, validity
of results being equal.

To do that the response signal is separated in several components, labelled filtered modal
responses (FMR), by means of a proper band-pass filter around each modal frequency. In such
a way we are in the same condition either as the SDOF case or using EMD for MDOF systems:
a signal that has a well-behaved Hilbert Transform.

To show the feasibility of this procedure, here we have considered both numerical and
experimental response of a 3-DOF shear-type model subjected to a force time history F(t); the
equation of motion of such a system may be expressed as

M €XðtÞ1C _XðtÞ1KXðtÞ ¼ FðtÞ ð5Þ

where X(t) is the displacement vector, C is the damping matrix and M and K are the lumped
mass and stiffness matrices, respectively:

M ¼
m1 0 0
0 m2 0
0 0 m3

2
4

3
5; K ¼

k11k2 �k2 0
�k2 k21k3 �k3
0 �k3 k3

2
4

3
5 ð6Þ

Furthermore, supposing the system classically damped, the following expression holds true

UTCU ¼ K ¼
2z1o1 0 0
0 2z2o2 0
0 0 2z3o3

2
4

3
5 ð7Þ

where U is the modal matrix, oi and zi are the ith natural frequency and modal damping ratio,
respectively. The system reported in Equation (5) will be referred to as healthy structure.
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Then, let us suppose that the structure suffers a damage that can be modelled as a slight
reduction in stiffness that may occur in any floor. Thus, in general, we can define a damaged
stiffness matrix KD depending only on three damage parameters ai, 0paip1 (i5 1,2,3):

KD ¼
k1ð1� a1Þ1k2ð1� a2Þ �k2ð1� a2Þ 0

�k2ð1� a2Þ k2ð1� a2Þ1k3ð1� a3Þ �k3ð1� a3Þ
0 �k3ð1� a3Þ k3ð1� a3Þ

2
4

3
5 ð8Þ

Moreover, a damage is modelled in such a way that only the stiffness matrix changes, while
the damping matrix of healthy and damaged structures are assumed to be equal.

The aim of the procedure is to detect the damage pattern in terms of ai by processing few
samples of acceleration time history recorded at a single point of a structure.

In particular, the healthy structure considered for both numerical and experimental data is
a 3-DOF shear-type building (Figure 1), whose dynamical properties are reported in the
following Table I. This structure has been excited either by an hammer pulse, or by a broadband
noise with uniform power amplitude from 5 to 80Hz.

Moreover, each floor acceleration response €xp ðtÞ is a multi-frequency signal, and then it is
necessary to extract the FMR, €xpj ðtÞ, for each mode j, using a cascade of low pass filters, around
each modal frequency.

Once all the jth FMR have been evaluated and their analytical signals have been computed,
the functional JZ(a) in Equation (1) is then calculated for each filtered modal response

JZ;jðaÞ ¼

R Tfin

Tini
½Zthj ða; tÞ � Zexj ðtÞ�

2
dtR Tfin

Tini
½Zexj ðtÞ�

2 dt
ð9Þ

And, eventually, the objective function can be obtained as

JZðaÞ ¼
X
j¼1;n

wjJZ;jðaÞ ð10Þ

where wj is a suitable weight function.
In next sections the experimental set-up will be shown and the experimental results will be

reported and discussed.

m1

m2

m3

k3

k2

k1

x3

x2

x1

Figure 1. Simplified 3-DOF system.

Table I. Dynamical properties of the system depicted in Figure 1.

Floor Mass (kg) Stiffness (N/m) Mode Frequency (Hz) Damping ratio (%)

11 0.747 19 249.1 11 12.32 0.87
21 0.755 25 967.1 21 36.04 0.19
31 0.689 26 768.0 31 53.25 0.21
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3. EXPERIMENTAL SET-UP AND DATA ACQUISITION

The experimental model, built-up in the DISAG laboratory of the University of Palermo and
depicted in Figure 2, consists of a small-scaled plane three-storey shear-type building, having the
same characteristics reported in Table I. Each storey is composed of a rigid girder made of
Anticorodal (an aluminium alloy), with a span of L5 350mm. For the healthy system, the
column of all stories, represented by leaf springs with rectangular cross-section (3� 15mm), is
made of hard steel. The height of each storey is h1 5 200mm and h2 5 h3 5 180mm, respectively.
The masses, lumped at the floors, are m1 5 0.747 kg, m2 5 0.755 kg and m3 5 0.689 kg,
respectively.

The acceleration responses at each storey have been acquired using Bruel & Kjær Type
4507–002B piezoelectric accelerometers and a PCBmodel 481A amplifier. Voltage signals have been
generated by means of a National Instruments NI-PCI-MIO-16XE-10 and have been digitalized
and acquired by means of a National Instruments NI-PCI-4472 Acquisition Board and then
processed using a self-developed signal processing software in Labview and Matlab environment.

In the case of free vibration test, the excitation was supplied using a Bruel & Kjær – Type
8202 Impact Hammer and the signal acquired from the force transducer was used as input
signal. In the case of broadband noise tests, the model was fixed on a APS Dynamic–Model 133
shake table and an accelerometer on the table itself supplied the input signal.

In Figure 2(b) a picture of the experimental model setup equipped with the accelerometers
and arranged to perform a broadband noise test is reported, while in Figure 3 a detail of the
accelerometer mounting and of the column connection system is depicted.

In Figures 4 and 5 a schematic view of the acquisition system for free vibration test and
broadband noise test are reported, respectively.

All signals have been acquired using a sampling rate equal to 1000Hz and a total samples of
20 000 in order to have 20 s acceleration time histories.

The dynamical parameters of the system have been identified by means of classical system
identification procedures based on the frequency response. In particular, the experimental
transfer functions of both healthy and damaged systems have been calculated for both hammer
tests and broadband noise tests and then used to perform the linear system identification.

Modal frequencies, damping ratios and mode shapes matrices have been computed using
several identification procedures such as Rational Polynomial Interpolation (RPI) [32] and
Ibrahim Time Domain (ITD) method [33].

(a)
(b)

Figure 2. (a) Schematic view of the three-storey shear-type model and (b) picture of the experimental setup
for broadband noise tests.
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Figure 3. Detail of the accelerometer mounting and column connection.
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Figure 5. Acquisition system for broadband noise test.
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Figure 4. Acquisition system for hammer test.
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4. EXPERIMENTAL RESULTS AND DISCUSSION

To prove the robustness of the aforementioned damage identification procedure, several
experimental tests have been developed, having considered different damage scenarios. For each
damage scenario, both free decay tests and broadband noise tests have been performed, several
samples of time history accelerations have been recorded and averaged FRF have been
computed. For instance, a sample of the acquired signals for a free decay test in healthy
structure is reported in Figure 6, while Figure 7 depicts the correspondent averaged FRF.

4.1 System identification

To identify the dynamical parameters of both healthy and damaged systems a linear system
identification procedure has been used, as in the following steps:

1. Acquisition of input data (pulse force or broadband noise) and system accelerations at
each floor from experimental tests;

2. Computation of the correspondent FRFs (see Figure 7);
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Figure 6. Signals acquired during a hammer test: impulse and floor accelerations.
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3. Use of Rational Fraction Polynomial method (see Reference [32]) for computing natural
frequencies oi;

4. Solving the eigenvalues problem of the system in Equation (5), where only M is known,
getting the frequencies �oi depending on k1, k2 and k3 (kD1, kD2 and kD3 in case of
damaged system);

5. Evaluation of the objective function.

J �oðk1; k2; k3Þ ¼
X3
i¼1

wi
ðoi � �oiðk1; k2; k3ÞÞ

2

o2
i

ð11Þ

where the weighting values wj have been fixed to w1 5 1.5, w2 5 1.0 and w3 5 0.5 in order
to take into account that the first mode gives a bigger contribution to system motion than
the third one;

6. Computation of the optimal values of k1, k2 and k3 (kD1, kD2 and kD3 in case of damaged
system) by means of an optimization algorithm based on a quasi-Newton method, and
an active set strategy as well (see References [34] and [35]).

Once ki and kDi values have been determined, the expected damage values ai may be
estimated solving the equation:

ai ¼
ki � kDi

ki
; i ¼ 1; 3 ð12Þ

It is worth stressing that the shear-type model structure for the stiffness matrix (and
consequently for the damage parameters) has been chosen in order to represent an immediate
relation between numerical results and their physical meanings. Particularly, in this case, ki is
the shear stiffness at ith floor and ai the correspondent amount of reduction resulting from
damage scenarios at the same floor.

In the following the details for the damage scenarios and the results obtained by applying the
above-described procedure are reported and discussed.

4.2 Damage scenarios

Basically the damage is realised by a reduction in the stiffness of the structure, substituting the
columns of the model with others having a smaller cross section. Three damage scenarios,
labelled D02, D03 and D04, have been considered and detailed in Table II. In particular, the
damage scenario D02 is obtained by replacing the original columns of the first floor (3� 15mm
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Figure 7. Signals acquired during a hammer test: FRFs.
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in Figure 8(b)), with slender members, in which a reduction of area was introduced at mid-
height (3� 7mm; ‘dog-bone’ shape in Figure 8(a)). In such a way a very low damage level is
achieved only at first floor.

In the damage scenarios D03 and D04 the columns at third and second floor (Figure 8(d) in
healthy structure) were respectively substituted with ones having a smaller cross section
(3� 10mm in Figure 8(c)). These scenarios were intended to produce a larger and localized
damage.

By performing the aforementioned linear system identification procedure on the healthy and
damaged structure, the dynamical parameters have been obtained; in particular, from the
comparison between the undamaged stiffness matrix K and the damaged ones KD the expected
damage values ai are estimated. In Table III the identified stiffness at each floor and the

Figure 8. Columns used in different damage scenarios.

Table III. Identified stiffness and expected damage parameters for ‘D’-type damage scenarios.

Identified stiffness (N/m)

Healthy D02 D03 D04

k1 19 249.1 18 398.4 19 067.6 20 484.5
k2 25 967.1 26 114.5 25 305.9 11 362.9
k3 26 768.0 26 744.9 12 335.7 27 197.1

Expected damage parameters (%)

Healthy D02 D03 D04

a1 — 4.42 0.94 �6.42
a2 — �0.57 2.55 56.24
a3 — 0.09 53.92 �1.60

Table II. ‘D’-type damage scenarios.

Cross section (mm) Damage scenarios

Floor Healthy D02 D03 D04

11 3� 15 3� 15a 3� 15 3� 15
21 3� 15 3� 15 3� 15 3� 10
31 3� 15 3� 15 3� 10 3� 15

aDog-bone shaped column.
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expected damage values ai for every damage scenarios are reported.

4.3 Hammer tests

The systems described in Table II have been subjected to hammer tests and the recorded
experimental responses have been used to evaluate the objective function as in Equations (9) and
(10) in order to detect damage in terms of both localization and entity.

For hammer test the motion is governed by Equation (5) in which

FðtÞ ¼ LF0dðt � t0Þ ð13Þ

where F0 and t0 are the impulse intensity and time instant at which impulse occurs, respectively,
d is the Dirac’s delta function and L ¼ ½ 0 0 1 �T is the location vector for an impulse on the
third floor. Moreover, in Equation (6) the following weighting function is assumed:

wi ¼ 1
3 i ¼ 1; 2; 3 ð14Þ

As previous works have already shown, for hammer tests the phase y(t) and instantaneous
frequency oðtÞ ¼ _yðtÞ characteristics of the analytical signal computed from the FMRs in terms
of acceleration are proper to highlight damage identification. The filtering procedure has been
carried out by using a cascade of eighth-order pass-band Butterworth filter, whose cut-off
frequencies are accurately chosen depending on the natural frequencies.

Once the objective function has been defined, in order to find out the actual damage pattern,
an optimization algorithm for the minimum search of multivariate function is adopted. This
algorithm is based on a quasi-Newton method and an active set strategy to solve minimization
problem. This routine computes the search direction according to the approximate definition of
both local Hessian and gradient. It is also possible to specify if the variables are bounded [34].

In Figure 9 the convergence to the minimum search for objective function related to the
previous case is reported. In particular in Figure 9(a) the coordinates ai of the evolution of the
minimum search algorithm starting from the initial guess as a function of iteration number are
depicted, while in Figure 9(b) the correspondent value of the objective function is plotted.
The objective function Jy(a) is computed in terms of phase of analytical signal obtained from
the second floor response acceleration, case D02 for hammer test.

-10

-8

-6

-4

lo
g 10

[J
θ
(α

)]

5 10 15 20
iteration number

-0.01

0.00

0.01

0.02

0.03

0.04

0.05

α
α1

α2

α3

(a)

(b)

Figure 9. (a) Evolution of the coordinates ai of the guess minimum versus the progressive iteration number
and (b) correspondent value of the objective function.
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In the previous case depicted in Figure 9 the minimum can be detected at a1 5 4.47%;
a2 5 0.56%; a3 5 0.02, very close to the expected values.

The error e between the expected damage parameters and the detected ones can be
synthetically expressed as a Euclidean distance in the space of the damage parameters:

E ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN

i¼1

ðaexp;i � aiÞ
2

vuut ð15Þ

where aexp,i are the expected damage parameters and ai are the coordinates of the detected
minimum and N are the system degrees of freedom.

It has to be stressed that in this case the negative values for damage parameters are due to
modal error as well as experimental errors both in structural parameters identification
procedure and in damage identification procedure. It may be noted that in this case a2 and a3 are
very close to zero, which is the theoretical value for the undamaged column.

For each damage scenario, a deep parametric experimental campaign was conducted in order
to assess the influence of several variables upon the accuracy of the results, such as the
characteristic of the analytical signal to be computed, the floor at which the response
acceleration is acquired or the number of the response samples to use. These results, for
clearness’s sake, are summarized in the following tables. As shown in a previous work [23], it
seems that in the case of free decay tests, only objective functions computed by phase or
instantaneous frequency of FMRs are able to detect a sharp absolute minimum.

In Table IV the detected minima of the objective function, obtained using the phase and the
instantaneous frequency characteristics, respectively, of the analytical signal are compared with
the expected damage parameters. The analytical signal was computed using only one sample of
the FMR of the second floor acceleration response time-history.

Although in both cases damage parameters can be accurately estimated, it is clear that for
every tested damage scenario phase provides better results.

In order to investigate how the number of the repetitions of the test affects the accuracy of the
results, in Table V the detected minima of the objective function, obtained using one and ten
samples of the second floor acceleration response, are compared.

In both cases the objective function was computed by the phase characteristics of the
analytical signal and it is clearly shown that the use of an averaged objective function leads to
better results, even though in this case an excellent accuracy was achieved using one record only.
In the authors’ opinion, the more the quality of the acquired signal decreases, the more the
averaging procedure becomes important to reassess the sharpness of the proposed procedure.

Table IV. Comparison between damage parameters computed from phase and instantaneous frequency
characteristics extracted from a single record.

Expected (%) Phase (%) Ist. Freq. (%)

D02 a1 4.42 4.47 5.17
a2 �0.57 �0.56 �1.97
a3 0.09 0.02 1.07

e (%) 0.08 1.87

D03 a1 0.94 1.47 1.56
a2 2.55 2.54 2.26
a3 53.92 53.84 53.78

e (%) 0.53 0.69

D04 a1 �6.42 �4.48 �1.57
a2 56.24 55.26 53.92
a3 �1.60 �1.16 0.54

e (%) 2.22 5.78
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Furthermore, the considered procedure has the desirable feature that damage location and
quantification can be determined for any of the measured points, as clearly shown in Table VI in
which the detected minima of the objective function, obtained using one sample of the
acceleration response at each floor, are reported.

4.4 Broadband noise tests

In order to prove the effectiveness of the proposed procedure even in case of randomly
generated excitations, the systems described in Table II have also been subjected to broadband
noise tests and the recorded experimental responses have been used to evaluate the objective
function as in Equations (9) and (10), in order to detect damage in terms of both localization
and entity. In all tests the broadband noises are generated in such a way that the power spectral
density functions are approximately constant in the range from 5 to 80Hz.

For broadband noise tests the motion is governed by Equation (5) in which

FðtÞ ¼ �ML€x0ðtÞ ð16Þ

Table V. Comparison between damage parameters obtained from one and ten samples, phase
characteristics, second floor.

Expected (%) 1 sample (%) 10 samples (%)

D02 a1 4.42 4.47 4.44
a2 �0.57 �0.56 �0.59
a3 0.09 0.02 0.03

e (%) 0.08 0.06

D03 a1 0.94 1.47 1.36
a2 2.55 2.54 2.53
a3 53.92 53.84 53.84

e (%) 0.53 0.43

D04 a1 �6.42 �4.48 �4.65
a2 56.24 55.26 55.48
a3 �1.60 �1.16 �1.35

e (%) 2.22 1.94

Table VI. Comparison between damage parameters obtained using responses from different floors, phase
characteristic, one sample.

Expected (%) 1st floor (%) 2nd floor (%) 3rd floor (%)

D02 a1 4.42 4.464 4.469 4.352
a2 �0.57 �0.575 �0.560 �0.319
a3 0.09 0.038 0.020 �0.031

e (%) 0.066 0.083 0.283

D03 a1 0.94 1.468 1.471 3.145
a2 2.55 2.531 2.538 �3.002
a3 53.92 53.839 53.840 52.170

e (%) 0.532 0.534 6.220

D04 a1 �6.42 �8.418 �4.482 �5.662
a2 56.24 52.549 55.258 55.845
a3 �1.60 �2.624 �1.161 �2.051

e (%) 4.320 2.216 0.964
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where €x0ðtÞ is the recorded ground acceleration and L ¼ ½ 1 1 1 �T is the location vector.
The same weighting function reported in (14) is assumed.

As previous works have already shown [9–12], when the system is forced by a ground
acceleration both FMRs and the amplitude A(t) characteristic of the analytical signal computed
from the FMRs in terms of acceleration are able to perform damage identification. Moreover,
the averaging of objective function computed from several samples of the response is required.

Even for broadband noise, for each damage scenario, a deep parametric experimental campaign
was conducted in order to assess the influence of several variables upon the accuracy of the results,
such as the characteristic of the analytical signal to be computed, or the floor at which the response
acceleration is acquired. These results, for clearness’s sake, are summarized in the following tables.

In Table VII the minima of the objective function, obtained using the filtered modal
components and the amplitude of their analytical signal, are compared with the expected
damage parameters. The analytical signal was computed using six consecutive records of the
second floor acceleration response time-history. Even in these cases, damage parameters can
accurately be estimated both using amplitude and filtered modal components. Moreover, the
same remarks about accuracy for ‘D’-type scenarios still holds true. The positive feature that

Table VII. Comparison between damage parameters computed from filtered modal components and
amplitude characteristic; second floor, six consecutive records.

Expected (%) FMR (%) Amplitude (%)

D02 a1 4.42 4.70 4.66
a2 �0.57 �1.94 �2.14
a3 0.09 1.28 1.38

e (%) 1.84 2.05

D03 a1 0.94 1.01 0.98
a2 2.55 2.43 2.38
a3 53.92 53.97 53.93

e (%) 0.15 0.18

D04 a1 �6.42 �5.68 �5.65
a2 56.24 58.49 57.68
a3 �1.60 �1.95 �1.47

e (%) 2.39 1.64

Table VIII. Comparison between damage parameters obtained using responses from different floors,
amplitude characteristic, six consecutive records.

Expected (%) 1st floor (%) 2nd floor (%) 3rd floor (%)

D02 a1 4.42 4.594 4.662 4.707
a2 �0.57 �1.809 �2.137 �1.592
a3 0.09 1.148 1.384 0.956

e (%) 1.638 2.047 1.369

D03 a1 0.94 1.062 0.982 0.529
a2 2.55 2.368 2.379 2.462
a3 53.92 53.927 53.931 53.997

e (%) 0.220 0.177 0.427

D04 a1 �6.42 �6.541 �5.650 �6.871
a2 56.24 58.068 57.680 56.365
a3 �1.60 �1.974 �1.470 �0.884

e (%) 1.870 1.638 0.856
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damage patterns can be identified from any measurement points, as described in the previous
section, is valid also for broadband noise tests. This is clearly shown in Table VIII in which the
detected minima of the objective function, obtained using six samples of the acceleration
response at each floor, are compared. The accuracy of the result seems not to be affected by the
choice of the floor.

5. CONCLUSIONS

In this paper the damage identification using data records in dynamic setting has been
investigated. Previous works defined a damage identification procedure based on the use of the
Hilbert Transform and the so-called analytical signal obtained from the responses of a shear-
type model to both pulse force and environmental noise loads. Amplitude and phase of
analytical signal proved to be very sensitive to small variation of system parameters and allow
the detection and estimation of damage, even at early stage.

In this work the damage identification procedure is validated by means of experimental tests.
A three-degree-of-freedom shear-type model, built up in the laboratory of the Structural,
Aerospace and Geotechnical Engineering Department of University of Palermo, subjected to
several damage scenarios has been analyzed and the obtained results show the effectiveness of
the method in accordance with those obtained numerically.

In particular, the proposed procedure has the desirable feature that damage location and
entity can be determined for any of the measured points. In most cases the accuracy of the
results is only slightly affected by the choice of the measurement point. Furthermore, a very
small number of response samples are required to correctly detect damage patterns.
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