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Abstract

Facial expression recognition using deep neural networks has become very popular due to their successful performances.
However, the datasets used during the development and testing of these methods lack a balanced distribution of races among
the sample images. This leaves a possibility of the methods being biased toward certain races. Therefore, a concern about
fairness arises, and the lack of research aimed at investigating racial bias only increases the concern. On the other hand,
such bias in the method would decrease the real-world performance due to the wrong generalization. For these reasons, in
this study, we investigated the racial bias within popular state-of-the-art facial expression recognition methods such as Deep
Emotion, Self-Cure Network, ResNet50, InceptionV3, and DenseNet121. We compiled an elaborated dataset with images of
different races, cross-checked the bias for methods trained, and tested on images of people of other races. We observed that
the methods are inclined towards the races included in the training data. Moreover, an increase in the performance increases
the bias as well if the training dataset is imbalanced. Some methods can make up for the bias if enough variance is provided
in the training set. However, this does not mitigate the bias completely. Our findings suggest that an unbiased performance
can be obtained by adding the missing races into the training data equally.
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1 Introduction

Abdallah Hussein Sham and Kadir Aktas are both equally led this work. Facial expressions are utilized in many fields such as security,

medicine, social sciences, marketing, and human-machine
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[7]. Additionally, a bias towards a certain race in FER raises
concerns about fairness [8,9] and often leads to high-profile
cases. This is especially problematic in fields such as policing
and surveillance [10], where criminal charges and prosecu-
tion can be at stake. For example, in 2020 a black male was
wrongfully arrested due to an inaccurate facial recognition
algorithm [11].

Various researches have been completed to investigate the
bias in sensitive topics such as face recognition, gender recog-
nition, and age estimation [12—-14]. In FER, different aspects
are investigated to understand and mitigate the bias. In [15],
the annotation bias was explored and an AU-Calibrated FER
framework was proposed to remove it. They utilized facial
action units (AUSs) in their framework, hence the name. In [7],
the authors compared a disentangled and an attribute-aware
method with their baseline method to assess the bias. They
also demonstrated the impact of data augmentation on the
bias. They utilized RAF-DB [16] and CelebA [17] datasets
in their study.

There is still a research gap in the investigation of racial
bias in FER. Most of the publicly available datasets do not
include the racial information of the people in the dataset.
Moreover, the distribution of the races in the datasets is not
equal. Additionally, the methods do not provide information
about the preventions or performances regarding racial bias.
Such points assess bias as a challenge [7]. To address the
gap in racial bias investigation in FER, we gathered a new
dataset that contains samples from four different races, i.e.,
Caucasian, Black, Asian Indian, and East Asian [18].

Moreover, to investigate the racial bias, we trained and
tested the state-of-the-art deep learning methods and trans-
fer learning methods in FER using different combinations of
the races in our dataset. We trained and tested each network
repeatedly using various combinations of races from our
dataset. Our results show that the majority of the time when-
ever arace is missing from the training data, a lower accuracy
is obtained for that race. We observed that a minority of
the methods could make up for the missing races if enough
variety is provided in the training data. However, this solu-
tion works only for some instances, even for these methods.
In addition to these points, we observed that an increase in
accuracy does not necessarily mean less bias. Sometimes, the
higher accuracy results in more bias as the network optimize
itself more towards a particular race. Finally, we consistently
obtained the least number of biases when all the races in the
dataset were included in the training. There are three main
contributions in this paper:

e We compiled a new facial expressions dataset which con-
sists of four races.

e We investigated the racial bias, which can occur in the
state-of-the-art deep learning methods, to address the
concern about fairness.
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e We demonstrated the racial bias for each method. And,
our findings show that training data should be as varied
as possible to mitigate the racial bias.

The remaining of the paper is organized as follows: Sect. 2
gives an overview of the related works. Section3 describes
the dataset, the experimented methods and the training. Sec-
tion4 presents the experimental results and the discussion.
Lastly, Sect.5 concludes the paper.

2 Related work

With the advancement of Al, many are concerned there is a
high chance that AI development can lead to significant and
irreversible repercussions since there are substantial develop-
ments in affective computing, considerable amounts of work
concerning facial expression and deep learning. In [19], the
authors provided an overview of FER biases in the context of
responsible Al. They focused on gender bias and stated that
race is another bias that needs to be addressed. To understand
the question of race and FER, we can look at the field of psy-
chology. Since psychologists began by conducting studies
covering the correlation between culture, ethnicity, gender,
and cultural differences to emotions [20-25], we can use their
contributions as prior work. One of the studies showed that a
group of people within the same race are able to distinguish
the emotions of other people who belong to either the same or
different races [26]. However, there were a few situations of
misclassification of people. Since computers are less prone
to making mistakes as compared to humans, Al has a higher
probability of outperforming humans as they can learn faster
and more precise. On the other hand, outperforming humans
does not make them superior as they are prone to overfitting.
Consequently, we need to observe all the measures that have
been set to avoid overfitting.

Secondly, we can look at the adjustments needed to make
Al more fair or responsible. In [27], the authors published
a position paper in which they highlighted the requirements
and obstacles for responsible Al concerning two intertwined
objectives: efforts toward socially beneficial applications and
human and social dangers of Al systems. They also men-
tioned several reported cases of bias in different fields due to
lack of transparency, intelligibility and biased training data.
These data are biased in hidden ways challenging to discover
and mitigate. Similarly, the authors of [28] explained how to
create a responsible Al by design methodology. With the
right technical tools, such as Facebook’s Fairness Flow tool,
IBM’s Fairness 360 toolkit, or even Accenture’s Al Fairness
tool, one can detect bias in sensitive datasets and even see
correlations in datasets. In [29], the researchers wanted to
look at the flaws in traditional definitions of Al as a rational
agent and argue that a broader set of driving ethical principles
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is needed to create more socially responsible Al agents. They
mentioned a flow in a credit card dataset with a high risk of
racial bias. It does not contain the protected attribute race, but
other personal information can be used in a discriminatory
way while analyzing datasets. Livingston, M. (2020) pro-
posed three activities that government organizations should
take to forestall racial inclination in Federal Al by expanding
racial variety in Al fashioners, carrying out Al sway appraisal
and setting up methods for staff to challenge computerized
choices. He contended that the absence of racial mixture in
technologists is all because of the necessities of the affected
populaces that are underrepresented in the field. Hence, Al
predictions are more accurate when the model is trained over
a dataset where samples from Caucasian and Black are of
the same ratio [30]. We can also find similar arguments in
[31,32].

Finally, we can look at the results that have been the same.
From [33], the authors proposed a method that performs
ethnicity classification and evaluated it in three different clas-
sification scenarios such as between Black and Caucasian
people, Chinese and non-Chinese, and Han, Uyghurs and
non-Chinese. Their method uses deep convolution neural net-
works (DCNN) to extract features and classify the extracted
features simultaneously. They perform facial image process-
ing by detecting the face, aligning, normalizing, and cropping
the face. The latter is then trained using the DCNN model.
They compared their method with other methods such as Bio-
logically Inspired Features (BIF), Kernel Class-dependent
Feature Analysis (KCFA), and Local Binary Pattern (LBP).
They concluded that their method outperforms the other
ways as it has been trained using large-scale datasets such
as MORPH-II, CASIA-PEAL, CASIA-WebFace. Using the
identical manner, the authors in [34] trained their model using
different datasets such as the CK+, JAFFE, and BU-3DFE so
that they can predict facial emotions on them. We can find
similar work in [35] where the authors presented an analysis
of Western Caucasian and East Asian facial expressions of
emotions based on visual representations and cross-cultural
FER, and in [36], the authors proposed a joint deep learning
approach called racial identity aware deep convolutional neu-
ral network, one developed to recognize multicultural facial
expressions.

In [18], the authors did an excellent survey about what we
can learn from faces. They started from the fundamental and
analytical understanding of race-based on interdisciplinary
expertise. They also specify that it is good to exclude the
hair and keep only the face to keep the models unbiased. In
most studies, human races databases are classified as follows:
African/African American, Caucasian, East Asian, Native
American/American Indian, Pacific Islander, Asian Indian,
and Hispanic/Latino. The authors in [18] also mentioned the
different databases that are commonly related to racial face
such as: CAS-PEAL, IFDB, Texas 3DFRD, KFDB, JAFEE,

CAFE, FGRC 2.0, CMU DB, BU-3DFE, FERET, Cohn-
Kanade, Asian PFOI, HAJJ & UMRAH, JACFEE, CUN,
Indian DB, FEI, and EGA.

3 The proposed method
3.1 Database

In the scope of this study, we focus on three emotions, Happy,
Neutral, and Sad, to represent Positive, Neutral, and Negative
valence, respectively. We did so since imagery showing these
emotions is the most common online and minimizes the risk
of other biases that may occur at any point from data source
till evaluation. It is also good to mention that our focus is to
demonstrate the racial bias in emotional recognition and its
dependence on the training dataset; we need to separate sets
for different races. Hence, we compiled our database iCV’s
RDB also known as Races Database.

For this reason, we opted to compile standard size datasets
of Black, East Asian, and Asian Indian (See Figs. 1, 2, and
3) races expressing one of the aforementioned emotions, and
they are tabulated in Table 1. We used publicly available
movies and Pexels.com API as the source of images. For
those images, race and emotions were separated and labeled
manually. Since the age and gender were not annotated from
the source, we chose young adults and tried to keep the ratio

Fig.2 Some example images from East Asian dataset
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Table 1 Datasets, their content and description

Database Abbr. Total Happy Neutral Sad Male% Female%
Caucasian C 5020 2240 320 2240 52 48
Black B 3900 1600 1900 800 55 45
Asian Indian I 3900 1840 1196 908 53 47
East Asian A 3900 1434 1320 1146 53 47

of male and female as balanced as possible. Additionally,
we used ICV’s Multi-Emotion Facial Expression Dataset
(MEFED) Fig. 4 for Caucasian samples.

We used Python’s face recognition library to crop every
image as explained in [18], to keep consistent frame position
of human’s faces. We manually discarded the images with
partially-covered or decorated faces. We made sure that to
check the images and the annotations so that our data is not
biased (content production bias- normally arises from lexical,
semantic and structural differences in the contents generated
by users[37]). In all used datasets, gender distribution was
almost uniform.

As you can see in Table 1, our datasets are imbalanced
regarding the samples per emotions. Therefore, we created
smaller datasets with balanced class samples. To keep the
emotion distribution uniform, we reduced the size of each set
to only 300 images for each emotion, 900 in total. We did this
so that we can avoid the population bias and investigate the

Fig.4 Some example images from Caucasian dataset
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effects of having imbalanced classes compared to balanced
emotion samples count. The reason why we chose 300 is
because from Table 1, the smallest number of samples among
all the emotions is 320.

3.2 Networks

Novel deep architectures and transfer learning methods are
commonly used in facial expression recognition due to their
good performances. Therefore, in this paper, we evaluate
two state-of-the-art architectures, i.e., Deep Emotion and
Self-Cure Network, and three commonly used state-of-the-
art transfer learning methods, i.e., ResNet50, InceptionV3,
and DenseNet121, to provide a proof of concept in our bias
investigation study.

3.2.1 Deep Emotion

Deep Emotion [38] propose using an attentional convo-
lutional network for emotion recognition. The network is
structured to try and learn which region of face is more impor-
tant when predicting a certain emotion. The feature extraction
part consists of four convolutional layers, each two followed
by max-pooling layer and ReLU activation function. They
are then followed by a dropout layer and two fully connected
layers. The localization network consists of two convolution
layers (each followed by max-pooling and ReLU) and two
fully connected layers. After regressing the transformation
parameters, the input is transformed to the sampling grid.
The spatial transformer module essentially tries to focus on
the most relevant part of the image, by estimating a sample
over the attended region.

3.2.2 Self-Cure Network

Another method utilized was Self-Cure Network [39]. In
the paper, the authors detail an approach using self-attention
importance weighting to relabel images in batches internally;
that is, images with low importance weights can be relabeled
if the maximum predicted probability exceeds the probability
of a given class by a threshold. The authors have experimen-
tally found correlation between importance weights and class
uncertainty in images. The network is expected to “cure”
itself by relabeling and reweighting, hence the name.

3.2.3 Transfer learning

Transfer learning is a technique which allows to use pre-
trained neural networks on another task to transfer the
knowledge gained during the initial training. This helps
with the performance and generalization of the architecture
even though the dataset at hand is small. Therefore, transfer
learning is a common technique used in tasks such as emo-
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tion recognition. In this paper, we evaluated three methods
which utilizes three common deep CNN architectures. We
built three different methods to evaluate the performances of
Resnet50 [40], InceptionV3 [41], and Densel21 [42] indi-
vidually. We fine-tuned each model by training on our data.

e ResNet50: Deep convolutional neural networks are get-
ting used more and more in a wide range of tasks due
to their good performance. However, as the problems
get more complex and the networks go deeper, training
becomes harder. Problems like degradation and vanishing
gradient prevents a successful training [43]. ResNet50
addresses these problems by proposing to use residual
blocks in the network. A residue, i.e., x, is carried to the
output. This way, residual learning is done. ResNet50
includes 50 layers and other variants of the network exist
as well [40].

e InceptionV3: Inception is a deep neural architecture
which is introduced by GoogleNet to increase the com-
putational efficiency in terms of memory and speed
compared to other deep neural network architectures.
With time, the model is improved step by step and several
versions of it are published. InceptionV3 includes 42 lay-
ers. Feature channels in the network are highly reduced by
using 1x1 convolutional kernels. Furthermore, large con-
volutions in the previous Inception models are split into
smaller convolutions, hence decreasing the parameters.
Thanks to such implementations, the training is acceler-
ated compared to previous Inception architectures. [41]

e DenseNetl21: DenseNet is another deep network which
aims to solve vanishing gradient problem. DenseNet uti-
lizes structures called dense blocks. Layers in a dense
block have a feed-forward connection. And, in every
layer, the feature maps from all of the previous layers
are used as a part of the input. This way, information
flow in the model is tried to be ensured by exploiting
feature reuse [42].

3.3 Training

We held the same training conditions for all the methods.
We used input image size as 224 x 224. All the methods
accept this image size but they may resize it in their process.
We used batch size of 32. We used 100 epochs. But, we
utilized early stopping mechanism. The training is stopped if
the loss has not improved for 10 epochs to prevent overfitting.
The learning rate is selected as 0.01. But, if the loss has not
improved for 5 epochs, the learning rate is divided by 10 to
continue the learning.

In order to see the effects of the dataset on the racial bias,
we used various combinations of training and test sets. As
explained in Sect.3.1, we have 2 groups of datasets as bal-

anced (900 images per race) and imbalanced (5020 images
for Caucasian and 3900 images for others) datasets. Each
group has 4 datasets, i.e., I, A, C, B. We repeatedly trained
all of our 5 models using 11 different combinations, i.e., C, B,
A, 1, 1A, IB, IC, AB, AC, CB, IACB, of the datasets. There-
fore, we had 11 x 5 = 55 training for each group of datasets.
In the end, 55 x 2 = 110 models are trained using different
combinations of balanced and imbalanced datasets. In all the
trainings, we used the dataset split ratio of 0.6, 0.2, and 0.2
for train, validation, and test, respectively.

4 Experimental results and discussion

As our first experiment, we evaluate the racial bias of the
experimented methods. For this, we trained and tested each
model 11 times, using different combinations of the col-
lected datasets. To provide a balance between the sample
numbers of each class, we used the balanced datasets (with
300 samples for each emotion as described in Sect.3.1) in
this experiment. Therefore, we ensure the dataset imbalance
is not a factor.

Table 2 shows the results for Deep Emotion. First row in
the table shows that when the model is trained on Caucasian
dataset, the model performs best on Caucasian test set. How-
ever, it performs worse in all the other datasets during the
test. This is a clear indication of bias. The same results repeat
for all the models that are trained on different datasets. Cer-
tainly, the method could not make up for a lack of data from
the missing races in the training set, hence had a lower accu-
racy on them. Racial bias is eliminated only when the model
is trained using a combination of the datasets. For exam-
ple, training on Asian Indian and East Asian images together
increases the accuracy for all the tests including Asian Indian
and East Asian. However there is still a bias against the miss-
ing races. Eventually, bias is eliminated when the training is
done on four datasets together as seen in the last row. There-
fore we can see that the method is unbiased as much as the
training data cover the different races. And, it does not make

Table 2 Results of deep emotion trained and tested on different bal-
anced datasets with 300 images per emotion

TESTED ON

ACC%[C [B [A I [IA[IB[IC[AB[AC]|CB|IACB
T[C 73l 39 | 45|41 |42 |41 |60 |41 |62 |58 |51
R[B 42 |72 50 | 55 | 51 [67 |47 |62 |43 |57 |53
A[A 47 | 55 |74 57 | 65 | 55 | 54 |65 |64 |47 |55
1[I 40 |54 | 50 | 74| 66 |67 |62 |52 |47 |47 |55
N [TA 40 |55 | 72|74 |73 | 65 |62 |64 |61 |49 |64
(DR FVE] 39 |73 40 |72 | 65 |76 | 66 |64 |47 |62 |64
D [IC 70| 55|40 |70 |63 |62 |72 |46 |66 |67 |62

AB 38 |72 74| 50 |64 | 64 | 54 [73 | 62 |61 |60
O [AC 72|48 | 74| 46 |66 |48 |62 |61 |74 |62 |62
N [CB 72 70|49 |50 |46 |62 |61 |62 |62 |72 |64

TACB |71 |70| 71|71 |74 |74 |73 |70 |71 |72 |73
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Table 3 Results of Self-Cure Network trained and tested on different
balanced datasets with 300 images per emotion

TESTED ON

ACC%|C |B |[A |T |AI|IB|IC|AB|AC|CB|IACB
T|C 76|44 39|36 |37 |40 |56 |42 |57 |60 |49
R |B 56| 72|66 |68 |67 |70 62|69 |61 |64 |66
AlA 51|67 |72| 72|72 |69 |61 |69 |61 |59 |65
]I 43164 |56 | 79|67 | 72 |61 |60 |49 |54 |60
N | TA A7 |\ T2 |71 | 77|74 |75 |62 |72 |59 |60 |67
B IB 51|74 |71 |77 |74 |76 |64 |73 |61 |63 |68
D |IC 72|66 |68 |78|73 |72 |75 |67 |70 |69 |71

AB 55|72 |76 | 73|75 |73 |64 |74 |66 |64 |69
O | AC 74164 |73|65|69 64|70 |68 |74 |69 |69
N | CB 72|71(64|70|67 |70 |71 |68 |68 |71 |69

IACB |76 |75|76 |79 |78 |77 |78 |76 |76 |76 |77

Table 4 Results of ResNet50 on 300 images per emotion

TESTED ON

ACC % |C |B |[A|TI |IA|IB|IC|AB|AC|CB |IACB
T|C 6941|4041 |41 |41 |55 (40 |55 |55 |48
R|B 48 |67 | 62| 65|64 |66 |57 |64 |55 |58 |61
AlA 50|64 |67 |68 |68 |66 59 |66 |58 |57 |62
]I 45|63 |54 | 75|64 |69 60 |59 |50 |54 |59
N | IA 47 |61 | 66|70 |68 |66 |58 |64 |56 |54 |61
B IB 49 |67 | 62|70 |66 |68 |60 |65 |56 |58 |62
D |[IC 66 | 59| 59| 67 |63 |63 |67 |59 |62 |62 |63

AB 49 163 |56 |64 |60 |63 |56 |60 |53 |56 |58
O] AC 67 57|61 |61 |61 |59 64|59 |64 |62 |62
N | CB 62 54|44 |50 |47 |52 |56 59 |53 |58 |52

IACB 61 |58 |64 |67 |65 |62 64|61 |62 |60 |62

up for the lack of samples from the different race during the
training.

In Table 3, Self-Cure Network has slightly different
results. In this case, the overall accuracy is higher and the
bias is much lower compared to Deep Emotion. For the
models that are trained and tested on combinations of East
Asian, Asian Indian, and Black datasets, we observe a small
bias among each other. Moreover, models that are trained
on two datasets, i.e., Caucasian and Black, reduces the bias
further. Therefore, Self-Cure Network has a better capability
to generalize compared to Deep Emotion. However, bias still
exists in the results. We can clearly see that the model trained
on Caucasian dataset is biased toward Caucasian test sam-
ples. Also, the results show that whenever a model is trained
without Caucasian samples, the accuracy for Caucasian test
samples reduces. Thus, a bias for Caucasian dataset still
exists, although the bias between the other races are reduced.
Finally, the model which is trained on all the datasets per-
forms without bias, similarly with Deep Emotion.

For transfer learning methods ResNet50, DenseNet121,
and InceptionV3 we observe a similar trend to Self-Cure Net-
work (See Table 4, 5, and 6). Again, there is a huge bias in the
models trained on only Caucasian dataset. Models trained on
combinations of East Asian, Asian Indian, and Black datasets
have lower bias toward each other. However, bias is reduced
properly only when all the datasets are included.

Additionally, we held another experiment to observe the
effect of imbalanced dataset. In this experiment, we repeated
the same training and testing process, but this time we used

@ Springer

Table 5 Results of DenseNet121 on 300 images per emotion

TESTED ON

ACC %|C |[B |[A I [IA[IB|[IC[AB|AC]|CB|[IACB
T[C 790 49 | 45 | 40 | 42 |44 |59 |47 |62 |64 |53
R [B 46 |55 |53 |55 |54 |55 |51 [54 |50 |50 |52
A[A 55|60 |69 |73 |71 |66 |64 |64 |62 |57 |64
1T 45|67 |58 79|68 |73 |62 |62 |51 |56 |62
N [TA 50|73 |75 |77 |76 |75 |64 |74 |62 |62 |69
E [1B 48 |65 |72 |61 |66 |73 |54 |68 |60 |56 |61
D [IC 7666 | 62| 77|69 |71 |76 |64 |69 |71 |70

AB 5173|6977 |73 |75 |64 |71 |60 |62 |67
O [AC 76|64 |64 |70 |67 |67 |73 |64 |70 |70 |69
N [ CB 79|69 |60|61|61 |65 |70 |64 |69 |74 |67

TACB |71 |72| 73|71 |72 |71 |71 |72 |72 |71 |72

Table 6 Results of InceptionV3 on 300 images per emotion

TESTED ON
ACC %|[C [B|[A I [IA[IB[IC|AB|[AC|[CB|IACB
C 7144|5046 |48 |45 [59 |47 |61 |58 |53

R[B 53 | 71|57 65|61 |68 |59 |64 |55 |62 |61

A A 48166 |66 | 72|69 |69 |60 |66 |57 |57 |63

I[T 5068|6479 71 |74 |64 |66 |57 |60 |65

N [TA 5170|6880 |74 |75 |65 |69 |59 |60 |67

E [1B 52| 71|62 |75 68 |73 63|66 |57 |61 |65

D [IC 7566|7476 |75 |71 |76 |70 |74 |71 |73
AB 48 |72 | 71|75 |73 |74 |62 [72 |60 |60 |67

O [AC 79|65|65|71 |68 |68 |75 (65 |72 |72 |70

N [CB 72|70 | 67|64 |66 |67 |68 69 |70 |71 |68
TACB |77 |72| 75|79 |77 |76 |78 |74 |76 |75 |76

Table 7 Results of Deep Emotion on full datasets

TESTED ON

ACC %
C

oEz-»>a3

Z 0
>
Q)

the full datasets (See Table 1) instead of the balanced datasets.
As explained in Sect. 3.1, full datasets include more samples
but the sample distribution among the classes are not bal-
anced. Therefore, there is a bias in class accuracies caused
by the dataset. Moreover, the higher sample count in the full
datasets helps with the models’ learning.

For this experiment, the observed accuracies are higher
compared to the previous experiment in general (See Table
7, 8,9, 10, 11). However, bias is also more clear in this
case. This is expected as the data count increases, the models
can optimize better. The weights fit better to the data, as the
model gets better opportunity to characterize the dataset in
detail thanks to the high number of samples. From the results
of Self-Cure Network and transfer learning methods, we can
see that models trained on Asian Indian, East Asian, and
Black now have a more clear bias compared to the previous
experiment.
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Table 8 Results of Self-Cure Network on full datasets

TESTED ON

ACC%|C |B |[A |[I [IA[IB[IC|AB]|AC]|CB|IACB
T[C 87|44 |49 |53 |51 (48|71 (46 |69 |67 |59
R[B 378470 |73 |72 |79 |54 [77 |53 |59 |65
A[A 36 | 75 79 |89 |77 |56 |86 |65 |54 |71
1[I 31|78 68 84 |89 63|73 |48 |53 |68
N [TA 32 | 78 89 |63 |88 |62 |54 |75
L [1B 24 |82 73 86 |90 |59 |77 |47 |51 |68
D [IC 82| 71|64 82 85|90 |67 |74 |77 |79
AB 38 | 81 82 |89 |82 |59 [88 |65 |58 |73
O [AC 86| 60 76 |87 |68 |82 (79 |92 |74 |80
N [CB 84|81 |67 |75 |71 |78 |80 |74 |76 |83 |77
TACB |86 |81 90 |92 |89 |91 |84 |91

Table 9 Results of ResNet50 on full datasets

TESTED ON

ACC % |C |B ] AT IA|IB|IC|AB|AC|CB |IACB
ric 86|29 46 |49 |48 |39 @ 37 |68 |59 |54
R|B 36|80 69|75 |72 |78 |55 |75 |51 |57 |64
AlA 40 | 55 74 |84 |65 |56 |75 |65 |47 |65
I 26 | 77 68 83 |88 |60 |72 |45 |50 |66
N [TA 38| 76 88 | 66 |86 |65 |56 |76
E | IB 30|84 75 87|91 62|79 |51 |55 |70
D|IC 87|76 71 85|88 |93 |73 |79 |82 |83

AB 32|81 82 [89 |82 56|94 |62 |55 |72
O | AC 85 74 |85 |65 |81 |75 |91 |72 |78

CB 85|81 70|74 |72 |77 |80 |75 |78 |83 |78

IACB 84|81 90 |91 |88 |89 |83 |90

Table 10 Results of DenseNet121 on full datasets

TESTED ON

ACC %

Table 11 Results of InceptionV3 on full datasets

TESTED ON

ACC % |C |B ] A I IA|IB|IC|AB|AC|CB |IACB
ricC 80|34 46 |49 |48 |42 ﬂ 40 |64 |59 |53
R|B 26|81 66|72 |69 |76 |48 |73 |44 |52 |60
AlA 52|65 92|72 |82 |68 |61 |78 [70 |58 |69
I 24 |79 72 87 |89 |60 |77 |48 |50 |68
N [TA 37|79 89 | 66 |87 |64 |57 |76
E | 1IB 33|83 70 84 |90 |63 |77 |50 |56 |70
D |I1C 86|74 71 85|87 92|73 |79 |80 |83

AB 3582 94 |80 |87 |81 (56|94 |62 |57 |71
O AC 86 | 60 75 |86 |68 |81 |78 |91 |74 |80
N | CB 84182 67|75 (71|78 |80 |74 |76 |83 |77

IACB 81|78 94 88 |89 |86 |87 |80 |88

To sum up, there is a clear bias for Deep Emotion which
inclines towards the data it is trained on. Self-Cure Network
and the transfer learning methods have similar bias for Cau-
casian dataset, but among other datasets they perform with
less bias. Between transfer learning methods, ResNet50 han-
dles the bias slightly better. Although the difference with

other methods is very small. Using only certain races in the
training to increase the variety decreases the bias up to a
degree. But it still does not mitigate it for all the races which
are not included in the training. For all the methods, racial
bias is eliminated only when all the races are included equally
in the training. Furthermore, we observed that imbalanced
classes does not effect the racial bias trend of a method. How-
ever, increasing the dataset size can effect the racial bias.

5 Conclusion

In view of the above, we investigated the racial bias in facial
expression recognition by compiling datasets from differ-
ent races, which were then used in various combinations to
explore how the racial balance in the training dataset affects
the racial bias of the model. We detailed the study by ana-
lyzing the test results for samples from four different races,
both combined and individually. As a proof of concept, we
used state-of-the-art facial expression recognition methods
and transfer learning methods, i.e., Deep Emotion, Self-Cure
Network, ResNet50, InceptionV3, and DenseNetl121. Our
bias analysis showed three significant conclusions. Firstly,
the investigated methods are biased toward the races included
in the training data. We included the missing races in the
training phase to eliminate racial bias. Moreover, it is possi-
ble to reduce racial bias by having only some races for some
methods. In other words, even if some races are not included
in the training, the method can make up for it and learn in
an unbiased way, but this is not always the case to mitigate
the bias completely. Finally, an improvement in performance
does not mean an improvement in racial bias. On the contrary,
bias becomes more apparent as the networks fit the data more.
It is important to note that our data and chosen methods bind
our study. As far as future work is concerned, this study could
be expanded by including the other datasets and methods.
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