
TOPOLOGICAL RECURSION FOR MONOTONE ORBIFOLD HURWITZ

NUMBERS: A PROOF OF THE DO-KAREV CONJECTURE

R. KRAMER, A. POPOLITOV, AND S. SHADRIN

Abstract. We prove the conjecture of Do and Karev that the monotone orbifold Hurwitz numbers
satisfy the Chekhov-Eynard-Orantin topological recursion.
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1. Introduction

1.1. Monotone orbifold Hurwitz numbers. A sequence of transpositions τ1, . . . , τm P Sd, τi “
pai, biq, ai ă bi, i “ 1, . . . ,m, is called monotone if b1 ď b2 ď ¨ ¨ ¨ ď bm. For the entire paper, fix a
positive integer q. The disconnected monotone q-orbifold Hurwitz numbers h‚g,µ, µ “ pµ1, . . . , µ`q are
defined as

(1) h‚g,µ :“
|Autpµq|

|µ|!

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

$

&

%

pτ0, τ1, . . . , τmq

ˇ

ˇ

ˇ

ˇ

ˇ

τi P S|µ|, τ0τ1 ¨ ¨ ¨ τm P Cµ, τ0 P Cpq,...,qq,

m “ 2g ´ 2` `` |µ|
q , and

τ1, . . . , τm is a monotone sequence of transpositions

,

.

-

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

.

Here, |µ| “
ř`
i“1 µi and Autpµq “ tσ P S` | µj “ µσpjq@ju.

The connected monotone Hurwitz numbers h˝g,µ are defined by the same formula, but with an extra
addition that τ0, τ1, . . . , τm generate a transitive subgroup of S|µ|.

The double monotone Hurwitz numbers were first introduced by Goulden, Guay-Paquet, and Novak,
‘double’ allowing for τ0 to be any permutation, in [GGN14] in their study of the HCIZ integral, and
their orbifold, i.e. τ0 P Cpq,...,qq, version that we study in this paper was first considered explicitly as an
object of research by Do and Karev in [DK17]. These numbers were very intensively studied in the recent
years due to their rich system of connections to integrability, combinatorics, representation theory, and
geometry, see e.g. [GGN13b, GGN13a, GH15, HO15, ALS16, HKL18, Hah19, ACEH18].

1.2. Topological recursion. The topological recursion of Chekhov, Eynard, and Orantin [EO07] is a
recursive procedure that associates to some initial data on a Riemann surface Σ a sequence of meromorphic
differentials ωg,n on Σˆn. The initial data consist of Σ itself, two non-constant meromorphic functions x
and y on Σ, and a choice of a symmetric bi-differential B on Σˆ2 with a double pole with bi-residue 1
on the diagonal.

We assume that x has simple critical points p1, . . . , ps P Σ, and by σi we denote the local deck
transformation for x near the point pi. We also assume that the pi are not critical points of y. We use
the variables zi as the placeholders for the arguments of the differential forms to stress dependence on
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2 R. KRAMER, A. POPOLITOV, AND S. SHADRIN

the point of the curve, and we denote by zI the set of variables with indices in the set I. Finally, JnK
denotes the set t1, . . . , nu.

The topological recursion works as follows: first define ω0,1 :“ ydx, ω0,2 :“ B, and for 2g´2`n`1 ą 0

ωg,n`1pz0, zJnKq :“
1

2

s
ÿ

i“1

Res
zÑpi

şσiz

z
Bp¨, z0q

ydxpσizq ´ ydxpzq

«

ωg´1,n`2pz, σiz, zJnKq(2)

ÿ

g1`g2“g, I1\I2“JnK
pg1,|I1|q‰p0,0q‰pg2,|I2|q

ωg1,1`|I1|pz, zIqωg2,1`|I2|pσiz, zI2q

ff

.

Originally, this procedure was designed to compute the cumulants of some class of matrix mod-
els [CE06], but since then it has evolved a lot and nowadays it is intensively studied on the crossroads of
enumerative geometry, integrable systems, and mirror symmetry, see e.g. [Eyn16, LM18] for a survey of
applications. In particular, it is the key ingredient of the so-called remodeling of the B-model conjecture
proposed in [BKMP09], which suggests that topological recursion is the right version of the B-model for
a class of enumerative problems, in the context of mirror symmetry theory.

1.3. The Do-Karev conjecture. Denote by Hg,n the n-point generating function for the connected
q-orbifold monotone Hurwitz numbers:

(3) Hg,npx1, . . . , xnq :“
8
ÿ

µ1,...,µn“1

h˝g,µ1,...,µn

n
ź

i“1

xµii .

Consider the spectral curve data given by Σ “ C, xpzq “ zp1 ´ zqq and ypzq “ zq´1{p1 ´ zqq,
Bpz1, z2q “ dz1dz2{pz1 ´ z2q

2 (our definition of y differs by a sign from the one in [DK17] since we use
a different sign in the definition of the recursion kernel than op. cit.). The critical points of xpzq are
pj “ pq ` 1q´1{q expp2π

?
´1j{qq, j “ 1, . . . , q.

Consider the symmetric multi-differentials ωg,npz1, . . . , znq, g ě 0, n ě 1, defined on Cn by the
Chekhov-Eynard-Orantin topological recursion. The conjecture of Do-Karev claims that

(4) ωg,npz1, . . . , znq “ d1 b ¨ ¨ ¨ b dnHg,npx1, . . . , xnq ,

where we consider the Taylor series expansion near x1 “ ¨ ¨ ¨ “ xn “ 0 and substitute xi Ñ xpziq. This
conjecture is proved for pg, nq “ p0, 1q in [DK17] and for pg, nq “ p0, 2q in [KLS19] and in an unpublished
work of Karev. It is also proved in [DDM17, DKPS19a] for all pg, nq in the case q “ 1. In this paper we
prove it in the general case:

Theorem 1.1. The conjecture of Do-Karev holds.

In addition to settling an explicitly posed open conjecture, this theorem is interesting in several different
contexts. Firstly, it can be considered as a mirror symmetry statement in the context of the remodeling of
the B-model principle of [BKMP09]. Secondly, it is a part of a more general conjecture for weighted double
Hurwitz numbers proposed in [ACEH18] and its proof might be useful for the analysis of this more general
conjecture. Thirdly, once the Do-Karev conjecture is proved, one can use the results of [Eyn14, DOSS14]
to express the monotone orbifold Hurwitz numbers as the intersection numbers of the tautological classes
on the moduli spaces of curves (for q “ 1, this is done in [ALS16, DK17]).

1.4. Proof. For the proof we use a corollary of [BS17, Theorem 2.2] (see also [BEO15]). Namely, in
order to prove that the differentials d1 b ¨ ¨ ¨ b dnHg,npx1, . . . , xnq satisfy the topological recursion on a
given rational spectral curve, it is sufficient to show that

(1) The conjecture holds for pg, nq “ p0, 1q and p0, 2q.
(2) Hg,npx1, . . . , xnq, 2g´2`n ą 0, are the expansion at the point x1 “ ¨ ¨ ¨ “ xn “ 0 of a finite linear

combination of the products of finite order d{dxi-derivatives of the functions ξjpziq :“ 1{pzi´pjq,
xi “ xpziq, i “ 1, . . . , n, j “ 1, . . . , q.

(3) The differential forms d1 b ¨ ¨ ¨ b dnHg,npx1, . . . , xnq, considered as globally defined differentials
on the spectral curve rather than formal power series expansions, satisfy the so-called quadratic
loop equations. For a collection of symmetric differentials pωg,nqgě0,ně1 on a spectral curve, the
quadratic loop equations state that for all g ě 0 and n ě 1

(5) ωg´1,n`1pz, σipzq, zJn´1Kq `
ÿ

g“g1`g2
Jn´1K“I\J

ωg1,|I|`1pz, zIqωg2,|J|`1pσipzq, zJq

is holomorphic in z near pi, with a double zero at pi itself, cf. [BS17, (2.2)].
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The relation between [BS17, Theorem 2.2] and the list above is given by lemma 3.1.
As we mentioned above, the unstable cases are proved in [DK17, KLS19], and in an unpublished work

of Karev. The second property is proved in [KLS19]. So, the only thing that we have to do to complete
the proof is to formulate and prove the quadratic loop equations. It is done in proposition 4.1 below. l

Remark 1.2. This approach to proving the topological recursion was used before in [DLPS15, DKPS19a]
(where the quadratic loop equations followed directly from the cut-and-join equation) and in [BKL`17,
DKPS19b], where a system of formal corollaries of the quadratic loop equations was related to the cut-
and-join operators of completed r-cycles. In this paper we combine the latter result with the formula
in [ALS16, Example 5.8] that expresses the partition function of the monotone orbifold Hurwitz numbers
in terms of an infinite series of the operators of completed r-cycles.

1.5. Organization of the paper. This paper is very essentially based on the results of [DKPS19b]
and [ALS16]. However, in this paper, we work exclusively in the so-called bosonic Fock space, i.e. the
space of symmetric functions instead of the fermionic Fock space, or semi-infinite wedge formalism, as in
op. cit.. By the classical boson-fermion correspondence [Kac90, MJD00], we can translate the necessary
results in the fermionic Fock space to the language of differential operators in the ring of symmetric
functions.

In section 2 we derive the so-called “cut-and-join” evolutionary equation for the exponential partition
function of monotone orbifold Hurwitz numbers and discuss its convergence issues. In section 3 we use
the cut-and-join operator to construct a particular expression holomorphic at the critical points of the
spectral curve, which is needed for the proof of the quadratic loop equations. In section 4 we formulate
and prove the quadratic loop equations.

1.6. Acknowledgments. We thank A. Alexandrov, P. Dunin-Barkowski, M. Karev, and D. Lewański
for useful discussions. We also thank an anonymous referee for useful suggestions. A.P. would like to
thank Korteweg-de Vries Institute for hospitality and flourishing scientific atmosphere. R.K. and S.S.
were supported partially by the Netherlands Organization for Scientific Research. A.P. was supported
in part by the grant of the Foundation for the Advancement of Theoretical Physics “BASIS”, by RFBR
grants 16-01-00291, 18-31-20046 mol a ved and 19-01-00680 A.

2. The cut-and-join operator

Define the function ζpzq “ ez{2´ e´z{2 and for a partition λ (viewed as its Young diagram), and a box
˝ “ pi, jq P λ, let crλ˝ “ i ´ j be its content. The partition function of the monotone q-orbifold Hurwitz
numbers can be defined as [HO15]

(6) Z :“
8
ÿ

g“0

ÿ

µ

~2g´2`lpµq`|µ|{q

|Autpµq|
h‚g,µ

lpµq
ź

i“1

pµi “
ÿ

λ

sλpδqq
´

ź

˝Pλ

p1´ ~crλ˝ q´1
¯

sλppq ,

where the sλ are Schur functions expressed as polynomials in the power sums pi, and the left Schur
function is evaluated at the point pj “ δj,q.

Define the series of operators Qpzq “
ř8

r“1Qrz
r as

(7) Qpzq :“
1

ζpzq

8
ÿ

s“1

¨

˚

˚

˚

˚

˝

ÿ

ně1
k1,...,kně1
k1`¨¨¨`kn“s

1

n!

n
ź

i“1

ζpkizqpki
ki

˛

‹

‹

‹

‹

‚

¨

˚

˚

˚

˚

˝

ÿ

mě1
`1,...,`mě1
`1`¨¨¨``m“s

1

m!

m
ź

j“1

ζp`jzq
B

Bp`j

˛

‹

‹

‹

‹

‚

.

Define the operator J as

J :“
B
B~

ζ
`

~2 B
B~
˘

8
ÿ

r“1

~rQrpr ´ 1q!´
1

~
Q1(8)

“

8
ÿ

r“2

~r´2Qrpr ´ 1q!`
8
ÿ

α“1

cα

8
ÿ

r“1

~r´2`2αQrpr ´ 1` 2αq!.

Here cα are the coefficients of the expansion z
ζpzq “

ř8

α“0 cαz
2α, that is, c1 “ ´ 1

24 , c2 “
7

5760 , and in

general cα can be expressed in terms of the Bernoulli numbers as cα “
21´2αB2α

p2αq! .

Proposition 2.1. We have: B
B~Z “ JZ.
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Proof. Recall [ALS16, proposition 5.2], which states that the operator Dp~q acting on the space of sym-
metric functions as Dp~qsλ :“

“
ś

˝Pλp1´ ~crλ˝ q´1
‰

sλ as in equation (6) can be expressed by the formula

(9) Dp~q “ exp

ˆ„

Ẽ0p~2
B

B~
q{ζp~2

B

B~
q ´ F1



logp~q
˙

,

where Ẽ0pzq “
ř8

r“1 Fr
zr

r! “ z
ř8

r“1 Fr
zr´1

r! , and Fr is the operator whose action in the basis of Schur
polynomials is diagonal and is given by

(10) Frsλ “
ÿ̀

i“1

ˆ

pλi ´ i`
1

2
qr ´ p´i`

1

2
qr
˙

sλ

for λ “ pλ1 ě λ2 ě ¨ ¨ ¨ ě λ`q [ALS16, equation (2.4)]. The operators Fr can be expressed as differential
operators in the variables p as Frsλ “ r!Qrsλ, r ě 1 ([SSZ12, theorem 5.2], see also [Ale11, Ros08]).
Note that

B

B~
Dp~q “ 1

~2
¨ ~2

B

B~
Dp~q “ Dp~q ¨ 1

~2

ˆ„

Ẽ0p~2
B

B~
q{ζp~2

B

B~
q ´ F1



~
˙

(11)

“ Dp~q ¨

˜

1

~2

˜

~2 B
B~

ζp~2 B
B~ q

8
ÿ

r“1

Fr
~r

r

¸

´
1

~
F1

¸

and, therefore,

B

B~
Z “

ÿ

λ

sλpδqqDp~q

«

B
B~

ζp~2 B
B~ q

8
ÿ

r“1

Fr
~r

r
´

1

~
F1

ff

sλppq(12)

“
ÿ

λ

sλpδqqDp~q

«

B
B~

ζp~2 B
B~ q

8
ÿ

r“1

~rQrpr ´ 1q!´
1

~
Q1

ff

sλppq “ JZ.

�

Corollary 2.2. For 2g ´ 2` n ą 0 we have:

ˆ

2g ´ 2` n`
1

q

n
ÿ

i“1

Dxi

˙

H̃g,n “

(13)

ÿ

mě1,dě0
m`2dě2

pm` 2d´ 1q!

m!

m
ÿ

`“1

1

`!

ÿ

tku\
Ů`
j“1Kj“JnK

Ů`
j“1Mj“JmK
Mj‰H

g´d“
ř`
j“1 gj`m´`

g1,...,g`ě0

Q
pkq
d,H,m

„

ź̀

j“1

H̃gj ,|Mj |`|Kj |pξMj
, xKj q



`

g
ÿ

α“1

cα
ÿ

mě1,dě0
m`2dě1

pm` 2d´ 1` 2αq!

m!

m
ÿ

`“1

1

`!

ÿ

tku\
Ů`
j“1Kj“JnK

Ů`
j“1Mj“JmK
Mj‰H

g´d´α“
ř`
j“1 gj`m´`

g1,...,g`ě0

Q
pkq
d,H,m

„

ź̀

j“1

H̃gj ,|Mj |`|Kj |pξMj
, xKj q



,

where Dxi “ xi
B
Bxi

,

ÿ

dě0

Q
pkq
d;K0,m

z2d “
z

ζpzq

ź

iPtku\K0

ζpzDxiq

zDxi

˝

m
ź

j“1

ζpzDξj q

z

ˇ

ˇ

ˇ

ˇ

ξj“xk

, Dξj “ ξj
B

Bξj
,(14)

H̃0,1pξq “ H0,1pξq(15)

H̃0,2pξ, xq “ H0,2pξ, xq `H
sing
0,2 pξ, xq , Hsing

0,2 pξ, xq “ log
´ξ ´ x

ξx

¯

,(16)

H̃0,2pξ1, ξ2q “ H0,2pξ1, ξ2q,(17)

H̃g,n “ Hg,n `

g
ÿ

α“0

cα
p2g ´ 2` n` 2αq!

2g ´ 2` n
, 2g ´ 2` n ą 0.(18)
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The contribution Hsing
0,2 pξ, xq is called the singular part. Note that we introduce more general operators

Q
pkq
d;K0,m

than the ones used in the statement of the corollary (where only have K0 “ H), since we need
them below in the proof.

Proof. The proof repeats mutatis mutandis the proof of [BKL`17, proposition 10], so we only give a
sketch of the idea, with the analogy explained. The operator J is a linear combination of the Qr. Hence,
comparing proposition 2.1 to [BKL`17, equation (3)]: 1

r!
B
BβZ

r,q “ Qr`1Z
r,q, we can manipulate the

first equation as the second. So, we map pµ to monomial symmetric functions Mµpx1, . . . , xnq, using
[BKL`17, equation (5)] for the effect of this map on the operators Qr acting on a partition function Z.

The next step is incorporating the factors xi
xk´xi

as part of H̃0,2, which is given by (16) and explained

in the proof of [BKL`17, proposition 10]. As in that proof, this adds a term on the right-hand side of
equation (13) where all factors are singular parts, and this is the extra term in (18). This corresponds to
the case m “ ` “ n ´ 1, and can equivalently be written in the shape of [BKL`17, proposition 6], with
m “ ` “ 0. This gives

ÿ

děmint0,3´nu

pn` 2d´ 2q!
ÿ

tku\K0“JnK

δg,dQ
pkq
d,K0,0

ź

jPK0

xj
xk ´ xj

`

g
ÿ

α“1

cαpn` 2d` 2α´ 2q!
ÿ

tku\K0“JnK

δg,dQ
pkq
d,K0,0

ź

jPK0

xj
xk ´ xj

.

(19)

The condition d ě mint0, 3´ nu excludes the unstable cases pg, nq “ p0, 1q, p0, 2q, and for 2g ´ 2` n ą 0
it simplifies to

g
ÿ

α“0

cαpn` 2g ` 2α´ 2q!
ÿ

tku\K0“JnK

n
ź

i“1

ζpzDxiq

zDxi

ź

jPK0

xj
xk ´ xj

(20)

“

g
ÿ

α“0

cαpn` 2g ` 2α´ 2q!
n
ź

i“1

ζpzDxiq

zDxi

n
ÿ

k“1

n
ź

j“1
j‰k

xj
xk ´ xj

.(21)

As calculated in [BKL`17, proposition 10],

(22)
n
ÿ

k“1

n
ź

j“1
j‰k

xj
xk ´ xj

“ ´1

and therefore, there cannot be any derivatives acting on it.
Now we use induction on 2g´2`n, with the induction hypothesis being that Hg,n´H̃g,n is a constant.

This holds for the p0, 1q case, while the p0, 2q case is taken care of by the previous argument. Using the
induction hypothesis, we get from the previous calculation that

(23)

ˆ

2g ´ 2` n`
1

q

n
ÿ

i“1

Dxi

˙

pHg,n ´ H̃g,nq “

g
ÿ

α“0

cαpn` 2g ` 2α´ 2q! ,

as all constants from previous H ´ H̃ are annihilated on the right-hand side by derivatives.
As both Hg,n and H̃g,n are power series in the xi and the Dxi preserve degree and vanish on constants,

this shows that

(24) Hg,n ´ H̃g,n “

g
ÿ

α“0

cα
pn` 2g ` 2α´ 2q!

2g ´ 2` n
.

�

Remark 2.3. It is proved in [KLS19] that each Hg,n is an expansion of a globally defined meromorphic
function on Cn with known positions of poles and bounds on their order. More precisely, for 2g´2`n ą 0,
Hg,npxJnKq is the expansion of a function of zJnK, xi “ xpziq, which, by a slight abuse of notation, we
also denote by Hg.npzJnKq, with the poles in each variable only at the points p1, . . . , pq, where the order
of poles is bounded by some constants that depend only on g and n.

Remark 2.3 implies, in particular, that the right hand side of equation (13) is an infinite sum of
meromorphic functions on Cn with the natural coordinates z1, . . . , zn, xi “ xpziq, with the poles in each
variable only at the points p1, . . . , pq and on the diagonals, where the order of poles is bounded by some
constants that depend only on g and n. Let us prove that this infinite sum converges absolutely and
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uniformly on every compact subset of pDztp1, . . . , pquq
nzDiag to a meromorphic function with the same

restriction on poles (and, therefore, equation (13) makes sense). Here, D is the unit disc.

Lemma 2.4. Corollary 2.2 holds on the level of meromorphic functions on the unit disc D in the
variables zi, i “ 1, . . . , n: the right hand side converges absolutely and uniformly on every compact subset
of pDztp1, . . . , pquq

nzDiag to a meromorphic function with the poles in each variable only at the points
p1, . . . , pq and on the big diagonal, the locus where at least two coordinates are equal. The order of poles
is bounded by some constants that depend only on g and n.

Proof. In order to see the convergence, we have to rewrite each of the summands on the right hand side
(the first summand and the coefficients of cα) in a way that collects all but finitely many terms in a series

that can be analysed well. We claim that the only source of infinite summation are factors DξH̃0,1pξq.
To see this, let us first analyse the summation range of (13) for a given pg, nq. Let us work it out for the
first summand, the computation for all other summands is exactly the same. One summation condition

is g´ d “
ř`
j“1 gj `m´ `, which can be rewritten as g “ d`

ř`
j“1pgj ` |Mj | ´ 1q. As gj ` |Mj | ´ 1 ą 0

unless pg, |Mj |q “ p0, 1q, and furthermore there are only finitely many xi to distribute, this does show
that the sum over m, d (which bounds the number of D), decompositions of JnK, and gj is finite if we

exclude DxkH̃0,1. Furthermore, each such term obtains an infinite ‘tail’ of DxkH̃0,1, as follows, where the
variable m on the first line is split into m and t on the second and third line:

ÿ

mě1,dě0
m`2dě2

pm` 2d´ 1q!

m!

m
ÿ

`“1

1

`!

ÿ

tku\
Ů`
j“1Kj“JnK

Ů`
j“1Mj“JmK
Mj‰H

g´d“
ř`
j“1 gj`m´`

g1,...,g`ě0

Q
pkq
d,H,m

„

ź̀

j“1

H̃gj ,|Mj |`|Kj |pξMj
, xKj q



“(25)

ÿ

m,dě0

1

m!

m
ÿ

`“0

1

`!

ÿ

tku\
Ů`
j“1Kj“JnK

Ů`
j“1Mj“JmK
Mj‰H

g´d“
ř`
j“1 gj`m´`

g1,...,g`ě0

«

Q
pkq
d,H,m

„

ź̀

j“1

H̃gj ,|Mj |`|Kj |pξMj , xKj q



ff

noDxk H̃0,1pxkq

ˆ

8
ÿ

t“0
t`mě1

t`m`2dě2

pm` t` 2d´ 1q!

t!

´

DxkH̃0,1pxkq
¯t

.

Here we mean that in the second line, we exclude any factors DxkH̃0,1pxkq left after the action of Q, and
we collect these in the third line. Now the first two summations are finite, the coefficients

(26)

«

Q
pkq
d,H,m

„

ź̀

j“1

H̃gj ,|Mj |`|Kj |pξMj , xKj q



ff

noDξH̃0,1pξq

are meromorphic functions with the desired restriction on poles, and the sum over t determines the explicit

functions
ř8

t“0
pm`t`2d´1q!

t! ut “ p ddu q
m`2d´1 um`2d´1

1´u of its argument u “ zq “ xy “ DxkH̃0,1pxkq, which
converge on the unit disc. �

3. Holomorphic expression

In this section we analyse a symmetrization of equation (13) near one of the critical points of the
function xpzq. For the rest of this paper we fix p “ pj , j “ 1, . . . , q, and by z ÞÑ z̄ we denote the deck
transformation near p.

We define the symmetrizing operator Sz and the anti-symmetrizing operator ∆z by

Szfpzq :“ fpzq ` fpz̄q ;(27)

∆zfpzq :“ fpzq ´ fpz̄q ,

and use the identity [BKL`17, DKPS19b]

(28) Sz

´

fpz1, . . . , zrq
ˇ

ˇ

ˇ

zi“z

¯

“ 21´r
´

ÿ

I\J“JrK
|J| even

´

ź

iPI

Szi

¯´

ź

jPJ

∆zj

¯

fpz1, . . . , zrq
¯
ˇ

ˇ

ˇ

zi“z
, r ě 1.
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Recall remark 2.3. Another direct corollary of the results of [KLS19] is the linear loop equations for
the n-point functions that can be formulated as the following lemma:

Lemma 3.1. For any g ě 0 and n ě 1 we have: SziHg,npzJnKq is holomorphic at zi Ñ p.

Proof. By [KLS19, theorem 5.2 & proposition 6.2], cf. the statement after the proof of that proposition,
the Hg,n are linear combinations of polynomials in

 

d
dxi

(

acting on
śn
i“1 ξαipxiq, where, up to a linear

change of basis given in [KLS19, Section 6.1], ξαpzq “
1

z´pα
. In particular, Sziξαpziq is holomorphic at

zi Ñ p (trivially if p ‰ pα and because the pole is odd if p “ pα). Because x itself is invariant under the
involution by definition, this holomorphicity is preserved under any amount of applications of d

dxi
. �

In order to simplify the notation, consider equation (13) for Hg,n`1 “ Hg,n`1px0, . . . , xnq, and substi-
tute xi “ xpziq. We apply the operator Sz0 to both sides of this equation. From the linear loop equations
we immediately see that the left hand side of this equation is holomorphic at z0 Ñ p, as well as all
summands on the right hand of this equation with k ‰ 0 (it is an infinite sum that converges in the sense
of lemma 2.4). Thus we know that

Lemma 3.2. The expression

Sz0

«

ÿ

mě1,dě0
m`2dě2

pm` 2d´ 1q!

m!

m
ÿ

`“1

1

`!

ÿ

Ů`
j“1Kj“JnK

Ů`
j“1Mj“JmK
Mj‰H

g´d“
ř`
j“1 gj`m´`

g1,...,g`ě0

Q
p0q
d,H,m

„

ź̀

j“1

H̃gj ,|Mj |`|Kj |pξMj , xKj q



(29)

`

g
ÿ

α“1

cα
ÿ

mě1,dě0
m`2dě1

pm` 2d´ 1` 2αq!

m!

m
ÿ

`“1

1

`!

ÿ

Ů`
j“1Kj“JnK

Ů`
j“1Mj“JmK
Mj‰H

g´d´α“
ř`
j“1 gj`m´`

g1,...,g`ě0

Q
p0q
d,H,m

„

ź̀

j“1

H̃gj ,|Mj |`|Kj |pξMj
, xKj q



ff

is holomorphic at z0 Ñ p.

It is convenient to introduce the notation

Wg,n`mpξJmK, xJnKq :“ Dξ1 ¨ ¨ ¨DξmDx1 ¨ ¨ ¨DxnH̃g,m`npξJmK, xJnKq;(30)

Wg,m,npξJmK | zJnKq :“
m
ÿ

`“1

1

`!

ÿ

Ů`
j“1Kj“JnK

Ů`
j“1Mj“JmK
Mj‰H

g“
ř`
j“1 gj`m´`

g1,...,g`ě0

ź̀

j“1

Wgj ,|Mj |`|Kj |pξMj , xKj q,(31)

where we assume that ξi :“ xpwiq, i “ 1, . . . ,m, and xj :“ xpzjq, j “ 1, . . . , n. Denote also

ÿ

dě0

Qd,mpz0qt
2d “

t

ζptq

ζptDxpz0qq

tDxpz0q
˝

m
ź

j“1

ˆ

“

|wj“z0

‰

˝
ζptDxpwjqq

tDxpwjq

˙

,(32)

where
“

|wj“z0

‰

F pwq– Resw“z F pwq
dxpwq

xpwq ´ xpzq
.(33)

These notations allow us to rewrite expression (29) and to reformulate lemma 3.2 as

Corollary 3.3. The expression

Sz0

»

—

–

ÿ

mě1,dě0
m`2dě2

pm` 2d´ 1q!

m!
Qd,mpz0qWg´d,m,npwJmK | zJnKq(34)

`

g
ÿ

α“1

cα
ÿ

mě1,dě0
m`2dě1

pm` 2d´ 1` 2αq!

m!
Qd,mpz0qWg´d´α,m,npwJmK | zJnKq

fi

ffi

fl

.

is holomorphic at z0 Ñ p.
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4. Quadratic loop equations

In this section we use corollary 3.3 and results of [DKPS19b] for the proof of the quadratic loop
equations that can be formulated as the following proposition:

Proposition 4.1. For any g ě 0, n ě 0 we have: Wg,2,npw, w̄ | zJnKq is holomorphic at w Ñ p.

Remark 4.2. In order to see that this really gives the quadratic loop equation, as given in (5), note that

(35) Wg,2,npw, w̄ | xJnKq “Wg´1,n`2pw, w̄, zJnKq `
ÿ

K1\K2“JnK
g“g1`g1

Wg1,1`|K1|pw, zK1
qWg2,1`|K2|pw̄, zK2

q .

Furthermore, d1b¨ ¨ ¨bdnHg,npzJnKq “Wg,npzJnKq
śn
i“1

dxpziq
xpziq

. Therefore, Wg,2,npw, w̄ | zJnKq is holomor-

phic at w Ñ p if and only if (5) is holomorphic with double zero there.

Let us explain the strategy of the proof. We prove this proposition by induction on the negative Euler
characteristic, that is, on 2g´2`pn`1q. We split the known to be holomorphic at z0 Ñ p expression (34),
which is an infinite sum of meromorphic functions converging in the sense of lemma 2.4, into a sum of
two converging infinite sums, where one sum is holomorphic once the quadratic loop equations hold for
all pg1, n1q with 2g1 ´ 2` pn1 ` 1q ă 2g ´ 2` pn` 1q, and the other sum is holomorphic if and only if the
quadratic loop equation holds for pg, nq.

To this end, we have to recall some of the results of [DKPS19b]. First of all, we need a change of
notation in the case when we apply ∆wi∆wj and SwiSwj operators to W0,2pξi, ξjqq, ξi “ xpwiq, ξj “ xpwjq
(which is a possible factor in W)—see [DKPS19b, section 3.1] for a motivation of this change of notation.
So, we redefine

Č∆wi∆wjW0,2pξi, ξjq :“ ∆wi∆wjW0,2pξi, ξjq ´
2

plog ξi ´ log ξjq2
;(36)

ČSwiSwjW0,2pξi, ξjq :“ SwiSwjW0,2pξi, ξjq `
2

plog ξi ´ log ξjq2
.

From now on, we use this modified definition, and abusing notation we always omit the tildes.
Recall that all Hg,n’s satisfy the linear loop equations (lemma 3.1). Under the assumption that the

quadratic loop equations hold for all pg1, n1q with 2g1 ´ 2` pn1 ` 1q ă 2g ´ 2` pn` 1q the following two
lemmas hold:

Lemma 4.3. For any r ě 0 and any h, k ě 0 such that 2h´ 1` k ´ r ď 2g ´ 2` n, the expression
(37)

r`1
ÿ

m“1

1

m!

ÿ

2α1`¨¨¨`2αm
`m“r`1

m
ź

j“1

ˆ

“

|wj“z0

‰

D
2αj
xpwjq

p2αj ` 1q!

˙

ÿ

I\J“JmK
|I|P2Z

ź

iPI

∆wi

ź

jPJ

SwjWh´α1´...´αm,m,kpwJmK | zJkKq

as well as its arbitrary Dxpz0q-derivatives, is holomorphic at z0 Ñ p.

Proof. This is a direct corollary of [DKPS19b, corollary 3.4]. �

Lemma 4.4. For any r ě 1

ÿ

k,α1,...,α2k
`,β1,...,β`

2k`2α1`¨¨¨`2α2k
```2β1`¨¨¨`2β`“r`1

1

`!p2kq!

ź̀

i“1

“

|w1i“z0

‰

D2βi
xpw1iq

p2βi ` 1q!
Sw1i

2k
ź

i“1

r|wi“z0s
D2αi
xpwiq

p2αi ` 1q!
∆wiWg`p2k``´r´1q{2,``2k,npw

1
J`K, wJ2kK | zJnKq

(38)

´
ÿ

2k``“r`1

1

`!p2kq!

ˆ

k

1

˙

pSz0W0,1pxpz0qqq
`
p∆z0W0,1pxpz0qqq

2k´2
r|w1“z0s r|w2“z0s∆w1

∆w2
Wg,2,npw1, w2 | zJnKq

is holomorphic at z0 Ñ p.

Proof. This is a direct corollary of [DKPS19b, corollary 3.4 and remark 3.3]. Note that the sum over αs
and βs in the first line is the same as the sum over αs in (38), but split depending on whether S or ∆
acts on the corresponding variable. �

Another statement that we need is the following. Let fipzq, i P Zě0 be a sequence of meromorphic
functions defined on an open neighborhood U of the point p with the orders of poles bounded by some
constant. Assume

ř8

i“0 fipzq converges absolutely and uniformly on every compact subset of Uztpu to a
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function of the same type, that is, to a meromorphic function fpzq on U with a possible pole only at the
point p with the order of the pole bounded by the same constant. Assume that we can split Zě0 into
a sequence of pairwise disjoint finite subsets Ik, k “ 1, 2, 3, . . . , Zě0 “

Ů8

k“1 Ik, such that
ř

iPIk
fipzq is

holomorphic at z Ñ p for every k. Then we have:

Lemma 4.5. The sum fpzq “
ř8

i“0 fipzq is holomorphic at z Ñ p.

Now we are ready to prove proposition 4.1.

Proof of proposition 4.1. As stated before, the proof works by induction on 2g ´ 2 ` pn ` 1q. First,
equation (28) and the holomorphicity at z0 Ñ p of the expression (34) imply that the following expression
is holomorphic at z0 Ñ p:

ÿ

mě1,dě0
m`2dě2

pm` 2d´ 1q!

m!2m
Qd,mpz0q

ÿ

I\J“JmK
|I|P2Z

ź

iPI

∆wi

ź

jPJ

SwjWg´d,m,npwJmK | zJnKq(39)

`

g
ÿ

α“1

cα
ÿ

mě1,dě0
m`2dě1

pm` 2d´ 1` 2αq!

m!2m
Qd,mpz0q

ÿ

I\J“JmK
|I|P2Z

ź

iPI

∆wi

ź

jPJ

SwjWg´d´α,m,npwJmK | zJnKq.

We split this expression into three parts and analyse them separately.
The first part is the second summand. We consider

g
ÿ

α“1

cα
ÿ

mě1,dě0
m`2dě1

pm` 2d´ 1` 2αq!

m!2m
Qd,mpz0q

ÿ

I\J“JmK
|I|P2Z

ź

iPI

∆wi

ź

jPJ

SwjWg´d´α,m,npwJmK | zJnKq.(40)

Note that this expression is an infinite sum of the products of derivatives of the function tH̃g,nug,n, and
it absolutely uniformly converges to a meromorphic function on Uztpu in the variable z0, where U is an
open neighborhood of the point p. The proof of that is exactly the same as the proof of lemma 2.4: we
have a finite number of terms with no factors of SwDξH̃0,1pξpwqq and ∆wDξH̃0,1pξpwqq multiplied by

a geometrically converging series in SwDξH̃0,1pξpwqq and ∆wDξH̃0,1pξpwqq. On the other hand, we can
rewrite this expression as the sum over r ` 1 “ m ` 2d and then for each fixed r ` 1 we have a finite
expression, which is holomorphic at z0 Ñ p according to lemma 4.3, and using the induction hypothesis
along with the fact that α ě 1. Thus expression (40) satisfies the conditions of lemma 4.5, and therefore
(40) converges to a holomorphic function on U .

Introduce a new notation:
ÿ

dě0

Qred
d,mpz0qt

2d :“
m
ź

j“1

ˆ

“

|wj“z0

‰

˝
ζptDxpwjqq

tDxpwjq

˙

.(41)

This is the ‘leading order’ part of Qd,m in the sense that it does not include the global derivatives of z0 or
the extra z

ζpzq , which would lead to terms that have been shown to be holomorphic in earlier steps of the

induction. The second part is then all these extra terms, the “genus defect” part of the first summand
in (39). We consider

ÿ

mě1,dě0
m`2dě2

pm` 2d´ 1q!

m!2m
`

Qd,mpz0q ´Qred
d,mpz0q

˘

ÿ

I\J“JmK
|I|P2Z

ź

iPI

∆wi

ź

jPJ

SwjWg´d,m,npwJmK | zJnKq.(42)

Literally the same argument as in the case of expression (40) proves that (42) converges to a holomorphic
function on U .

The third part is equal to
ÿ

mě1,dě0
m`2dě2

pm` 2d´ 1q!

m!2m
Qred
d,mpz0q

ÿ

I\J“JmK
|I|P2Z

ź

iPI

∆wi

ź

jPJ

SwjWg´d,m,npwJmK | zJnKq(43)

“

8
ÿ

r“1

r!

2r`1

ÿ

k,α1,...,α2k
`,β1,...,β`

2k`α1`¨¨¨`α2k
```β1`¨¨¨`β`“r`1

1

`!p2kq!

ź̀

i“1

“

|w1i“z0

‰

D2βi
xpw1iq

p2βi ` 1q!
Sw1i

2k
ź

i“1

r|wi“z0s
D2αi
xpwiq

p2αi ` 1q!
∆wiWg`2k``´r´1,``2k,npw

1
J`K, wJ2kK | zJnKq ,
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and it must be holomorphic as z0 Ñ p, as it is the difference of equations (39) and (40), (42). Each of
the r-summands of equation (43) corresponds to the first part of the equation in lemma 4.4. By the same
arguments as before, the sum over all r of the expression in lemma 4.4,

8
ÿ

r“1

r!

2r`1
Exprr,(44)

where Exprr is equal to (38), still converges absolutely and uniformly on Uztpu in the variable z0, and
is holomorphic as z0 Ñ p. Because of this, the difference between equations (43) and (44) must also be
holomorphic. Explicitly, this is

ÿ

kě1
`ě0

p2k ` `´ 1q!

22k```!p2kq!

ˆ

k

1

˙

pSz0W0,1pxpz0qqq
`
p∆z0W0,1pxpz0qqq

2k´2
(45)

ˆ r|w1“z0s r|w2“z0s∆w1
∆w2

Wg,2,npw1, w2 | zJnKq .

To analyse this expression, let us first consider the sum

ÿ

kě1
`ě0

p2k ` `´ 1q!

22k```!p2kq!
k s`δ2k´2 “

1

2
`

p2´ sq2 ´ δ2
˘ .(46)

For s “ Sz0W0,1pxpz0qq and δ “ ∆z0W0,1pxpz0qq both ps` δq{2 and ps´ δq{2 belong to the unit ball for
z0 near p, as W0,1pxppqq “

1
q`1 . Therefore, this expression defines a holomorphic function on U in the

variable z0, non-vanishing at z0 Ñ p. This implies that

(47) r|w1“z0s r|w2“z0s∆w1
∆w2

Wg,2,npw1, w2 | zJnKq

is holomorphic at z0 Ñ p.
Then equation (28) and lemma 3.1 (in the case g “ 0, n “ 0 one also has to recall equation (36))

imply that Wg,2,npz0, z̄0 | zJnKq is holomorphic at z0 Ñ p (cf. also the arguments in [BS17, section 2.4]
and [DKPS19b, section 3.2]). �
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