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The growing importance of research on bilingualism in psychology and neuroscience motivates the
need for a psychometric model that can be used to understand and quantify this phenomenon. This
research is the first to meet this need. We reanalyzed two data sets (N = 171 and N = 112) from rela-
tively young adult language-unbalanced bilinguals and asked whether bilingualism is best described by
the factor structure or by the network structure. The factor and network models were established on one
data set and then validated on the other data set in a fully confirmatory manner. The network model pro-
vided the best fit to the data. This implies that bilingualism should be conceptualized as an emergent
phenomenon arising from direct and idiosyncratic dependencies among the history of language acquisi-
tion, diverse language skills, and language-use practices. These dependencies can be reduced to neither
a single universal quotient nor to some more general factors. Additional in-depth network analyses
showed that the subjective perception of proficiency along with language entropy and language mixing
were the most central indices of bilingualism, thus indicating that these measures can be especially sen-
sitive to variation in the overall bilingual experience. Overall, this work highlights the great potential of
psychometric network modeling to gain a more accurate description and understanding of complex (psy-
cho)linguistic and cognitive phenomena.
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In recent years, there has been an upsurge in multidisciplinary
research on bilingualism. Substantial progress has been made in iden-
tifying the brain bases of bilingualism (Del Maschio et al., 2020;
DeLuca et al., 2019, 2020; Hernandez et al., 2015; Pliatsikas, DeLuca,
& Voits, 2020; Vaughan & Giovanello, 2010) and its relationships

with various domains of human functioning, such as aging, cognitive
control, and working memory (de Bruin, 2019; Leivada et al., 2020;
van den Noort et al., 2019). All this evidence has translated into
greater public awareness of bilingualism, in turn leading to improved
language-learning programs and prevention of the marginalization of
minority-language groups. However, despite the accumulating knowl-
edge on bilingualism, there remains an open debate on the conceptual-
ization and measurement of this phenomenon.

Bilingualism is usually defined as achieving a state of communi-
cative knowledge of two or more languages (Grosjean & Li, 2013).
Yet such a definition does not consider the richness and variety of
bilingual experiences. Currently, researchers agree that bilingualism
is a complex and diverse experience that should be described on sev-
eral dimensions, including bilingualism onset, language proficiency,
daily language use, and/or language switching (de Bruin, 2019; Lei-
vada et al., 2020; Luk & Esposito, 2020; Marian & Hayakawa,
2021; Surrain & Luk, 2017). Each of these dimensions can be meas-
ured using different indices. For example, bilingualism onset can be
quantified as the age of language acquisition or the age of active
communication in a language. Daily language use can be repre-
sented as the proportion of time spent using a language or the varia-
tion in the use of different languages (so-called language entropy;
Gullifer & Titone, 2019; Kałamała et al., 2020). Examining the rela-
tions between different indices of bilingualism is essential to deter-
mine the extent to which different measures reflect individual

Patrycja Kałamała https://orcid.org/0000-0003-0045-1832
Upon acceptance of the article, all data and scripts will be available at the

Open Science Framework: https://osf.io/epf4y/. The data in this article were
presented at the 2021 Annual Meeting of the Psychonomic Society. We have
no conflicts of interest to disclose. The research was funded by a National
Science Center grant (2017/27/N/HS6/01029 to Zofia Wodniecka). During
work on the article, Patrycja Kałamała was supported by National Science
Center grants (2017/27/N/HS6/01029; 2020/36/T/HS6/00363) and the
Foundation for Polish Science (START); Magdalena Senderecka was
supported by a National Science Center grant (2015/19/B/HS6/00341). The
authors thank Joanna Durlik for providing the data (Data Set 2) and Michael
Timberlake for proofreading.
Correspondence concerning this article should be addressed to Patrycja

Kałamała, Institute of Philosophy, Jagiellonian University, Grodzka 52,
33–332 Cracow, Poland, or Zofia Wodniecka, Psychology of Language and
Bilingualism Lab, Institute of Psychology, Jagiellonian University, Ingardena
6, 30–060 Cracow, Poland. Email: patrycja.kalamala@uj.edu.pl or zofia
.wodniecka@uj.edu.pl

1

Journal of Experimental Psychology: General

© 2022 American Psychological Association
ISSN: 0096-3445 https://doi.org/10.1037/xge0001263

T
hi
s
do
cu
m
en
ti
s
co
py
ri
gh
te
d
by

th
e
A
m
er
ic
an

Ps
yc
ho
lo
gi
ca
lA

ss
oc
ia
tio

n
or

on
e
of

its
al
lie
d
pu
bl
is
he
rs
.

T
hi
s
ar
tic
le
is
in
te
nd
ed

so
le
ly

fo
r
th
e
pe
rs
on
al
us
e
of

th
e
in
di
vi
du
al
us
er

an
d
is
no
tt
o
be

di
ss
em

in
at
ed

br
oa
dl
y.

https://orcid.org/0000-0003-0045-1832
https://osf.io/epf4y/
mailto:patrycja.kalamala@uj.edu.pl
mailto:zofia.wodniecka@uj.edu.pl
mailto:zofia.wodniecka@uj.edu.pl
https://doi.org/10.1037/xge0001263


differences in bilingual experience. This would clarify how bilin-
gualism should be conceptualized while also providing a valid
approach to measuring this phenomenon. However, to the best of
our knowledge, there is no psychometric study that has investigated
the structure of individual differences in bilingualism. Given this
substantial gap in the available literature, we aimed to establish the
first psychometric model of bilingualism and test its validity in a
fully confirmatory framework.
While there have been a number of studies on the interactions

between the indices of bilingualism and various environmental and
cognitive constructs (e.g., socioeconomic status or executive func-
tions), surprisingly few studies have investigated the relationships
between the indices of bilingualism per se (Leivada et al., 2020).
Some of them used exploratory factor analysis (EFA) to test the reli-
ability and validity of questionnaires that probe language proficiency
and daily language use (Anderson et al., 2018, 2020; Li et al., 2006,
2014; Luk & Bialystok, 2013; Marian et al., 2007) or language-
switching practices (Rodriguez-Fornells et al., 2011). Importantly, in
some studies (Anderson et al., 2018; Luk & Bialystok, 2013), factors
related to language proficiency and daily language use correlated
positively, thus suggesting that these dimensions are related. Further
evidence for the relationships between the indices of bilingualism
comes from regression studies. In these studies, language proficiency
(measured via self-assessment in Gullifer & Titone, 2019, or via self-
assessment and objective tests in Gullifer et al., 2020, and Kałamała
et al., 2021) was associated with the age of second-language (L2) ac-
quisition, the percentage of daily language use, and the diversity of
language use (language entropy), thus suggesting that language
proficiency displays multiple associations with other indices of
bilingualism.
Altogether, research has shown remarkable interindividual vari-

ability in bilingual experience. These studies, however, are frag-
mented in the sense that they have typically accounted for only some
of the indices that are considered important in defining bilingualism
(de Bruin, 2019; Leivada et al., 2020). The use of regression further
adds to this fragmentation as linear modeling ignores the potential
(though reasonable to expect) relationships between variables (i.e.,
relationships between predictors are important insofar as they explain
the variance of the dependent variable). In consequence, little is
known about how different indices of bilingualism co-occur and col-
lectively translate into individuals’ bilingual experiences.

Psychometric Approach: The Factor Versus the
NetworkModel of Bilingualism

The accumulating evidence on individual differences in bilingual
experience motivates the need for a psychometric approach to cap-
ture and understand the complexity of bilingual experience. In fact,
the need to investigate systematic variation in bilingual experiences
has been recognized in many recent articles (Backer & Bortfeld,
2021; Beatty-Martínez & Titone, 2021; Blanco-Elorrieta & Cara-
mazza, 2021; de Bruin et al., 2021; DeLuca et al., 2019; Navarro-
Torres et al., 2021; Pliatsikas, DeLuca, & Voits, 2020). In particular,
research posits that systematic variation in bilingual experience may
give rise to a variety of bilingual phenotypes that display different
patterns of relationship between language and cognitive processes
(Beatty-Martínez & Titone, 2021; Navarro-Torres et al., 2021). The
psychometric model of bilingualism should capture the variation in
bilingual experience and therefore clarify how bilingualism should

be conceptualized and operationalized in the literature. Such evi-
dence is particularly important in order to counteract the current
fragmentation of the literature and define the boundary conditions
under which bilingualism can affect neural architecture and interact
with other psychological/environmental phenomena (for similar
arguments, see Beatty-Martínez & Titone, 2021; Marian & Haya-
kawa, 2021; Navarro-Torres et al., 2021).

Individual differences in psychological traits and abilities have
traditionally been examined using a latent variable framework in
which the variance shared by a number of manifest variables is
described as a latent variable (also called a factor). Within this
framework, the latent variable is assumed to represent a directly
unobservable theoretical construct that generates and explains cor-
relations among the manifest variables (Borsboom et al., 2004;
Edwards & Bagozzi, 2000; Kline, 2016). When applied to bilin-
gualism, the factor structure would imply that there are several
generalizable dimensions that define the relationships between the
indices of bilingualism and thereby explain bilingual experience.
These dimensions could be directly correlated with each other, or
they could all be explained by the same higher-order construct of
bilingualism (thus constituting a hierarchical model).

The utility of the latent variable framework to quantify bilingual-
ism has recently been considered by Marian and Hayakawa (2021).
By analogy to the well-established general intelligence factor (“g
factor”), these researchers discussed the theoretical possibility of
representing individual differences in bilingual experience in the
form of a general bilingualism factor (called “B factor” in their arti-
cle). Although the authors did not flesh out this model in detail, the
very possibility of reducing the complexity of bilingualism to a sin-
gle generalizable latent variable seems promising. This would offer
a unified framework that enables direct comparisons between dif-
ferent bilingual communities while providing a single and universal
measure of bilingualism (“bilingualism quotient” in their article).
Thus, evidence for a B factor would be a great contribution to the
field. However, in our opinion, the latent variable framework may
not provide an adequate description of the bilingualism construct
and may consequently lead to an incomplete (if not inadequate)
understanding of bilingualism itself. To explain our viewpoint, we
will continue the comparison of bilingualism and intelligence.

As outlined above, the latent variable framework relies on the
assumption that the correlating variables are manifestations of a
common underlying construct. The factor model of intelligence fits
perfectly with this assumption. Since intelligence is probed by
means of cognitive tests that tap various specific intellectual abil-
ities, their correlations can be interpreted as evidence of a unitary
and developmentally stable intellectual ability (Deary, 2014;
McGrew, 2009). The situation is different in the case of bilingual-
ism. Contrary to intelligence, bilingualism is a heterogeneous and
dynamically changing experience that depends not only on language
skills (e.g., verbal fluency, vocabulary size) but also on past and cur-
rent language-use experiences, for example, daily language use or
language acquisition (Beatty-Martínez & Titone, 2021; DeLuca
et al., 2019; Pliatsikas, DeLuca, & Voits, 2020; Surrain & Luk,
2017). In our view, the pursuit of a common basis of all the compo-
nents of bilingualism seems to be misguided. For example, the daily
practice of language use such as language switching is unlikely to
be a manifestation of the same underlying construct as vocabulary
size. Furthermore, the latent variable framework implies that theoret-
ical constructs (in psychology, mental abilities, styles, traits, etc.) are
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not directly identifiable empirically but can only be probed indirectly
by measuring their observable manifestations. However, past and
current language-use experiences are not exemplary manifestations
of higher-order constructs. Instead, they directly point to specific life
circumstances without the need to refer to latent variables. Yet even
if a manifest variable directly points to its construct when such a
variable is included in the factor analysis, the model attempts to
frame it into a factor with other variables. Although different factor
solutions are possible, the typological heterogeneity of the manifest
variables could lead to a situation in which the variables that index
bilingualism do not form a coherent and robust factor model.
As argued above, the relationships between the indices of bilingual-

ism may not be easily attributed to the presence of latent variables
and their structure. The experiential nature of bilingualism together
with the typological heterogeneity of its measures suggest that bilin-
gualism stems from direct and complex interactions between specific
language skills and diverse language-use experiences. Framing hetero-
geneous variables into factors may obscure or even wash out impor-
tant yet qualitatively distinct facets of the bilingual experience, which
is complex and diverse at the individual level. Therefore, unlike the g
factor, which can be considered a common basis of different specific
intellectual abilities, bilingualism is likely a phenomenon that emerges
from complex and direct interactions between language acquisition,
language skills, and language-use habits.
The idea of direct and complex interactions between the indices of

bilingualism aligns with the latest advances in psychometrics, namely
the psychometric network framework (Borsboom et al., 2021). This
framework is derived from the network perspective of psychology, in
which observable behaviors are assumed to emerge from a network
of interacting psychological, environmental, and/or biological compo-
nents. Psychometric network models give insight into this potentially
multidimensional interplay. In contrast to the latent variable frame-
work, which focuses on variance that is shared across all variables,
network modeling highlights variance that is unique to pairs of varia-
bles (or clusters of variables when redundant measures are used; Bors-
boom et al., 2021; Fried & Cramer, 2017). Within the network
framework, variables correlate with each other not because they indi-
cate the same directly unobservable (latent) construct but because of
direct and reciprocal interactions. The pattern of interactions can be
visualized in the form of a network in which variables are represented
as nodes. The presence of an edge between any two nodes implies the
existence of a unique and direct (partial) correlation that persists when
possible shared dependencies on other nodes in the network are con-
trolled for. Moreover, unlike factor analysis, which partitions the var-
iances into separable sources, the network framework provides the
opportunity to better understand the unique role of each manifest vari-
able. Here, the number, type, and strength of the relationships between
individual variables provide information about their overall impor-
tance to the network, thus allowing identification of the variables that
play the most central role in shaping the targeted construct (Bring-
mann & Eronen, 2018; Costantini et al., 2015; Opsahl et al., 2010).
The psychometric network framework is a promising alternative

to the traditional factor models of psychological constructs because
in this framework, the variables do not need to refer to more general
factors but form a construct through a network of direct and recipro-
cal connections. In consequence, researchers in the past decade have
begun to successfully apply the network framework to psychological
phenomena that have traditionally been viewed from a latent variable
perspective, such as intelligence, personality traits, and depression

(for a review, see Borsboom et al., 2021). The psychometric network
framework also seems to be a promising alternative to the hypotheti-
cal factor models of bilingualism. Here, the complexity of bilingual
experience would not be explained by the existence of more general
and separable dimensions of bilingualism; instead, the variables
themselves—through direct and reciprocal interactions—would
define bilingualism.

Present Study

To establish the psychometric model of bilingualism, we reana-
lyzed two data sets (N = 171 and N = 112) from young adult lan-
guage-unbalanced bilinguals (mostly first-language [L1]-dominant
bilinguals embedded in the L1 environment). The extensive data
sets made it possible to compute multiple indices of bilingualism
that can be grouped into the following four categories: the onset of
bilingualism (the age of L2 acquisition, the age of active L2 use), L2
proficiency (self-ratings for four basic language skills, the LexTALE
test, the semantic fluency test), relative language use (the percentage
of daily time spent using L2 compared to other languages; the diver-
sity of language use, also called language entropy), and language-
switching behavior (language mixing, intersentential code switching,
intrasentential code switching). The measures within the L2 profi-
ciency and onset of bilingualism categories concerned L2 experi-
ence. The other measures took into account the relative contribution
of languages a person uses in daily life.

As reviewed above, the psychometric structure of theoretical con-
structs can be approached using two different frameworks, each of
which proposes a different perspective on the relationships between
the variables. The factor framework explains the correlations in terms
of latent variables (common variance), whereas the network frame-
work explains these in terms of direct mutual dependencies (partial
correlations). To reflect bilingualism as accurately as possible, we
compared the statistical validity of both frameworks (i.e., respective
statistical models) in describing the pattern of correlations among the
various indices of bilingualism, as evidenced by each model’s fit to
the data. The factor and network structures were first established for
one data set, and then they were validated using the second independ-
ent data set in a fully confirmatory manner. The stability of the net-
work model was additionally tested by means of bootstrap.

Since the factor and network frameworks assume contrasting data-
generating mechanisms, they consequently lead to different substan-
tive interpretations of the targeted construct. A relatively better fit of
the factor model would imply that there are one or several generaliz-
able dimensions of bilingual experience that determine the relation-
ships between the specific indices of bilingualism and thereby
explain a major part of bilingual experience (in that case, the com-
plexity of bilingualism would only be apparent). In contrast, if the
network model yielded a better fit, then the various indices of bilin-
gualism could be considered as actively cocreating bilingual experi-
ence: Their truly direct and idiosyncratic interactions would lead to
the emergence of bilingualism with no need to rely on any higher-
order constructs. Consequently, this work has considerable potential
to unravel the basic properties of the bilingualism phenomenon and
substantially contribute to the way it should be conceptualized in the
literature. On a methodological level, the research will show whether
or not the current quests for a bilingualism quotient (Marian & Haya-
kawa, 2021; see also Backer & Bortfeld, 2021; Beatty-Martínez &
Titone, 2021; Navarro-Torres et al., 2021) are likely to be successful.
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The superiority of the hierarchical factor model over the network
model would indicate the possibility of extracting a single quantifi-
able index of bilingualism. Alternatively, in-depth psychometric net-
work analysis can show which variables are the most central in the
network. The higher the centrality of a measure, the greater its contri-
bution to network connections. Consequently, the so-called centrality
analysis can indicate which variables have the greatest potential to
reflect overall variability in bilingual experience (more central varia-
bles) and which indicate more unique aspects of bilingual experience
(less central variables).

Method

Participants

Data Set 1 included 171 participants (M age 24.0 years, SD =
4.6; 132 women); Data Set 2 included 112 participants (M age 28.0
years, SD = 6.0; 82 women). Table 1 presents the data concerning
the participants’ language characteristics. In both data sets, the par-
ticipants were relatively young adult language-unbalanced Polish-
English bilinguals. All of them were raised in Poland and acquired
Polish (L1) in early childhood (before the age of 4). Seventeen par-
ticipants of Data Set 1 and 10 participants of Data Set 2 also
acquired English (L2) in early childhood, while the others started
learning L2 in elementary school. On average, the participants
started using L2 more intensively when they attended junior high
school. Participants from both data sets considered their L2 profi-
ciency as intermediate to high and scored relatively highly in a vo-
cabulary test for advanced learners of English (LexTALE;
Lemhöfer & Broersma, 2012). On average, they used their L2 for
half of the day and moderately often used more than one language
in daily communication (as indicated by language entropy, lan-
guage mixing, intrasentential code switching, and intersentential
code switching). In addition, around 28% of participants in each
data set were learning additional languages at the time of testing
(predominantly German, Spanish, or French). Yet the overall profi-
ciency of these additional languages was poor, and their daily use
was marginal (see Table 1). All participants in Data Set 1 were liv-
ing in Poland at the time of testing, while 71 of the 112 participants

in Data Set 2 were living in the United Kingdom (average length of
residence in the United Kingdom = 6.3 years, SD = 2.0).

Regarding the between-group differences in participants’ lan-
guage experience, participant samples did not differ in the self-
rated L2 proficiency and the LexTALE score (each p . .05). At
the same time, the data sets differed in terms of bilingualism onset,
relative language use, and language-switching behavior (each p ,
.05). Specifically, the participants in Data Set 1 acquired L2 earlier
and more frequently used multiple languages in daily communica-
tion than the participants in Data Set 2. At the same time, the par-
ticipants in Data Set 2 used L2 more often during the day than the
participants in Data Set 1.

Procedure andMeasures

The data sets were derived from two independent studies that were
conducted in our laboratory. In each study, the participants completed
the following questionnaires: the language questionnaire (based on
Li et al., 2014; Marian et al., 2007) the Polish translation of the
Code-Switching and Interactional Contexts Questionnaire (Hartanto
& Yang, 2016, Appendix E) and the Patterns of Language Use Ques-
tionnaire (Kałamała et al., 2020, Appendix C). They also performed
LexTALE (i.e., deciding whether a string of letters is an existing
English word; Lemhöfer & Broersma, 2012) and the semantic flu-
ency test (i.e., producing words that belong to a given semantic cate-
gory within a given time limit; Linck et al., 2009). In each study, a
sociodemographic background questionnaire and several nonlinguis-
tic tasks were also administered, but they were beyond the scope of
this report. Both studies were approved by the institutional review
board at Jagiellonian University. Some analyses of Data Set 1 that
are unrelated to the present research goal have been published else-
where (Kałamała et al., 2020). Table 2 presents an overview of the
variables included in the analyses.

Data Analysis andModeling

The data were analyzed in R (R Core Team, 2021) using the fol-
lowing packages: bootnet (Epskamp et al., 2018), EFAtools (Steiner
& Grieder, 2020), lavaan (Rosseel, 2012), NetworkToolbox

Table 1
Participants’ Language Characteristics

Polish (L1) English (L2) Additional languages

Data set 1
(N = 171)

Data set 2
(N = 112)

Data set 1
(N = 171)

Data set 2
(N = 112)

Data set 1
(N = 47)

Data set 2
(N = 32)

Variable M (SD) M (SD) M (SD) M (SD) M (SD) M (SD)

Age of acquisitiona 0.08 (0.41) 0.06 (0.24) 6.72 (3.41) 8.26 (4.11) 14.07 (6.22) 13.92 (3.98)
Age of active usea 1.07 (1.82) 0.94 (1.49) 11.99 (5.16) 14.70 (5.61) 17.68 (6.27) 16.40 (6.25)
Overall self-rated proficiencyb 8.98 (0.12) 8.78 (0.64) 7.84 (0.91) 7.73 (1.04) 5.38 (1.75) 3.30 (1.60)
LexTALE score — — 79 (9) 78 (11) — —

Semantic fluency score — — 10.62 (5.05) 19.13 (5.07) — —

% of daily use 56 (16) 47 (32) 41 (15) 51 (32) 10 (6) 8 (7)
Language entropyc 0.81 (0.28) 0.48 (0.29)
Language mixingd 4.39 (2.03) 2.59 (1.56)
Intersentential code switchingd 4.14 (1.82) 3.00 (1.84)
Intrasentential code switchingd 4.83 (2.11) 3.79 (1.88)

Note. For a detailed description of variables, see Procedure and Measures. L1 = first language; L2 = second language.
a Age in years. b The self-ratings were 1 = no knowledge of a given language to 9 = native-like proficiency. c Language entropy ranged from 0 to
1.59. d The self-ratings were 1 = never to 9 = always.
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(Christensen, 2018), psych (Revelle, 2021), Psychonetrics (Epskamp,
2021), and qgraph (Epskamp et al., 2012). Prior to the psychometric
analysis, the variables were centered and scaled in order to ensure a
common measurement scale. There were no missing data. Upon
acceptance of the article, the materials, data, and R scripts will be
available at https://osf.io/epf4y.
Since reliable evidence on the psychometric structure of bilingual-

ism is lacking, it was established in an exploratory manner based on
Data Set 1. In order to verify whether the data were suitable for psy-
chometric analysis, the Kaiser-Meyer-Olkin (KMO) test was used
(Dziuban & Shirkey, 1974; Kaiser & Rice, 1974). This statistic is
the ratio of the sum of the (squared) zero-order correlations to the
total sum of the (squared) zero-order correlations sum and the
(squared) partial correlations sum.1 The KMO scores range between
0 (the zero-order correlations sum tends to 0) and 1 (the partial cor-
relations sum tends to 0). A low KMO value indicates that a given
variable displays idiosyncratic relationships with the other variables
(indexed by substantial partial correlations) and therefore is less
likely to share variance with other variable(s); a high KMO value
indicates that the respective variable shares variance with other vari-
able(s) and therefore should contribute to the factor structure.

According to the guidelines (Tabachnick et al., 2019), KMO . .50
is required for factor analysis because a variable can only contribute
to a factor structure if it shares variance with other variables (the
KMO score . .70 is considered very good). In contrast, for the net-
work analysis (which is based on the partial correlations), the lower
the KMO score, the higher the chance that a respective variable
would be included in the network model.2

Table 2
Overview of the Variables

Instrument name
(a reference to a detailed description) Variable name Variable operationalization

LexTALE (Lemhöfer & Broersma, 2012) Knowledge of L2 vocabulary The percentage of correctly identified English words
Semantic fluencya (for Data Set 1, see
Abrahams et al., 1997, 2000; for Data
Set 2, see Linck et al., 2009)

Semantic L2 fluency The number of correctly produced words (without repetitions and
proper names); for Data Set 1, the score was additionally divided
by the time spent writing a single word in order to accommodate
individual variation in writing speed

Language questionnaire (Li et al., 2014;
Marian et al., 2007)

Age of L2 acquisitionb The age at which L2 was acquired
Age of active L2 useb The age at which L2 started to be used in communication
Subjective perception of L2 skills
(self-rated L2 proficiency)b

The average of self-ratings for listening, reading, speaking, and
writing in L2

Patterns of Language Use Questionnaire
(Kałamała et al., 2020)

Relative L2 useb The percentage of daily time spent using L2
Diversity of language use (language
entropy)b

The average of language entropies for four social settingsc, weighted
by time spent using languages in these settings (language entropy
for each setting was computed based on the probability of the use
of languages in this setting); a higher score indicates more diverse
use of languages during a typical day

Frequency of language mixingb The average of self-rated language mixing for four social settingsc,
weighted by time spent using languages in these settings; a higher
score indicates more frequent mixing of languages within utteran-
ces during a typical day

Code-Switching and Interactional Contexts
Questionnaire (Hartanto & Yang, 2016)

Frequency of intersentential code
switchingb

The average of self-rated intersentential code switching for four
social settingsc, weighted by time spent using languages in these
settings; a higher score indicates more frequent switching
between languages between single sentences during a typical day

Code-Switching and Interactional Contexts
Questionnaire (Hartanto & Yang, 2016)

Frequency of intrasentential code
switchingb

The average of self-rated intrasentential code switching for four
social settingsc, weighted by time spent on using languages in
these settings; a higher score indicates more frequent switching
between languages within single sentences during a typical day

Note. L2 = second language.
a Different versions of the semantic fluency task were used in the data sets. Data Set 1 included a computerized version, i.e., words belonging to a specific
semantic category written on the computer within a 2-min time limit (generation condition) and then rewritten without any time limit. Data Set 2 included
a verbal version (words produced verbally; only 30-s generation condition). Both versions included the same categories (i.e., fruits and vegetables, ani-
mals, parts of the body), which were counterbalanced across participants. Since the computerized and verbal versions have been shown to strongly corre-
late with each other (r = .72; p , .01 for N = 101; derived from Rodríguez-Aranda, 2003), they were assumed to provide comparable information on
semantic fluency. b A variable derived from a self-assessment instrument. c There are four types of social settings: home, work, school, and free time.
For each setting, participants declare how many hours per day they typically use each of their acquired languages. If they use more than one language in a
setting, they additionally assess how often they mix and switch between languages. If a responder does not spend time in a given setting, they do not com-
plete the respective section. The division into contexts is applied to provide a more accurate and reliable representation of typical language use (for a
detailed description, see Kałamała et al., 2020).

1 The zero-order correlation refers to the overall correlation between any
two variables (and thereby suggests a possible amount of variance shared
with the other variables). In turn, partial correlation reflects the correlation
after extracting the part of correlation that can be attributed to any other
variable.

2 It should be noted that the KMO test does not determine which
framework (factor vs. network) is more effective in describing the data
because it does not assume any specific data structure and does not account for
measurement error or spurious correlations. This test can only be considered
as an indicator of whether a given type of analysis can be applied to the data.
If a variable correlates with other variables after partial correlations are
removed, it may display common variance in a factor analysis. If a variable
displays partial correlations with other variables, this variable may be included
in the network model. The inclusion of a variable in a model depends on the
data set, the model specification procedure, and measurement error.
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The exploratory factor model was established using promax rota-
tion and maximum likelihood estimation. Only variables with
KMO scores . .50 were included in the factor analysis. The num-
ber of factors was decided on the basis of the scree plot, cumulative
variance explained, interpretability, and Kaiser’s criterion (Floyd &
Widaman, 1995). The adjacency matrix of factor loadings . .30
was referred to as “the measurement factor model.” In addition to
the measurement factor model, we also fit a hierarchical factor
model in which a second-order factor, called “general bilingual-
ism,” was expected to explain the variance-covariance structure
among the factors in the measurement factor model (for model vis-
ualizations, see Figure 1). In the factor visualization, the lines con-
necting latent variables (ovals) represented the correlations between
the latent variables, whereas the lines from the latent variables to the
other latent variables or manifest variables (squares) represented the
factor loadings.
In the network analysis, we followed the guidelines by Kan and

colleagues (Kan et al., 2019, 2020; see also Borsboom et al., 2021;
McFarland, 2020; Schmank et al., 2019, 2021). First, the full par-
tial correlation matrix was derived from the zero-order correlation
matrix. In such a matrix, no correlation between the two variables
could be attributed to any of the other variables in the network
model (see also Footnote 2). In order to account for potentially
spurious (false positive) correlations, the matrix was then recur-
sively pruned using the extended Bayesian information criterion
(Foygel & Drton, 2010) at a = .05. The nodes in the resulting net-
work represented single variables, and the edges between the
nodes represented partial correlation coefficients after the pruning
procedure. The adjacency matrix of the pruned correlation matrix

was referred to as “the network model.” In the network visualiza-
tion, nodes (depicted as circles) represented variables, whereas
edges (lines) represented partial correlation coefficients. The lay-
out of the visualization was based on Fruchterman and Reingold’s
(1991) algorithm, which places the variables (nodes) with the larg-
est sum of the absolute values of the partial correlations (absolute
strongest connections) in the center and more strongly correlated
variables closer to each other.

Model fitting and comparison were performed according to the
procedure provided by Kan and colleagues (2019, 2020). The re-
spective factor and network models were always fit to one and the
same zero-order correlation matrix, which served as a saturated
model for the model comparison. In order to verify whether the
factor model and network model were correctly specified, they
were first refit back to Data Set 1 (maximum likelihood estimation;
factors free to correlate). Next, to verify whether the models estab-
lished on Data Set 1 could be replicated in a new data set, they
were fit in a fully confirmatory manner to Data Set 2.

Each resulting model was evaluated according to the standard
criteria of the goodness of fit (Kline, 2016). The root mean square
error of approximation (RMSEA) # .05, standardized root mean
square residual (SRMR) # .08, and Tucker–Lewis index (TLI)
and comparative fit index (CFI) . .95 were all considered to indi-
cate a very good fit. RMSEA between .05 and .08 indicated a good
fit, and RMSEA between .08 and .10 indicated a mediocre fit. TLI
and CFI between .90 and .95 were considered acceptable.

In order to compare the fit across the models, we used Akaike’s
information criterion (AIC) and Bayesian information criterion
(BIC). Both AIC and BIC adjust the model’s absolute deviance

Figure 1
Graphical Representation of the Measurement Factor Model (Left Panel), the Hierarchical Factor Model (Middle Panel), and the
Network Model (Right Panel)

Note. For the factor models, the lines connecting latent variables (ovals) represent the correlations between the latent variables; the lines from the latent var-
iables to the latent and manifest variables (squares) represent the factor loadings. For the network model, the lines (edges) represent partial correlation coeffi-
cients between the manifest variables (circles). Colors of the variables correspond to the outcomes of the exploratory factor analysis. AoA = age of second
language (L2) acquisition; AoC = age of active L2 use; prof = self-rated L2 proficiency; lex = knowledge of L2 vocabulary; SF = semantic L2 fluency; ent =
language entropy; mix = language mixing; inter = intersentential code switching; intra = intrasentential code switching. See the online article for the color
version of this figure.
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from data by penalizing the number of its free parameters. This
allows selection of the best-fitting but at the same time the most
parsimonious model from a number of candidate models (a lower
AIC/BIC value represents a better fit). BIC penalizes the free pa-
rameters more strongly than AIC does. A difference of 2 units or
more in AIC/BIC indicates a significantly better fit (difference
between 6 and 10 is considered strong; difference greater than 10
is considered very strong; Burnham & Anderson, 2004).
To preview the findings, the network model provided satisfac-

tory fit to the data. Therefore, we followed with more in-depth
psychometric network analysis. First, we assessed the accuracy
and robustness of all edge weights (partial correlation coeffi-
cients). To this end, we used 1,000 bootstraps to estimate 95%
confidence intervals (CIs) around each possible edge weight.
Then, we assessed the centrality of the nodes in the network using
the classic centrality indices: node strength (the sum of absolute
weights of the direct connections of a node), betweenness (the
probability that a node lies on the shortest path connecting any
two other nodes), and closeness (the inverse of the average dis-
tance between a node and all other nodes; for mathematical defini-
tions, see Martin & Niemeyer, 2019). The centrality indices
convey how strongly a given variable is conditionally associated
with other variables in the network. Node strength indicates how
strongly a variable is directly associated with other variables.
Betweenness reflects how often a variable acts as a bridge (medi-
ate relationship) between any two other variables. Closeness
informs how much a variable is affected by changes in any part of
the network, and vice versa. Centrality estimates were z standar-
dized (M = 0, SD = 1). The most central variables were those that
consistently fell above the average (z score. 0) across the central-
ity indices.
The stability of the centrality estimates was evaluated using a sub-

setting bootstrap (i.e., by dropping participants and reestimating the
network in 1,000 attempts). If the order of the nodes from a network
in which some participants were dropped is highly correlated with
the order of the nodes from the original network, the index can be
considered stable (Epskamp et al., 2018). To quantify the stability of
the centrality indices, we computed the centrality-stability (CS) coef-
ficients. These inform about the maximum proportion of cases/par-
ticipants that can be dropped while still retaining 95% probability
that the correlation between the centrality based on the entire sample
and that of the bootstrapped subsamples is at least .70 (representing
a very large effect). The CS coefficient should be at least .25 and
preferably greater than .50 for the centrality index to be stable
(Epskamp et al., 2018).

Results

Descriptive Statistics and Correlations

Descriptive statistics and the zero-order correlation matrices for
the data sets are shown in Table 3. The three variables with dem-
onstrated reliability estimated satisfactory internal consistency in
both data sets.3 Most of the variables were normally distributed
(i.e., their absolute values of skewness and kurtosis were lower
than 2, which is considered acceptable; Kline, 2016). The varia-
bles displayed substantial variability, as indicated by the standard
deviations and the minimum-maximum value ranges. The data

sets were comparable in terms of the magnitude and the direction
of the correlations. In both data sets, the age of L2 acquisition and
the age of active L2 use showed a strong intercorrelation. The lan-
guage-switching variables (language mixing, intersentential code
switching, intrasentential code switching) also demonstrated
strong intercorrelations. Correlations among the variables indicat-
ing L2 proficiency (self-rated L2 proficiency, knowledge of L2 vo-
cabulary, semantic L2 fluency) were moderate in both data sets.
Language entropy correlated most strongly with the variables
pointing to language switching, while relative L2 use correlated
most strongly with knowledge of L2 vocabulary. Overall, the
results suggest that different variables of bilingualism yield mod-
erate-to-strong intercorrelations in both data sets.

Exploratory Analysis

Table 4 shows the outcomes of the KMO test and the EFA.
Overall, the KMO test suggested that Data Set 1 was moderately
well suited for factor analysis. Since relative L2 use fell below the
.50 threshold in the KMO test, this variable was excluded from the
EFA. After its exclusion, the other variables were sufficiently
intercorrelated for the EFA requirements (overall KMO score =
.72; no variable fell below KMO = .50). The EFA demonstrated
that the three-factor solution best described the data, v2(12) =
20.12, p = .065, RMSEA [90% CI] = .06 [.00, .11] (for factor load-
ings, see Table 4). Correlations among the factors were weak to
moderate (r = �.37 for Factors 1 and 2; r = .21 for Factors 1 and
3; r = �.18 for Factors 2 and 3). The model explained 56% of the
total variance, but two of the three factors only accounted for a
small portion of it (see Table 4). The variables with factor loadings
greater than .30 constituted the measurement factor model. Lan-
guage entropy, language mixing, intrasentential code switching,
and intersentential code switching together reflected language-
switching behavior; age of L2 acquisition and age of active L2 use
jointly indicated the onset of bilingualism; and self-rated L2 profi-
ciency along with semantic L2 fluency and knowledge of L2 vo-
cabulary reflected L2 proficiency.4

3 Reliability of the age of L2 acquisition, age of active L2 use, and
semantic L2 fluency could not be assessed as these variables consisted of
single measurements. Reliability of relative L2 use, language entropy,
intersentential code switching, and intrasentential code switching would be
meaningless as differences in self-assessment across the social settings
were desirable. The adequate reliability of the semantic fluency task has
been shown in previous work (Cohen & Stanczak, 2000; van den Berg
et al., 2017; Woods et al., 2016). Since the other variables refer to
relatively objective facts, they are largely assumed to be credible (de Bruin,
2019; Leivada et al., 2020; Marian & Hayakawa, 2021). Their credibility
was also supported by an additional analysis performed on a longitudinal
data set collected in our laboratory (63 Polish-English bilinguals; a 7-
month period between two subsequent testing sessions). The intraclass
correlation coefficients (internal consistency for a two-way fixed model)
for the age of L2 acquisition and the age of active communication in L2
were 0.91 and 0.81, respectively, which indicates satisfactory reliability of
the measurements (Cicchetti, 2001).

4 To provide a full picture of the analyses, we also carried out factor
analyses with relative L2 use included. The exploratory factor model
including this variable poorly fit the data, v2(18) = 36.50, p = .006,
RMSEA [90% Cl] = 0.08 [0.04, 0.11], and relative L2 use did not load any
factor uniquely. Confirmatory factor models including this variable did not
converge.

NETWORK MODEL OF BILINGUAL EXPERIENCE 7

T
hi
s
do
cu
m
en
ti
s
co
py
ri
gh
te
d
by

th
e
A
m
er
ic
an

Ps
yc
ho
lo
gi
ca
lA

ss
oc
ia
tio

n
or

on
e
of

its
al
lie
d
pu
bl
is
he
rs
.

T
hi
s
ar
tic
le
is
in
te
nd
ed

so
le
ly

fo
r
th
e
pe
rs
on
al
us
e
of

th
e
in
di
vi
du
al
us
er

an
d
is
no
tt
o
be

di
ss
em

in
at
ed

br
oa
dl
y.



To establish the network model, we followed the network analy-
sis procedure described in Data Analysis and Modeling. As indi-
cated above, relative L2 use was excluded from the confirmatory
factor model because its KMO was too low and it hindered the cal-
culation of the model (see also Footnote 4). Since the network
analysis is based on partial correlation, this variable could, in prin-
ciple, be included in the network model. However, comparison of
the models’ fit using AIC and BIC is only possible if the models
are derived from exactly the same zero-order correlation matrix
(Burnham & Anderson, 2004). Therefore, to ensure comparability,
relative L2 use was also deliberately excluded from the current
network analysis. Figure 1 depicts the measurement factor model,
the hierarchical factor model, and the network model, all of which
were exploratorily established on Data Set 1.

Confirmatory Analysis andModel Comparison

First, the measurement factor, the hierarchical factor, and the
network models were fit to Data Set 1 to verify whether they were
correctly specified. The measurement factor model with no con-
straints was inadmissible (the age of active L2 use produced a fac-
tor loading greater than 1.0 and a negative error variance). In order
to adjust the model, the loadings of the age of L2 acquisition and
age of active L2 use were constrained to be equal in both the mea-
surement and the hierarchical factor models. Table 5 presents the
fit statistics. The measurement factor model and the hierarchical
factor model were comparable in terms of fit and both moderately
fit the data. The network model fit the data very well (all the con-
nections were identified). The comparison of AIC and BIC further
indicated that the network model outperformed the measurement
factor model (DAIC = 44.57, DBIC = 66.56) as well as the hierarchi-
cal factor model (DAIC = 44.61, DBIC = 66.60). The parameters of
the models can be found in Tables A1–A3 of Appendix A.

The established models were subsequently fit in a truly confirma-
tory way to Data Set 2 (for statistics, see Table 5). As in Data Set 1,
the loadings of the age of L2 acquisition and age of active L2 use
were constrained to be equal in both the measurement factor model
and the hierarchical factor model. In terms of the absolute fit, the
factor models and the network model provided acceptable fits and
thus replicated in Data Set 2. At the same time, the network model
fit the data better than any of the factor models (for the measurement
model, DAIC = 18.96, DBIC = 37.99). Since the network model pro-
vided the most precise description of the data in two independent
data sets, it can be concluded that the network framework is better
suited to studying individual differences related to bilingualism than
the factor framework.

Psychometric Network Analysis on the Combined
Data Set

Since relative L2 use was nonfactorable in Data Set 1 (see Ex-
ploratory Analysis), this variable did not contribute to the analyses
reported above. However, the lack of an unequivocal contribution
to the factor structure does not necessitate the exclusion of this
variable from the network model. In contrast, a satisfactory fit of
the network model to the entire variable set would serve as an im-
portant argument in favor of the network framework; it would also
provide a broader and more comprehensive description of bilin-
gual experience. Because the network model derived from DataT
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Set 1 replicated in Data Set 2, the two data sets were combined in
order to provide a more powerful test and thereby more precise
estimation. The overall number of participants was N = 283, and
most of the variables showed normal distribution (for criteria, see
above). The network model established on the combined data set
fit the data very well, v2(28) = 34.41, p = .19, RMSEA [90% CI] =
.028 [.00, .06], CFI = .99, TLI = .99. The left panel of Figure 2
presents the final network model.
To provide a full picture of the analyses, we also verified the

possibility of fitting the factor model to the combined data set (N =
283). The KMO test indicated that the data were suited to a factor
analysis (overall KMO = .72). The EFA demonstrated a similar
factor structure as described in Confirmatory Analysis and Model
Comparison (relative L2 use contributed to the L2 proficiency fac-
tor). The measurement factor model poorly fit the data, v2(32) =
147.38, p , .001, RMSEA [90% CI] = .11 [.00, .13], CFI = .88,
TLI = .79, which further corroborates the fact that the factor
framework is not well suited to quantifying bilingualism. Addi-
tionally, we also checked whether the use of relative indices
(instead of the absolute values of the indices) affects the statistics.
To this end, the absolute values of age of L2 acquisition, age of
active L2 use, and self-rated L2 proficiency were replaced with
their relativized counterparts (e.g., self-rated L2 proficiency minus
self-rated L1 proficiency). The models’ fit and coefficients were
largely the same as reported above. The outcomes of this addi-
tional analysis can be found on the Open Science Framework plat-
form (link above).

The bootstrap analysis showed that the magnitudes of the con-
nections (i.e., edge weights) were estimated accurately, which con-
firmed the credibility of the established network (for details, see
Appendix B). The strongest connections (i.e., partial correlations r
ranging from .40 to .60) emerged among variables related to lan-
guage switching (language mixing, intrasentential code switching,
and intersentential code switching) and variables that pointed to
the onset of bilingualism (the age of L2 acquisition and the age of
active L2 use). As for the variables related to L2 proficiency, self-
rated L2 proficiency was moderately connected with both knowl-
edge of L2 vocabulary and semantic L2 fluency (r = .32 and r =
.28, respectively). The latter two variables of L2 proficiency did
not show any direct connection between each other. Both language
entropy and relative L2 use revealed multiple moderate connec-
tions with the other variables (jrj ranging from .12 to .28). Lan-
guage entropy demonstrated positive connections with language
mixing, intersentential code switching, and self-rated L2 profi-
ciency. At the same time, language entropy was negatively con-
nected with semantic L2 fluency and relative L2 use. In addition
to the connection with language entropy, relative L2 use was posi-
tively related to the age of active L2 use, self-rated L2 proficiency,
and knowledge of L2 vocabulary.

Concerning the centrality of the variables, three of them were
consistently above the average (z score. 0) across all the three cen-
trality indices: self-rated L2 proficiency, language entropy, and age
of active L2 use (see right panel of Figure 2). Language mixing also
performed above the average in terms of direct connections (node

Table 4
Kaiser-Meyer-Olkin Test and Exploratory Factor Analysis for Data Set 1

Variable KMO score
Factor 1

(Language-switching behavior)
Factor 2

(Onset of bilingualism)
Factor 3

(L2 proficiency)

Age of L2 acquisition 0.61 0.09 0.83 0.00
Age of active L2 use 0.69 �0.07 0.79 0.02
Self-rated L2 proficiency 0.76 0.07 �0.25 0.43
Knowledge of L2 vocabulary 0.55 �0.06 0.10 0.82
Semantic L2 fluency 0.57 �0.05 0.00 0.60
Relative L2 use 0.47
Language entropy 0.83 0.54 0.00 �0.17
Language mixing 0.74 0.88 0.02 0.00
Intersentential code switching 0.82 0.76 0.00 �0.01
Intrasentential code switching 0.73 0.89 0.00 0.10
Overall KMO score 0.70
Total variance captured (%) 32 12 13

Note. KMO = Kaiser-Meyer-Olkin Test; L2 = second language. Variables with bolded factor loadings constituted the mea-
surement factor model.

Table 5
Statistics for the Factor and Network Models for Data Set 1 and Data Set 2 (Relative L2 Use Excluded)

Data set Model v2(df) p value CFI TLI RMSEA [90% CI] SRMR AIC BIC

1 Measurement 50.84 (25) .004 0.95 0.91 0.078 [0.05, 0.11] 0.08 3,890.67 3,981.78
Hierarchical 50.88 (25) .002 0.95 0.91 0.078 [0.04, 0.11] 0.08 3,890.71 3,981.82
Network 20.27 (23) .632 0.99 0.99 0.001 [0.00, 0.05] 0.03 3,846.10 3,915.22

2 Measurement 36.00 (25) .071 0.96 0.92 0.063 [0.00, 0.11] 0.06 2,655.21 2,734.05
Hierarchical 36.04 (25) .075 0.96 0.92 0.063 [0.00, 0.11] 0.06 2,655.22 2,734.06
Network 30.85 (23) .130 0.97 0.95 0.055 [0.00, 0.10] 0.05 2,636.25 2,696.06

Note. CFI = comparative fit index; TLI = Tucker-Lewis index; RMSEA = root mean square error of approximation; CI = confidence interval; SRMR =
standardized root mean residual; AIC = Akaike information criterion; BIC = Bayesian information criterion. v2 test assumes that the factor and network
models are nested with the zero-order correlation matrix (saturated model). Preferred model bolded.
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strength) and the likelihood of being a bridging variable (between-
ness) but not in terms of susceptibility to changes in the network
(closeness; z score of�.03). The CS coefficient for the node strength
index was .44, which indicates that the order of variables in terms of
node strength was stable when varying the sample size. Conversely,
the CS coefficients for betweenness and closeness were below the
threshold, indicating that the exact order of the variables in terms of
betweenness and closeness should be treated with some caution (for
details, see Appendix B). Moreover, it should be noted that the
inspection of the final network model suggested that the centrality
estimates for the age of active L2 use might have been overesti-
mated. Since the age of active L2 use mediated all dependencies of
the age of L2 acquisition (see left panel of Figure 2), the strong con-
nection between these two variables may have artificially increased
the centrality indices for the age of active L2 use. Indeed, after
excluding the age of L2 acquisition (a less central variable according
to the centrality indices) from the network, the age of active L2 use
ceased to be the central variable across all the centrality indices (z
scores , 0; see right panel of Figure 2). Importantly, however, self-
rated L2 proficiency, language entropy, and language mixing still
remained the most central variables (z scores . 0). Collectively, the
analyses indicated that self-rated L2 proficiency, language entropy,
and language mixing were the most central measures of bilingual ex-
perience in this report (z scores . 0 across the centrality analyses).
These variables showed the strongest direct connections with other
variables (indexed by node strength); they also most often mediated
the relationships between other variables (indexed by betweenness)
and were most susceptible to changes in the network (indexed by

closeness). In contrast, the measures related to the onset of bilingual-
ism (especially age of L2 acquisition), inter- and intrasentential code
switching, as well as the measures of linguistic knowledge (knowl-
edge of L2 vocabulary, semantic L2 fluency) appeared to be rela-
tively less central in the network (z scores , 0 across the centrality
indices).

Discussion

This research aimed to establish the first psychometric model of
bilingualism. To this end, we reanalyzed data from two independent
studies in which relatively large groups of young adult language-
unbalanced bilinguals completed the same set of questionnaires and
tasks that probed bilingual experience. To establish a valid psycho-
metric structure of bilingualism, we asked whether bilingualism is
best described by the factor model (the number of generalizable
dimensions of bilingualism that are potentially explained by a
higher-order construct) or by the network model (direct and idiosyn-
cratic pairwise dependencies between diverse language skills and
language-use practices that lead to the emergence of bilingualism).
Adjudicating between the factor and network models made it possi-
ble to represent bilingualism in a valid way, thus clarifying how this
construct should be conceptualized and quantified in the literature.

Results Summary

The results unequivocally showed that the network model fit the
two data sets better than both the measurement factor model and

Figure 2
Network Model (Left Panel) and Centrality Indices (Right Panel) for the Combined Data Set (N = 283)

Note. For the left panel, the thickness and color saturation of the edges correspond to the strength of the association between the
variables (circles). Green lines represent positive partial correlation coefficients; orange lines represent negative partial correlation
coefficients. For the right panel, the y-axis represents the variables; the x-axis represents the z-scored values of centrality indices.
The gray line refers to the centrality estimates computed using all variables; the black line refers to the centrality indices computed
on the variable set after exclusion of AoA. The variables are ordered by decreasing centrality for the full variable set (gray line).
AoA = age of L2 acquisition; AoC = age of active L2 use; ent = language entropy; inter = intersentential code switching; intra =
intrasentential code switching; lex = knowledge of L2 vocabulary; mix = language mixing; prof = self-rated L2 proficiency; SF =
semantic L2 fluency; use = relative L2 use. See the online article for the color version of this figure.
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the hierarchical factor model. Furthermore, while not all manifest
variables could be included in the factor models (relative L2 use
was nonfactorable, as indicated by the KMO test), the network
model fit the entire set of variables very well. The results therefore
showed that the network framework was more effective than the
factor framework in describing individual differences in bilingual
experience.
Overall, the indices of bilingualism demonstrated moderate

pairwise connections in the final network model. The centrality
analysis further showed that self-rated L2 proficiency along with
language entropy and language mixing were the most central vari-
ables in the network. These variables displayed the strongest direct
and indirect connections with the other variables and most often
mediated the relationships among other variables. The data there-
fore suggest that the subjective perception of L2 proficiency, di-
versity of language use, and language-mixing practices most
prominently reflect interindividual variability and thus together
may serve as the most representative indices of variation in bilin-
gual experience. In contrast, the measures of bilingualism onset
(the age of L2 acquisition, the age of active L2 use) and language
skills (knowledge of L2 vocabulary, semantic L2 fluency) were
found to be less central in the estimated network. This suggests
that each of these measures points to a very specific aspect of
bilingual experience, and therefore none of them should serve as a
universal index of bilingualism. Yet while the measures of bilin-
gualism onset and language skills do not seem to inform about the
general variability in bilingual experience, their importance in
research should not be disregarded. A lot of neuroscientific
research has reported the effects of language acquisition or seman-
tic fluency on language processing, cognitive functions, and brain
architecture (e.g., Cargnelutti et al., 2019; Klein et al., 2014; Pliat-
sikas, 2019; Pliatsikas, Meteyard, et al., 2020; Wei et al., 2015).
The lower centrality of these measures in the present network sug-
gests that the effects similar to those reported in these studies
could not be easily attributed to the variability in other indices of
bilingualism. The centrality analysis also revealed other important
properties of bilingualism and its measures. As can be seen in Fig-
ure 2 (left panel), the age of active L2 use mediated all dependen-
cies of the age of L2 acquisition in the network, which made the
age of active L2 use a more central variable. Therefore, the analy-
ses suggest that the age of active L2 use displays more relation-
ships with the other indices of bilingualism and thus may be a
more representative index of bilingualism than the age of L2 ac-
quisition. This finding is interesting from a methodological view-
point because researchers typically use the latter measure to
document bilingualism (de Bruin, 2019; Leivada et al., 2020; Sur-
rain & Luk, 2017). Similarly, the frequency of language mixing
derived from the Patterns of Language Use Questionnaire
(Kałamała et al., 2020), which is one of the central measures in the
estimated network, appears to be a more representative predictor
of bilingualism than the indices of inter- and intrasentential code
switching provided by Hartanto and Yang (2016). The relatively
lower centrality of the measures of linguistic knowledge (i.e., knowl-
edge of L2 vocabulary and semantic L2 fluency) might, in turn, be a
consequence of the fact that these variables were the only two objec-
tive measures in the set. We will come back to this issue in Limita-
tions and Future Directions. Moreover, it should be noted that some
connections in the network may be considered counterintuitive.
Although earlier age of active L2 use and greater diversity of

language use were associated with better self-perception of L2 abil-
ities, both were related to poorer semantic fluency. Therefore, the
network model of bilingualism does not demonstrate a positive
manifold in which all measures are positively intercorrelated (a
well-established phenomenon in the psychological study of intelli-
gence; Spearman, 1904). When combined, different indices of bilin-
gualism form a system of multiple idiosyncratic dependencies that
together explain variability in individual bilingual experiences.

Methodological and Theoretical Implications

While recent calls to account for individual variability in the
bilingual experience have already begun to propel the field for-
ward, a lingering issue is how bilingualism should be conceptual-
ized and quantified. The present study is the first to provide a
psychometric model of bilingualism. In consequence, the findings
have important methodological and theoretical implications.

On the methodological level, the report provides rather strong
arguments against applying the factor framework to study the psy-
chometric structure of bilingualism. Our analyses show that the
indices of bilingualism formed a complex pattern of relationships
that could not be effectively reduced to a single quantitative vari-
able. Therefore, the report suggests that the recent quests for a
general bilingualism factor (Marian & Hayakawa, 2021; see also
Backer & Bortfeld, 2021; Beatty-Martínez & Titone, 2021; Nav-
arro-Torres et al., 2021) are likely a search for the holy grail. Yet
the lack of convincing arguments in favor of a robust factor model
does not imply that bilingualism is nonquantifiable or that
researchers must apply all possible measures simultaneously. The
centrality indices consistently showed that self-rated L2 profi-
ciency along with language entropy and language mixing were the
most central variables in the network, thus indicating that these
measures are especially sensitive to variation in the overall bilin-
gual experience. Importantly, however, the exact set of the most
central measures may differ among bilingual communities. The
proposed set was established for relatively young adult language-
unbalanced bilinguals who were mostly embedded in the L1 envi-
ronment. We will discuss this issue in Limitations and Future
Directions.

While we provide arguments against the factor model of bilin-
gualism, it should be noted that we do not argue against the overall
usefulness of factor analysis in research on bilingualism. As Mar-
ian and Hayakawa (2021) pointed out, the multiplicity of measures
is a real methodological problem in the field because differences
in measurements complicate direct comparisons across different
bilingual communities and laboratories. By isolating common var-
iance, the factor framework can effectively show to what extent
different measures that are assumed to reflect the same specific
construct (e.g., language proficiency) actually produce consistent
results. From this perspective, factor analysis is highly desirable in
the field because it can help to eliminate redundant measurement
tools. However, what we argue here is that the factor framework is
unsatisfactory when one aims to represent the complexity of
bilingualism.

On a theoretical level, the lack of compelling evidence for the fac-
tor structure of bilingualism suggests that bilingualism cannot be
identified with some more general psychological constructs that
would underlie individual differences in bilingual experience. Rather
than being a driving force, bilingualism should be understood as an
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emergent phenomenon arising from idiosyncratic dependencies
between language skills, language acquisition history, and lan-
guage-use habits. In particular, the centrality analysis suggests that
bilingualism does not merely refer to knowledge of languages but
constitutes a rich experience that depends largely on current lan-
guage-use practices and subjective perception of language skills
rather than on acquired linguistic knowledge and actual language-
learning history.
Critically, the importance of this work is not limited to the do-

main of bilingualism; it also has important implications for psy-
chology in general. Nowadays, psychology as a field increasingly
recognizes the fact that bilingualism is ubiquitous in human expe-
rience, that is, that there are more bilinguals in the world than
monolinguals (Craik & Bialystok, 2006; U.S. Census Bureau,
1999). At the same time, research on bilingualism shows that any
two individuals differ substantially in their bilingual experiences
(DeLuca et al., 2019; Gullifer et al., 2020; Kałamała et al., 2021).
Therefore, it becomes crucial to establish an appropriate methodo-
logical framework that would adequately capture this complex ex-
perience while allowing for its effective quantification. As shown
in this study, psychometric network modeling provides a solid
framework for understanding the variability of bilingual experi-
ence. In addition to this, the study also has important implications
for modeling other complex (psycho)linguistic and cognitive phe-
nomena. While many theories in (psycho)linguistics and cognitive
science draw from a network perspective, the application of net-
work science to the quantitative study of cognition has so far still
been limited in scope (but see, e.g., Kan et al., 2019; Schmank
et al., 2019). Moreover, much of our understanding of language
and cognition comes from latent variable research. However, some
factor models of cognitive constructs are criticized for their poor
performance and low replicability (e.g., attentional control; Karr
et al., 2018; von Bastian et al., 2020). Taking bilingualism as a
prime example, we presented evidence that when studying individ-
ual differences in certain cognitive and (psycho)linguistic phe-
nomena, it is necessary to shift the focus from investigating
common variance to studying direct mutual interactions between
variables. Therefore, we hope that the evidence in favor of net-
work modeling (and against the factor framework) will draw the
attention of researchers in the fields of language and cognition to
the possible pitfalls of studying individual differences and serve as
further evidence of the enormous potential of network modeling in
psychological research.

Limitations and Future Directions

The study sheds light on how to describe and conceptualize
bilingualism. However, given the pioneering nature of this work,
some findings are limited and require further investigation.
Although the models established on a sample of Polish-English
bilinguals living in the L1 environment have been replicated on
Polish-English bilinguals living in a more linguistically rich envi-
ronment, some caution needs to be exerted in extrapolating the
results to other bilingual communities. We believe that the superi-
ority of the network model over the factor models is due to the
complexity of bilingualism and the typological heterogeneity of its
measures (for a detailed argument, see the introduction). There-
fore, we predict that the very good performance of the network
model (and the worse performance of the factor models) will

replicate across different bilingual communities. At the same time,
however, we anticipate that the specific relationships between the
variables observed in the network model may differ between bilin-
gual communities embedded in different language contexts (for
arguments, see, e.g., Beatty-Martínez et al., 2020; Xie & Anto-
lovic, 2021; Zhang et al., 2021). Here, we present the network
model for relatively young adult language-unbalanced bilinguals
who are mostly embedded in the L1 environment, all of whom
reported regular contact with L1. Another network model may be
demonstrated for bilinguals who live in environments that support
the use of multiple languages or environments that significantly
restrict the use of L1. Therefore, the current network model should
not be considered universal. Instead, it can serve as a prototype
against which the network models derived from other bilingual
communities can be tested. An additional advantage is that net-
work modeling provides statistical techniques for between-group
network comparisons (Borsboom et al., 2021; Forbes et al., 2017;
van Borkulo et al., 2022). Future research should thus try to deter-
mine which of the variables and connections have strong predic-
tive validity across different bilingual communities and which of
them are unique for certain language contexts. Systematic psycho-
metric research across different bilingual communities should ulti-
mately inform about the role of language environment/context in
shaping bilingual experiences.

The indices of bilingualism selected for the current study also
deserve a comment. In this study, we have focused on the dimen-
sions of bilingualism that have received the greatest attention in
the literature, namely the onset of bilingualism, language profi-
ciency, daily language use, and language-switching behavior (Luk
& Esposito, 2020; Marian & Hayakawa, 2021). Each of these
dimensions was probed using multiple and well-established meas-
ures (Surrain & Luk, 2017). Therefore, we believe that bilingual-
ism was adequately represented in the study and thereby provided
a solid comparison of the factor and network framework. It should
be noted, however, that out of the 10 variables, only knowledge of
L2 vocabulary and semantic L2 fluency were derived from objec-
tive measurements (i.e., LexTALE and semantic fluency test,
respectively). Underrepresentation of the objective measures could
translate into their lower centrality in the overall network. More-
over, some researchers have also pointed to the existence of other
dimensions of bilingualism that we have not accounted for in this
study (e.g., the manner of L2 acquisition, identification with the
culture of a foreign language, sociodemographic status; Marian &
Hayakawa, 2021). Therefore, future research should consider
incorporating a larger set of measures and—in an ideal scenario—
balancing the number of objective and subjective variables to fur-
ther inform the network model of bilingualism.

In this study, we directly focused on the complexity of bilingual ex-
perience. However, bilingualism is considered not only a complex ex-
perience but also a dynamic one that changes over time (Luk &
Esposito, 2020; Wodniecka et al., 2020). Since the network frame-
work provides statistical techniques for studying the dynamics of net-
works within individuals (Borsboom et al., 2021; Epskamp, 2020),
another interesting avenue for future research is to adopt a longitudi-
nal approach and examine how bilingualism evolves. If the quantity
and/or quality of connections within the network systematically
changes, then critical points in the development of bilingualism could
be identified. Importantly, firmly establishing a developmental cas-
cade of bilingual experience could make it possible to determine
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which variables and connections are crucial in the development of
this phenomenon and—in a broader perspective—could provide an
opportunity for a viable classification of bilingual individuals (or iden-
tification of bilingual phenotypes; Beatty-Martínez & Titone, 2021),
which, although very desirable, is currently missing (Backer & Bort-
feld, 2021; Blanco-Elorrieta & Caramazza, 2021; de Bruin et al.,
2021; Navarro-Torres et al., 2021).

Conclusions

The complexity of bilingual experience makes the study of
bilingualism fascinating but also challenging. In this study, we
demonstrated how to overcome this challenge. The network model
was more accurate in reflecting individual differences in bilingual
experience and skills than any of the factor models. Therefore, the
study provides the first empirical evidence for the idea that bilin-
gualism is an emergent phenomenon arising from complex and
unique interactions among language skills, habits, and history of
language acquisition. Importantly, further analyses showed that
bilingualism does not merely refer to knowledge of languages but
constitutes a rich experience that depends largely on current lan-
guage-use practices and subjective perception of language skills
rather than on acquired linguistic knowledge and actual language-
learning history. Hence, self-rated L2 proficiency, along with lan-
guage entropy and language mixing, seem to have the greatest
potential to reflect overall variability in the bilingual experience
(but this effect requires further investigation). In a broader context,
the evidence in favor of network modeling (and against the factor
framework) opens the field of bilingualism up to new explorations
and considerations. It would be especially appealing to trace the
dynamics of bilingualism within a network in order to learn how
bilingualism evolves. Overall, this work presents the enormous
potential of network modeling to gain a unified description and
more comprehensive understanding of bilingualism and other
complex cognitive and (psycho)linguistic phenomena.

Context

We represent different research domains of psychology. Some of
us focus on individual differences in complex cognitive functions;
others focus on bilingualism from the perspectives of cognitive psy-
chology and neuroscience. In this work, we joined forces to learn
how to quantify and conceptualize bilingualism. The evidence in
favor of the network model of bilingualism (compared to the factor
model) has important implications for research on bilingualism and
all other areas of psychology that focus on studying complex phe-
nomena. The outcomes form the basis of our new research program,
in which we aim to test individual differences in bilingual experi-
ence at a more detailed level (between-population and longitudinal
comparisons).
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Appendix A

The Outcomes of the Confirmatory Psychometric Analysis

Table A1
Parameters of the Measurement Factor Model Fit to Data Set 1

Latent variable Manifest variable Factor loading Sig
Error variance

(manifest variable) Sig

Factor loadings
L2 proficiency Prof 0.55 0.001 0.69 0.001

Lex 0.63 0.001 0.59 0.001
SF 0.67 0.001 0.55 0.001

Onset of bilingualism AoA 0.81 0.001 0.39 0.001
AoC 0.81 0.001 0.31 0.001

Language switching Ent 0.49 0.001 0.75 0.001
Mix 0.87 0.001 0.24 0.001
Inter 0.75 0.001 0.43 0.001
Intra 0.92 0.001 0.15 0.001

Latent variable 1 Latent variable 2 Correlation Sig

Factor correlations
L2 proficiency Onset of bilingualism �0.20 0.054

Language switching 0.23 0.014
Onset of bilingualism Language switching �0.37 0.001

Note. L2 = second language; sig = significance; AoA = age of L2 acquisition; AoC = age of active L2 use; prof = self-rated L2 proficiency; lex = knowl-
edge of L2 vocabulary; SF = semantic L2 fluency; use = relative L2 use; ent = language entropy; mix = language mixing; inter = intersentential code
switching; intra = intrasentential code switching.

Table A2
Parameters of the Hierarchical Factor Model Fit to Data Set 1

Latent variable Manifested variable Factor loading Sig
Error variance

(manifest variable) Sig

Factor loadings
L2 proficiency Prof 0.52 0.001 0.69 0.001

Lex 0.59 0.001 0.59 0.001
SF 0.63 0.001 0.55 0.001

Onset of bilingualism AoA 0.67 0.001 0.39 0.001
AoC 0.67 0.001 0.31 0.001

Language switching Ent 0.37 0.001 0.75 0.001
Mix 0.65 0.001 0.24 0.001
Inter 0.56 0.001 0.43 0.001
Intra 0.69 0.001 0.15 0.001

Bilingualism (hierarchical factor) L2 proficiency 0.38 0.019
Onset of bilingualism �0.67 0.024
Language switching 0.87 0.052

Note. L2 = second language; sig = significance; AoA = age of L2 acquisition; AoC = age of active L2 use; prof = self-rated L2 proficiency; lex = knowl-
edge of L2 vocabulary; SF = semantic L2 fluency; use = relative L2 use; ent = language entropy; mix = language mixing; inter = intersentential code
switching; intra = intrasentential code switching.
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Appendix B

Stability and Accuracy of the Network Model

Figure B1 presents the outcomes of the bootstrap analysis to
assess the accuracy and robustness of edge weights (partial cor-
relation coefficients). It depicts the quantile intervals only for
when the parameter was not set to zero. The number in the plot

indicates the percentage of bootstraps when the edge weight
was estimated to be exactly zero. If the strength of the edge
weight derived from the sample (i.e., red dot in the plot) is
zero, then the probability of setting a parameter to zero should

Table A3
The Adjacency Matrix of the Network Model Fit to Data Set 1

Variable AoA AoC Prof Lex SF Ent Mix Inter Intra

AoA 0.00 0.61 0.00 0.00 0.00 0.00 0.00 0.00 0.00
AoC 0.61 0.00 �0.18 0.00 0.00 0.00 0.00 0.00 �0.12
prof 0.00 �0.18 0.00 0.22 0.22 0.16 0.00 0.00 0.00
Lex 0.00 0.00 0.22 0.00 0.38 �0.24 0.00 0.00 0.10
SF 0.00 0.00 0.22 0.38 0.00 0.00 0.00 0.00 0.00
Ent 0.00 0.00 0.16 �0.24 0.00 0.00 0.22 0.20 0.00
Mix 0.00 0.00 0.00 0.00 0.00 0.22 0.00 0.00 0.66
Inter 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.00 0.46
Intra 0.00 �0.12 0.00 0.10 0.00 0.00 0.66 0.46 0.00

Note. AoA = age of L2 acquisition; AoC = age of active L2 use; prof = self-rated L2 proficiency; lex = knowledge of L2 vocabulary; SF = semantic L2 flu-
ency; use = relative L2 use; ent = language entropy; mix = language mixing; inter = intersentential code switching; intra = intrasentential code switching.

Figure B1
Quantile Intervals Only for the Times the Edge Weight Was Not Set to Zero

Note. The black dots represent bootstrapped edge weights; the dark red dots represent
edge weights derived from the data set. The x-axis represents the strength of the edge
weight; the y-axis represents all possible edge weights. Values in the ovals indicate the per-
centage of 2,500 bootstraps when the edge weight was estimated to be exactly zero. AoA =
age of L2 acquisition; AoC = age of active L2 use; ent = language entropy; inter = intersen-
tential code switching; intra = intrasentential code switching; lex = knowledge of L2 vocab-
ulary; mix = language mixing; prof = self-rated L2 proficiency; SF = semantic L2 fluency;
use = relative L2 use. See the online article for the color version of this figure.
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be high. Otherwise, the probability of setting a parameter to
zero should be low. As can be seen, most edge weights were
estimated accurately.
Figure B2 presents the outcomes of the bootstrap analysis to

assess the stability of the centrality indices, that is, node strength,
betweenness, and closeness. It depicts the correlation between

the bootstrapped mean centrality score and the original network
score over increasingly smaller bootstrapped subsamples. As can
be seen, the node strength index was much more stable than the
other two indices. The low stability of betweenness and closeness
is consistent with previous research showing these indices to be
unstable in psychological networks (Bringmann et al., 2019).
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Revision received April 11, 2022

Accepted May 15, 2022 n

Figure B2
Subsetting Bootstrap for the Centrality Indices

Note. The dark orange line represents the stability of the betweenness
index; the light green line represents the stability of the closeness index; the
light blue line represents the stability of the node strength index. The x-axis
represents the percentage of participants used for the analyses after drop-
ping random participants from the original data set; the y-axis represents
the average correlation of the centrality order of the subset sample and the
centrality order of the original sample. See the online article for the color
version of this figure.
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