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STRONG SUBCONVEXITY FOR SELF-DUAL GL(3) L-FUNCTIONS

YONGXIAO LIN, RAMON NUNES, AND ZHI QI

ABSTRACT. In this paper, we prove strong subconvexity bounds for self-
dual GL(3) L-functions in the t-aspect and for GL(3) x GL(2) L-functions
in the GL(2)-spectral aspect. The bounds are strong in the sense that
they are the natural limit of the moment method pioneered by Xiaoqing
Li, modulo current knowledge on estimate for the second moment of GL(3)
L-functions on the critical line.

1. INTRODUCTION

Let ¢ be a self-dual Hecke-Maass cusp form for SL(3,Z). Let f; be a
Hecke-Maass cusp form for SL(2,Z) for the Laplacian with eigenvalue 1/ 4+t?
(t; > 0). In this paper, we consider the subconvexity problem for the L-
functions L(s, ¢) and L(s, ¢ x f;). More precisely, for ¢ real, we wish to prove
subconvex bounds of the form

(1) L(1/2+it, ) <ge (It + DT, L(1/2,¢ X fj) <ge (t; + 1),

for an exponent 6 < 3/2 as small as possible (§ = 0 is the Lindel6f hypothesis).

The first result in this problem was obtained by Xiaoqing Li ] who proved
that § = 11/8 is admissible in ([II). Later, her analysis was refined by McKee,
Haiwei Sun, and Yangbo Ye ﬂﬁﬁmand by the second named author ﬂﬁ] to get
the improved exponents § = 4/3 and 6 = 5/4, respectively.

Xiaoqing Li obtained a Lindel6f-on-average upper bound for the first mo-
ment of L-functions for GL(3) x GL(2) via the GL(2) spectral decomposition
(Kuznetsov trace formula). In order to deduce individual bounds from the
average result, it is crucial that we apply the non-negativity result of Lapid

[12):
(2) L(1/2,¢ x f;) > 0.

We also mention the work of Munshi HE], where he proved the subconvex
bound for L(1/2 + it,¢) as in () with § = 11/8 without the self-dual as-
sumption on ¢. The current record in this general case is § = 27/20 due to

Aggarwal @] In a preprint @], Kumar also announced a subconvexity bound
for L(1/2,¢ x f;) for general ¢ with 8 = 151/102.
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Since general forms for SL(3,7Z) do not necessarily satisfy (2)), Munshi, Ag-
garwal, and Kumar must follow a quite different path—the delta method ap-
proach.

Despite the differences between the two approaches, a common feature of
all these works is the central role played by the GL(3) Voronoi summation
formula.

Finally, Nelson [19] has recently announced an immense breakthrough: He
showed a subconvexity bound, albeit with weaker exponents, for all standard
L-functions on GL(V) in the case of uniform growth of the spectral parameters
(i.e., away from the conductor-dropping case).

1.1. Statement of results. Our main result is the following bound for the
first moment of L-functions for GL(3) x GL(2):

Theorem 1.1. Fore >0 and T, M large with T¢ < M < T'"¢, we have
(3)

T5/4+e
M4

T+M
> L(1/2,¢><fj)+/ L (1/2 +it,¢) > dt <. MT' +
|t;~T|<M =M
Theorem [I1] yields averaged Lindeléf hypothesis as long as M > T1/3,
while it was first achieved for M > T3/ in [13], and later for M > T'/3 and

M > T°/16 in [15] and [23], respectively. Moreover, the following bound was
proven in [20] by the second named author:

T+M
@ X L2exH)+ [ L2 i) dt <o MTV
|t;—T|<M =M
which is not Lindel6f-on-average for any value of M but leads to stronger
subconvexity bounds than its predecessors.
By choosing M = T'/> in Theorem [T and using the non-negativity in @,
we deduce the following subconvexity bounds.

Corollary 1.2. We have the following bounds:
L(1/2 + 1, qb) Lge (|t| + 1)3/54—6’ L (1/2’¢ « fy) <pe (tj + 1)6/54—6‘

1.2. Remarks on the works of Blomer and Young. This work is influ-
enced by the ideas of Blomer [2] and Young [25], especially the use of the
Archimedean large sieve has its roots in the latter.

In the most simplified setting, their results can be stated as follows. Let
Xq denote the non-trivial quadratic character of prime conductor ¢q. Blomer
proved the bounds

L (1/2 + Zt,¢ X Xq) Lpte q5/8—|-€7 L (1/27¢ % f] % Xq) <<d>,fj,€ q5/4—i-e7
while Young proved the hybrid bounds
L (1/2 + ’it,Xq) <e ((|t| + 1)(])1/6—1—6’ L(l/Z,fj ~ Xq) <. ((tj + 1)(])1/3—1—5‘

Note that Blomer’s exponent 5/4 (which agrees with [20]) is weaker than
our 6/5 in Corollary Even though we do not know how to improve the
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result of Blomer in the case of prime modulus ¢, the techniques in this paper
can be adapted to prove

L(1/2 4 it, ¢ X X) <gse /775,

for x non-trivial characters of split conductor ¢ = g1g2 with ¢; and ¢o coprime,
squarefree and in appropriate ranges. This is a work in progress and will
appear in a separate paper.

Finally, we would like to mention that the idea of using Young’s method in
this GL(3) context is also present in the work of Bingrong Huang [7]. Never-
theless he does not improve on the exponent 2/3 by McKee-Sun—Ye.

1.3. Method of the paper. This work belongs to a long line of papers
stemmed from the breakthrough work of Conrey and Iwaniec [4].

Our initial steps are standard applications of approximate functional equa-
tions and the Kuznetsov formula to the spectral mean of L-functions for
GL(3) x GL(2). This leads to a diagonal term which is easily dealt with
and a more complicated off-diagonal term.

The off-diagonal contribution consists of GL(3) Fourier coefficients weighted
by Kloosterman sums. As was the case for all the preceding works, we apply
the Voronoi formula to the GL(3) sum, however we do it in a slightly unusual
way which leads to great simplification of the terms we deal with.

If one were to apply the Voronoi formula of Miller—-Schmid [16], it would be
necessary to open the Kloosterman sum and to create rather cumbersome ad-
ditional variables. Instead, we observe that one can directly apply a (balanced)
Voronoi formula of Miller—Zhou [17] so that some subsequent calculations as
in [2] or [13] can be completely avoided.

The balanced Voronoi formula of Miller and Zhou was applied successfully in
an earlier work of Blomer, Xiaoqing Li, and Miller [3] for a problem involving
GL(4) forms. In our GL(3) setting, it also render us a simple structural insight
on the first moment of GL(3) x GL(2) forms.

For the next step, we depart from the approach of Xiaoqing Li [13] and
follow Young [25] instead. Young has prepared the ground for us with the
method of stationary phase and Mellin transform. As already observed in
Conrey-Iwaniec 4], the (arithmetic) exponential factor and the (analytic)
Hankel transform conspire to make a substantial conductor drop.

Roughly speaking, after Young’s analysis, we arrive at

T/M 1 A(1,n)
o o (L ) XA
-1/ re/N/T n~VN

where N < T3¢ is the original length of summation for L(s, ¢ x f;) or |L(1/2+
it, #)|?, A(1,n) are the Fourier coefficients of ¢, and A(t) is a certain bounded
smooth weight.

Except for the simplification arising from the application of the balanced
Voronoi formula, the treatment up to this point is the same as the one in [20)],
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at which point, an application of the Archimedean large sieve and Cauchy—
Schwarz leads to the result ().

Here lies another novelty of this work: We observe that an application of
the functional equation for ¢ will be beneficial for the n-sum if the length /N
is larger than the square root of the conductor (7/M)3, as it transforms the
sum to a dual sum of shorter length. See (B0) and also Remark [5.1] and

At last, we conclude by appealing to the aforementioned Archimedean large
sieve due to Gallagher and the Cauchy—Schwarz inequality.

1.4. Remarks on spectral reciprocity. Based on the looks of the expres-
sion in () and the approximate functional equation, our approach suggests a
relation between

T+M
> Lexf)+ [ /il

|t;—T|<M

and the following integral of product type GL(1) x GL(3):

T/M
(6) M / CO/2 +it)L(1/2 — it, H)A(E)dt.
—T/M

This arises in more explicit terms (with both sides weighted by weights that
are related by a certain integral transform) in the recent work of Chung-Hang
Kwan [11]. His work uses period integral representations of L-functions and
is in tune with recent studies on spectral reciprocity formulae.

It seems that an alternative version of Kwan’s formula can still be de-
rived by the “Kuznetsov—Voronoi” approach with more elaborate analysis,
but this of course is not needed for the subconvexity problem. Theoretically,
it is suspected that if Kwan’s weight function is properly chosen and his inte-
gral transform is carefully analyzed—the analysis will probably resemble the
stationary-phase analysis of Young—then our results might be deduced from
his formula.

Finally we remark that a third proof of such a spectral reciprocity formula
is possible, using the Kuznetsov formula and analytic continuation of Dirichlet
series; see a forthcoming work by Humphries and Khan.

1.5. Strength of our results. In view of the above discussion, the term
T5/%+ /M4 in Theorem [l is tied to the following (trivial) large-sieve esti-
mate for the second moment of L(1/2 + it, ¢):

U
(7 / L(1/2 + it, &) 2 dt < US>
G

Any improvement over (7)) directly leads to better subconvexity exponents for
L(1/2+it,¢) and L(1/2,¢ x f;). However, to our knowledge, showing such an
improvement is a wide open problem. Therefore we have reached the natural
limit of this moment approach, and our subconvexity bounds are strong in
some sense.
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Finally, we remark that if the cusp form ¢ were replaced by a maximal
or minimal parabolic Eisenstein series for SL(3,Z), the L-function in (@) can
be factored and a sharper bound will follow from a second moment of GL(2)
L-functions for which we know optimal results. In these cases one may get
the Lindeléf-on-average bound MT1*¢ for the integral. In fact, the minimal
parabolic situation corresponds to a particular case of the result of Young [25].
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2. PRELIMINARIES

We first briefly review the central tools in this paper—the Kuznetsov trace
formula for GL(2), the functional equation and the Voronoi summation for-
mula for GL(3). We refer the reader to [4, 6, [16, [17] for more details.

2.1. Kuznetsov trace formula. Let {f;};>1 be an orthonormal basis of even
Hecke-Maass forms for SL(2,Z). For each f;(z) with Laplacian eigenvalue
1/4+ t? (t; > 0), it has Fourier expansion of the form

£i(z) =23 pi(n)V/InlyK, (2w Inly)e(n).

n#0
Let Aj(n) (n > 1) be its Hecke eigenvalues. It is known that py(£n) =

pr(DAs(n)/v/n.
The Kuznetsov trace formula for even Maass form for SL(2,7Z) reads as
follows (see |4, (3.17)]).
Lemma 2.1. Let h(t) be an even test function satisfying the conditions:
(i) h(t) is holomorphic in |Im(t)] < 1/2 + ¢,
(ii) h(t) < (|t| +1)727¢ in the above strip.
Then for ni,ne > 1 we have the following identity:

S Ay ) + 5= [ b))
j>1 e
(5) .
= S H+ Y Y S, f”” ) <4WV:1”2> :

+ =1
where 0p, n, 15 the Kronecker d-symbol,

9) Ts(n) = 7—s(n) = Z (a/b)?,

ab=n
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_Axp;(1)? - 47
(10) Wi cosh(nt;)’ wit) = |C(1 + 24¢t)|%’
and
H= % / " h(t) tanh (n)tdt,
(1) H(2) =i /_ Z h(t)%tdt,

H(2) = % /_ " h(t) Kog () sinh(£)tdt.

The spectral weights w; and w(t) play a very minor role in our problem in
view of (see [8, Theorem 2] and [24, Theorem 5.16] respectively)

(12) Wi S, w(t) >t

2.2. GL(3) Maass forms and their L-function. We refer the reader to
Goldfeld’s book [6] for the theory of GL(3) Maass forms.

Let ¢ be a self-dual Hecke-Maass form for SL(3,7Z) of Langlands parameter
(1,0, —pu) and Hecke eigenvalues A(nq,ng)(= A(ni,ne) = A(ng,nq1)). For later
use, we record here the Rankin—Selberg estimate:

(13) D AL )P <4 X.

n<X
Define the L-function attached to ¢ by

(14) L(s,¢) =

K

~
S|
S

n=1

for Re(s) > 1, and by analytic continuation for all s in the complex plane.
Next, we define the gamma factor

_ .—3s/ S—H f S+ [
(15) s, ¢) =7~ 2F< 2 >F(2)F< 2 )
The functional equation for L(s, ¢) reads
(16) 7(37¢)L(37¢) = 7(1 - Sa(b)L(l - 37¢)'

A consequence of the functional equation is the following summation for-
mula, commonly known among specialists.

Lemma 2.2. For t, N > 1 and fized w € C2°(0,00) we have the identity

(17) Z%w (n/N) :Z%W("N;t)v
n=1 n=1

N V(124 it —s,8) _, . .
(18) Wit = o | i g P
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where w is the Mellin transform of w. Moreover, we have
Y —A
(19) Wiyt) Capw (1+35) -

Proof. We shall only give a sketch of proof following the arguments as in the
proofs of Theorem 5.3 and Proposition 5.4 in [9].

First, in view of (I4]), we may use the inverse Mellin transform to rewrite
the left hand side of (I7)) as

1
— w(s)N*L(1/2 — it ds.
s L, FONE/2 it 4., 0)ds
Next, we shift the integral contour to Re(s) = —3 (note that w(s) decays
rapidly in Im(s)) and then apply the functional equation (I6]), giving

1 ~ 57(1/2+Zt_37¢)
P w\s 5
2mi J(_3) v(1/2 — it + s, )

This gives us the right hand side of (I7) by inserting (I4)) and shifting the
integral contour to Re(s) = 0.

Finally, the gamma quotient in (I8)) is of unity norm whenever Re(s) = 0 due
to (), so it is clear that W (y; t) is always bounded, while W (y;t) < (y/t3)~4
follows from Stirling’s formula and by shifting the integral contour in (8] to
the far left Re(s) = —A. Therefore the estimate in (I9) follows.

L(1/2 + it — s, ¢)ds.

O

The estimate in (I9) indicates that the sum on the right of (I7) can be
effectively truncated at t3+¢/N.

2.3. Reversed Voronoi summation formula for GL(3). The Voronoi for-
mula for GL(3) in the next lemma may be considered as the reverse of that
of Miller and Schmid [16]. It is also a special case of the balanced Voronoi
formula of Miller and Fan Zhou [17, Theorem 1.1]. For simplicity, we again
assume that ¢ is self-dual.

Lemma 2.3. For w € C°(0,00) define its Hankel transform W by

(20) W(dy) = = /( |, G

- 2mi
where w is the Mellin transform of w, and

+ s _’7(1—8,@) i37(2_87¢)
2D =G T yivse);

Let a,a,c,m be integers with aa = 1(mod c¢) and ¢,m > 0. Then we have

Z Z noA(nyi,n2)S (ny,am; cm/ng)w(nm%)

nalemni=1
- ;i Al (L) w (2 ).

n=1

(22)
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According to [21, §§3.3, 14], there is a Bessel kernel Jy(z) attached to ¢ so
that the Hankel transform may indeed be realized as an integral transform

(23) W) = [ wla)gs(—rg)a.
and the following asymptotic expansion holds:
e (£32'3) & By 1
(24) Jo(£x) = 173 Z E OK’“<W>’
k=0

for x > 1, where Béﬁ are some constants depending on the spectral parameters
of ¢. Observe that the Bessel kernel J,(x) has the same type of asymptotic as
the double integral in |25, Lemma 6.5] arising from triple Fourier transform.

2.4. Approximate functional equations. The L-function L(s,¢) for the
GL(3) Maass form ¢ has been introduced in §2.2 and it is known that for
Re(s) > 1

(25) L(s +it, §)L(s — it, §) = Z Z Al na) T” "1).

nln

ni=1no=1

The other main actor is the L-function of the Rankin—Selberg convolution
¢ x f;j given, for Re(s) > 1, by

(26) moxf)=Y 3 ”1;;:2 )

ni=1no=1

According to |9, Theorem 5.3|, since f; is assumed to be even, we have the
following approximate functional equations:

(27) L(1/2,¢ x f;) =2 Z Z "1’”2 1/2 1)V(n1n§;tj),

’I’L
ni=1no=1 17’L

and

. nl,nz Tit(n1) 2.
(28) |L(1/2 +it, ¢)|* = 2?1 7;1 ()2 V(nin3;t),
where
(29) Y5t 27”/ G(u,t)y
and
(30) G(U, t) — 7(1/2 + il + u, ¢)7(1/2 —ut+ u, ¢) . exp(UZ)'

The following lemma is essentially from |9, Proposition 5.4] and [2, Lemma
1].
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Lemma 2.4. Let U > 1. We have

A
Y
31 V(y;t 1+ —F——= ,
(31) 0 <a (14 o)
and
1 ety _,du (|t] + 1)°
(32) V(yt) = Qm/ v G(u,t)y Z+OE<W>-

2.5. The large sieve. The following is Gallagher’s large sieve inequality [5,
Theorem 2] in the case ¢ = 1.

Lemma 2.5. Let a, be a sequence of complex numbers. For T > 1 we have

(33) /_ i Zn:ann“

provided that the sum of |a,| is bounded.

2
dt < (T +n)lan |,

3. INITIAL STEPS

The initial steps—applications of Kuznetsov and Voronoi—are now consid-
ered standard in the literature. However, we depart from previous work in that
the Voronoi formula is used in the reversed direction. This crucially simplifies
subsequent computations.

Consider the smoothed spectral mean of L-values

M= Zk L(1/2,¢ % fj) + ;/w k(t)w(t) |L (1/2 + it, ¢)|* dt,

—00

where the spectral weights w; and w(t) are given in (I0), and the test function
k(t) is defined by

k(t) = o~ (t=T)%/M? + o (t+T)?/M?
In view of (2)) and (I2)), the bound (3] in Theorem [IT] follows if we can prove
T5/4+e
M1/4 -
Next, we use the approximate functional equations (27) and (28]) to write

M=2 3 3 A (4o Vi

’n ’n
ni=1n9=1 1

(34) M MT e +

- ﬁ h k‘(t)w(t)m(nl)v(”lnzv )dt>

Moreover, in view of (BI]) in Lemma 2.4 we can truncate the (n1,ng)-sum at
nin3 < T3+ at the cost of a negligible error.
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3.1. Applying the Kuznetsov formula. Applying the Kuznetsov formula
as in Lemma [2.I] with no = 1, we obtain certain diagonal and off-diagonal
sums.

The diagonal sum reads

p-2 > M/C>o k(t)V (n3;t) tanh(nt)tdt.

n2
na ST3/2+5

It follows from (I3]), (B1I), and Cauchy—Schwarz, that
D < MTYte,

which is the first term on the right of (34)).

For the off-diagonal sum, some preparation is required before we proceed to
use the Voronoi formula. First, following Blomer [2, §5], we express V (nin3,t)
in the Bessel integrals by ([32)) in Lemma 2.4 choosing U = logT so that
the error term is negligible. Second, we dyadically decompose the variable
n = nin3. Third, we introduce a new variable r = cny. Our task is then

reduced to consider sums of the form

(35) SL(NV Z Z Z noA(ny,n2)S(ny, £1;7/n9)wy

ng\r”l =1

for 1/2 < N < T3¢ where
ws(r; D) = w(x)e " H* (4xDV/E),

nlngx/ﬁ
N or )

with w(x) € C°[1,2] satisfying w') () <; 1, and

H'(z) = z‘/oo k(t)G(u,t)Mtdt,

oo cosh(mt)
H (z) = %/_oo k(t)G(u,t) Kot () sinh(t)tdt,

for u € [e —ilogT,e 4 ilogT]. It turns out that the analysis and the final
estimate will be uniform in wu, so we have suppressed u from our notation.

To get the bound T°/4+¢ /M1/4 as in (B4) for the off-diagonal contribution,
it suffices to prove the following bound for Sy ().

Proposition 3.1. For any N < T3t we have uniformly

Si(N) T5/4+e
Nz Soe pa

Finally, we remark that the r-sum can be truncated as (the Bessel integral
in) wy(x; D) is negligibly small unless

(36) D>T.

See [22, §8.1], [14, §7], and also [13, §§4, 5], [25, §7] in slightly different settings.
This condition can be refined as in ([@0) and (4I]) (see Remark [A.T]).
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3.2. Applying the Voronoi formula. We apply the Voronoi summation
formula in Lemma 23] with a = +1, ¢ = r, and m = 1, for the (ny,n2)-sum
in (B3)), obtaining

B0 S =N 5T At lae (1) wa (35 ),
>0 n0

where W (y; D) is the Hankel transform of w4 (z, D). This expression is much
simpler than that of Xiaoqing Li [13] after applying the (first) Voronoi.

4. RESULTS ON THE HANKEL TRANSFORM

It turns out that the exponential factor and the Hankel transform in (37)
combine perfectly by substantially reducing the oscillation of the latter. Ac-
cordingly, define

(38) Wi (y; D) = e(£y/D*)W4(y; D).

This kind of combination can be traced back to the work of Conrey and Iwaniec
|4].

The lemma below provides a nice expression of Wi(y; D) designed for the
large sieve in the next stage. It is proven by Young in |25, Lemma 8.2] using
the method of stationary phase and Mellin transform. In the GL(3) setting,
the reader is referred to |7, §4] and [22, §§10-13] for more details (the latter
also contains the complex analogue, which is needed if we work over general
number fields).

Lemma 4.1. Let T° < M < T'~¢. Suppose that |y| > T°. For y < XD? we
may write
MTI—I—&

Vvl

such that ®*(z) =0 and @~ (z) = 0 unless

(39) W (y; D) = E(y/D?) + 0a(T™H),

(40) T < D/M'™¢, |X| = D,
and
(41) | X| < D/M3>¢,  Tx=D,
respectively, in which cases
1 .
(42) ot (z) = A% ()| at,
T Jiy=v

with A;T(t) <1 (A;T(t) depends on X, T but the implied constant does not)
and

(43) Ut =1%/|X|, U =|X["*1T5,
provided that | X| < T?¢.
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Remark 4.1. The conditions T < D/M'~¢ and T =< D in {@Q) and @)
arise in Lemma 7.1 and 7.2 in [24] for the analysis of Bessel integrals. The
conditions |X| < D and |X| < D/M3~¢ in @) and @) come from the
discussions after (8.18) in [24] or Corollary 11.10 in [22].

Remark 4.2. For the case | X| > T?7¢, Ut = T?/|X| needs to be replaced by
Ut =T¢. See [22, Corollary 11.10, Lemma 13.2] for more details. However,
as it will be seen, this extreme case does not occur over Q.

The condition |y| > T¢ is needed for applying the asymptotic formula (24]).
In our setting, N < T3%¢, and

y = Nn/r3, D =+V/N/r.

Therefore |y| = |n|D?/v/N > T3/27¢ in view of D > T as in (38).
For the + and — case, the conditions in (@0) or (Il amount to

VN
(44) r< W, ’TL’ = \/N,
or
VN VN
(45) rx T, ’TL’ < W,

respectively. In particular, |X| < 727 is obviously satisfied as | X| < |n/r| <
VN < T3/%*¢. Moreover, under the conditions in (@Q) or @I, we have

(46) T€<Ui<m,

for T¢/D? < |X| < T?=.

5. END GAME: THE LARGE SIEVE

By @7), B8), and (39]), we may write
47)  Si(N)=MVNT'*Y — v Z Al '”' (T) +0A(T™4).
r>0

By applying (42]) and a dyadic decomposition of the variables r and n, we
deduce that S+ (N)/v/N is bounded by the supremum of the norm of

@ [0 T 5 A ()

for parameters R, N*, and U in the ranges (see (@), ([@5), and (@8))
1/2 < RY < VN/M'~°T, NT < VN,
(49) R™=VN/T, 1/2<N~ <VN/M3>=,
T° <U < T/M'=.
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Here again w(z) € C°[1,2] and A*(¢) is the A;T(t) in Lemma [£.1] with
subscripts suppressed for simplicity. For the n-sum in (@8], we can further
apply Lemma (the functional equation for ¢) to get

Al Al
(50) Y ( ’”)w(n/Ni) = > ( ’”)W(Nin,t)JrO(T—A),

12—t 1/2+it
n~N+ K n<U3te /N+ K

for |t| < U, so that the length of summation can be shortened if N+ > U3/2.
Finally, by Cauchy—Schwarz and Lemma[2.5] along with the Rankin—Selberg
bound for A(1,n) in ([I3]), we infer that ([@8) may be bounded by

(51) MT¢®\/R* + Uy/min {N+,U3/N*} + U,
where min{ N*, U3 /N*} is due to the observation in (50).

A subtle issue is that once (B0]) were applied, the W (NN jEn;t) on the right
is dependent on t. To address this, we use the expression (I8)) to separate the
variables n and t—this can be done effectively with the s-integral truncated
at [Im(s)| = T° and (1/2 + it — s, ¢)/~v(1/2 — it + s, $) absorbed into A*(t)
(note that w(s) is of rapid decay while the gamma quotient is of unity norm
for Re(s) = 0).

Trivially, we use min{ N+t , U3/N*} < U3/? and min{N~,U%/N~} < N~.
In view of ([@9) and the inequality N < T3+¢, (EI)) is further bounded by

VN T >1/2< T >3/4 T5/4+e

MT M M < A

v (

in the + case, and

T M M3 2T T
in the — case, as desired by Proposition [3.11

T (@ £>1/2<\/N>1/2 - Tl+e  b/d+e

Remark 5.1. For the — case, we did not need to apply the functional equation
(Lemma [2.2)—in the same way that Xiaoging Li [15] did not use a second
Voronoi. Note that N~ < U2 in the typical case when N~ = VN /M? and
UxT/M.

Remark 5.2. For the + case, the worst case does not occur when N =< T3
(the transition range) and Nt = T3/2. In fact, the possibility of applying
functional equation with |t| < T/M after [@R) makes the range N =< (T/M)3
the one with the largest contribution.
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